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Abstract

This paper proposes a benchmark study for reactive multiphase multicomponent flow in porous
media. Modeling such problem leads to a highly nonlinear coupled system of partial differential
equations, ordinary differential equations and algebraic constraints which requires special numerical
treatment. The benchmark consists of five test problems in total (both in 1D and in 2D), with
varying degrees of difficulty, designed to verify the algorithms and the codes dedicated to simulating
coupled isothermal Hydro-Chemical processes during injection and storage of CO2 in the subsurface.
It is intended to be used as a basis for comparing codes in order to better understand different
couplings such as chemical reactions with two-phase flow, phase behavior with equilibrium reactions,
dissolution and precipitation.

1 Introduction

Geological Carbon Sequestration (GCS) is viewed as one of the possible mitigation strategies for re-
ducing worldwide carbon emissions [25]. After being captured from large carbon-emitting facilities,
the gas is injected into adequate geologic formations, such as deep saline aquifers. A major con-
cern about GCS is the prediction of plume movement to ensure subsurface retention. CO2 injection
projects should assure safe storage in the subsurface for thousands of years. Primary containment
mechanisms include structural trapping, dissolution, mineralization, and capillary trapping. Simu-
lations are required to make sure that the stored gas does not escape to the surface (see [45] for a
full discussion of the issues involved).

Reactive multiphase flow models simulate the migration of CO2 by solving a highly nonlinear
system of degenerate PDEs coupled to algebraic and/or ordinary differential equations requiring
special numerical treatment. From a physical point of view, the system to be described involves
water (H2O) and gas (CO2), as well as several chemical components derived from the interaction
between water, gas and the rock matrix. Both water and gas can exist in two forms: liquid and
vapor. One thus has to model a two-phase system, with exchanges between the two phases (gas can
dissolve in the liquid phase and water can evaporate into the gas phase). Additionally, the chemical
components can react with the rock matrix to either dissolve the rocks or precipitate into one of
several possible minerals (calcite being the most frequently found).

1



Several methods have been developed for numerical modeling of such problems and we only give
here a few references. The numerical modeling of the reactive single-phase flow model is quite well
understood and many methods have been developed to solve it, see [10] for a recent review.

However, the situation is quite different for the reactive multiphase flows since such simulations
pose a significant challenge due to the complexity of the coupled processes. While a majority of
published works and reactive transport codes still deal with single-phase flow, studies dealing with
two- or multi-phase reactive flow are now much more frequent. According to [51], “one of the most
significant achievements in reactive transport analysis in recent years has been the application to
multiphase systems”.

The book [64] and a more recent survey [49] describe several codes having multiphase capa-
bility: IPARS [58], PFLOTRAN [20, 33], NUFT [21], TOUGHREACT [61, 60], HYTEC [53, 46],
eSTOMP [59], MIN3P [35, 34], HYDROGEOCHEM [63] and OpenGeoSys [29, 30]. Without being
exhaustive, we may also mention some other codes dealing with reactive multiphase flow, such as

ADGPRS [16], CORE2D V4 [44], PROOST [19], DARTS [55].
Among these codes, one finds the usual two approaches for solving reactive transport problems,

going back to the seminal review paper [62]: in the Sequential Approach, multiphase multi-component
transport and chemistry are solved sequentially (either once per time-step or in an iterative loop,
in which case one obtains the Sequential Iterative Approach (SIA)), while in the Global Implicit
Approach (GIA), the chemical equations (mass action laws for equilibrium or rate laws for kinetics)
and mass conservation laws are gathered and solved simultaneously in a single system of equations.
Two recent surveys [47, 10] (the first one is focused on multiphase flow, while the second one mostly
deals with one phase flow) include a detailed discussion of the pros and cons of SIA vs GIA, as
well as a review of existing codes. They also classify the reviewed codes according to whether they
follow the SIA or the GIA approach. Other works dealing with reactive transport for two-phase or
multiphase flow also follow the SIA-GIA dichotomy: [43], as well as the recent work in [57], use the
SIA, while [15, 27] follow a GIA.

Benchmarks (or sometimes more properly described code intercomparisons) have long been rec-
ognized as an important contribution to the community. They serve a dual purpose. First, they are
instrumental in raising awareness of the particular challenges one finds when attempting to simulate
these problems. Second, they offer well-documented test cases for researchers who enter the domain,
or who want to test new methods in their codes. One can find such benchmarks for different porous
media models, including reactive transport, see the book [30] for example. An early and influential
effort on the topic of CO2 storage, though not focused on geochemistry, was [12]. Later, the MoMaS
Benchmark [9, 8] was concentrated on the numerical issues of reactive transport, in a single-phase
setting. The SeSBench family of benchmarks described in [50, 14] and the references therein, pro-
vides a wide-ranging set of examples for testing the codes in more realistic physical situations. A
very recent benchmark for CO2 storage is the FluidFlower International Benchmark (see [39] for
a description of the benchmark, and [18] for a discussion of the results). That benchmark has a
different set of goals than the present proposal: it features a model for a physical lab experiment
and aims at a comparison between simulation and experimental results. On the other hand, the
physics is not fully specified, as participants are expected to provide the full set of equations of
states and other constitutive laws. The difference is between a verification (this proposal) and a
validation (FluidFlower [39]) benchmark (see for instance [40] for more on these two notions). Other
benchmarking efforts include [28, 48, 2, 42] and [22] for hydrogen storage simulations.

The aim of this paper is to present a benchmark that was designed to test the properties of
existing discretization schemes for reactive multiphase multi-component flow in porous media. The
benchmark provides all necessary data to ensure the reproducibility of the proposed tests. The
present paper is an expanded version better suited for publication of the original benchmark proposal
that was submitted to potential participants in 2021-2022, and is available at [24]. The results
obtained by the original participants are discussed in the companion paper [4].

The benchmark was written to address several challenges commonly met in applications:

1. Robust coupling of chemical reactions with multiphase flow in porous media,

2. Phase behavior coupling with equilibrium reactions,

3. Conservative treatment of solid phase dissolution and precipitation,

4. Effective coupling of equations in the case of multiple (concurrent) reactions.
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The Benchmark is a set of five test cases of increasing difficulty. The first two tests are a 1D
homogeneous model with two cases corresponding to whether the chemical reaction is modeled as
kinetic or equilibrium. The next three test cases are based on a 2D heterogeneous model with two
cases corresponding to a simple chemical model (with two sub-cases with or without gravity) and
an extended chemical model composed of four reactions of which three are at equilibrium and one is
kinetic.

We detail the model equations, including compositional flow, chemical reactions and how they
are coupled, in Section 2. Section 3 includes a summary of the equations and a discussion of the
main hypotheses. We emphasize that one major simplification made to formulate the model is that
capillary pressure is not taken into account. We also provide some background information on how to
deal with the issue of phase appearance and disappearance. Section 4 presents the actual benchmark
test cases, their geometry, the chemical systems and specifies all the relevant data. The data are also
provided in readable form on [24]. In Section 5, we recall which quantities of interest were required
for the benchmark participants, so that scientists interested in running the cases with their software
can easily validate their results. Some additional data are given in an Appendix.

2 Governing equations

This section briefly covers the governing equations of the multiphase multi-component reactive trans-
port framework for the proposed benchmark study.

We consider a set of C fluid species (also called components), distributed over P fluid phases, and
M mineral phases (each mineral phase contains only one mineral species). The species are involved in
chemical reactions, of which nK are kinetic reactions, while nQ are modeled as equilibrium reactions.
For fluid species, the total number of moles per unit bulk volume [mol/m3] is

nc = ϕ

P∑
α=1

ραsαxcα, c = 1, . . . , C, (1)

where ρα [mol/m3] is the molar density of phase α, xcα [-] is the molar fraction of component c in
phase α and ϕ is the porosity [-].

For the solid mineral species, we denote the total number of moles per unit bulk volume in phase
m by nm.

2.1 Conservation laws

The basic mass balance equations including the effect of chemical reactions as source/sink term are
a natural extension of the equations for multiphase, multicomponent flow. They are by now well
known, we refer the reader to any of the following references, among others [32, 38, 16, 27, 26, 3]

∂nc

∂t
+ lc + qc =

nK∑
k=1

vckr
K
k +

nQ∑
q=1

vcqr
Q
q ,

c = 1, . . . , C,

(2)

∂nm

∂t
=

nK∑
k=1

vmkr
K
k +

nQ∑
q=1

vmqr
Q
q ,

m = C + 1, . . . , C +M.

(3)

For each component c, lc is the total flux associated with that component, qc is the total well flow rate
associated with that component, vik is the stoichiometric coefficient associated with kinetic reaction
k for component c, viq is the stoichiometric coefficient associated with equilibrium reaction q for
component c, rKk [mol/m3/s] is the rate for kinetic reaction k and rQq [mol/m3/s] is the equilibrium
reaction rate for reaction q. We emphasize that for equilibrium reactions the rates are unknown.
In practice, they are eliminated from the system by taking appropriate linear combinations of the
conservation equations in (2)-(3). We come back to more explanations in Section 3.3.
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The flux of component c, c = 1, . . . , C is given by:

lc = ∇ ·
P∑

α=1

[ραxcαuα − ϕsαdcα∇(ραxcα)] , (4)

where the term dcα [m2/s] corresponds to the molecular diffusion of component c in phase α. We
note that dispersion could have been included (e.g., using Scheidegger’s model [6]), but the simpler
model has been retained for this benchmark. The term uα [m/s] is the Darcy velocity of phase α
and is defined by Darcy’s law:

uα = −Kkrα
µα

(∇p− ρ̂αg∇h) α = 1, . . . , P, (5)

where K [D]1 is the rock permeability, ρ̂α [kg/m3] is the mass density of phase α, µα [P]2 its dynamic
viscosity, g [m/s2] is the gravity constant, h [m] is a vertical coordinate and p [Pa] is the pressure.
In this benchmark capillary pressure effects are ignored, so there is only a single pressure for both
phases. Furthermore, krα = krα(sα) [-] is the relative permeability function for phase α, and is
discussed further in Section 2.4.

Equations (2)–(3) can be written in a vector form:

∂n

∂t
+ l+ q = VQrQ +VKrK, (6)

with vectors n = (n1, . . . , nC+M )T , l = (l1, . . . , lC , 0, . . . , 0)
T , and q = (q1, . . . , qC , 0, . . . , 0)

T . The
matrices VQ and VK are the stoichiometric matrices respectively for the equilibrium and kinetic
reactions, while rQ = (rQ1 ,. . . ,rQnQ

)T and rK = (rK1 ,. . . ,rKnK
)T are the equilibrium and kinetic reaction

rate vectors.
The system of equations is closed with the following algebraic constraints:

P∑
α=1

sα = 1, (7)

and
C∑

c=1

xcα = 1, α = 1 . . . , P. (8)

2.2 Phase equilibrium model

The following equations are used for thermodynamic equilibrium of the multicomponent system. A
component is in thermodynamic equilibrium if the fugacitiess of the components in both phases are
equal:

fc1 − fcα = 0, c = 1, . . . , C, α = 2, . . . , P. (9)

The fugacity of a component in a phase is given by

fcα = ϕcαxcαp, c = 1, . . . , C, α = 1, . . . , P, (10)

where ϕcα [-] is the fugacity coefficient of an ideal mixture. Equation (9) can also be written in terms
of the partition coefficients Kcα = ϕc1/ϕcα:

Kcαxc,1 − xcα = 0, c = 1, . . . , C, α = 2, . . . , P. (11)

The phase equilibrium assumption introduces additional complexity since it poses auxiliary non-
linear constraints to the solution of the system that can lead to a possible appearance or disappearance
of the fluid phases. How this is treated is intimately linked to the way the nonlinear system is solved
and is an important implementation choice. We come back to this question in Section 3.3.

1the SI unit for permeability is [m2] but the Darcy is commonly used, with 1D = 9.87× 10−13 m2

2Poise, with 1P=0.1Pa s
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2.3 Equations for geochemistry

The other important part of the model is the chemical part, which is the specification of the kinetic
and equilibrium rates. Before we describe it, we note that chemical quantities are usually given
in terms of the activities of the components, which are defined in terms of the molality of the
corresponding component, modified by an activity coefficient. In this work, we make the simplifying
assumption of an ideal solution, so that we do not include complex activity coefficients, and the
activity of the component is simply taken equal to its molality:

acw = Mw

( xcw

xww

)
, (12)

where Mw is the number of moles of H2O per kilogram of aqueous phase (typically taken as 55.508)
and xww is the mole fraction of H2O in the aqueous phase.

The kinetic rates rkk are given functions of the activities. Since these functions are typically model-
dependent, they will be specified when we describe the benchmark scenarios, see equation (21).

For the equilibrium reactions, we recall that the reaction rates themselves are unknown. However,
for each equilibrium reaction, we need to add the law of mass action to either the global or the local
system (depending on the preferred nonlinear formulation). The law of mass action for equilibrium
reaction q is given as:

Qq −Kq =

C∏
c=1

a
vcq
cw −Kq = 0, q = 1, . . . , nQ. (13)

Here Qq is the reaction quotient, whereas Kq [-] is the equilibrium reaction constant or equilibrium
solubility limit for dissolution/precipitation of minerals and acw is the activity of the component c
in the aqueous phase.

One important consequence of the presence of reactions involving minerals is that these reactions
may change the properties of the rock, both its porosity and its permeability. The most usual
model [52] for letting porosity change as a result of a change in the mineral concentration is given
by

ϕ = 1−
M∑

m=1

Mmnm

ρ̂m
, (14)

where Mm [kg/mol] is the molar mass of species m, nt =
∑

nm and ρ̂m [kg/m3] is its mass density.
A more precise model, taking into account the presence of non-reactive minerals can be found in [26,
17].

The permeability dependence on porosity is approximated using the following power-law equation,
following [23]

K = K0

( ϕ

ϕ0

)A

, (15)

where K0 and ϕ0 are initial porosity and permeability respectively, and A is a coefficient that takes
into account the strength of the dependence.

2.4 Fluid and rock parameters

The relative permeability functions used in this benchmark follow the Brooks-Corey description,
more precisely

krα = ke
r,α

( sα − srα
1−

∑
β∈P srβ

)nα

,

where krα is the relative permeability, ke
rα is the maximum relative permeability, srα is the residual

saturation, and nα is the Corey exponent of phase α respectively. In the absence of any residual
saturation and taking P = {w, g} (i.e., assuming liquid (water) and vapor (gas) are the fluid phases
present in the system), this results in

krw = ke
rw(sw)

nw , (16)

for the water and
krg = ke

rg(1− sw)
ng , (17)

for the gas relative permeability.
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For the phase densities, a simple linear compressibility model is assumed, particularly

ρα = ρα,0 [1 + cα(p− p0)] . (18)

Here cα [1/Pa] is the compressibility of the phase α and ρα,0 is its density at pressure p0. This is
assumed to hold for each of the three phases present in the system, water, gas, and solid. Additional
physical complexity can be obtained by adopting a fully compressible model for the gas phase.

2.5 Initial and boundary conditions

The model obviously needs to be completed by specifying initial and boundary conditions. Since
these depend both on the specific test case and on the chosen numerical formulation, as discussed in
Section 3.3, they will be specified when we discuss the benchmark scenarios in Section 4

3 Discussion of the model

3.1 Summary of the main equations

The main unknowns of the system are the pressure p, the phase saturations (sα)α=1,...,P , the number
of moles of minerals (nm)m=1,...,M and the molar fractions (xcα)c=1,...,C, α=1,...,P . In addition, the
reaction rates for the equilibrium reactions are unknown and must be added to the system. This
gives a number of unknowns equal to 1 + P +M + CP + nQ.

Conversely, the reactive system to be solved is composed of:

� the conservation equations (6);

� the closure relations (7) and (8);

� the phase equilibrium relations (11);

� the mass action laws for equilibrium reactions (13), with the activities given by (12).

This nonlinear system is completed by specifying:

� Darcy’s law (5), together with the definition of the relative permeabilities, given by equa-
tions (16)–(17), as well as an equation of state relating the density to the pressure as in eq. (18);

� the evolution of porosity (14) and permeability (15) as a result of mineral precipitation or
dissolution;

� the definition for the rates of the kinetic reactions, to be provided in Section 4.

It is worth noting that the number of equations is C + M + 1 + P + C(P − 1) + nQ, which is
indeed the same as the number of unknowns.

3.2 Main assumptions

In this section we review the main assumptions that were made with respect to a full compositional
model in order to keep the model simple.

No capillary pressure The most important simplification is that capillary pressure is not taken
into account. This choice was done for simplicity reason as capillary pressure effects add
significant difficulties when one needs to solve the nonlinear problem at each iteration. If
capillary pressure effects were to be added, Darcy’s law (5) would need to include the phase
pressure. The system would have an extra unknown, and the capillary pressure relation

pg − pw = Pc(sw),

where Pc(sw) is the capillary pressure function, can be added to close the system. For high
capillary pressure (usually in tight media), the definitions of the fugacities would have to be
changed accordingly. We emphasize again that the formal changes to the system are minor,
but the consequences in terms of the numerical challenges would be significant;
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Equations of states and fugacities The definition of all the functional relationships has been
kept as simple as possible, while still keeping nonlinear dependence between the related quanti-
ties. This includes the relative permeability functions (16)-(17) as well as the equations of state
for the density-pressure and fugacity relations (a cubic equation of state of Peng-Robinson [41]
type could be used). We decided to use the simple equation of state stated above, as we felt it
was more important to make sure all participants use the same equations than to let partici-
pants use their own favorite equation of state;

Ideal chemical solution This assumption was again made to “remove one layer of non-linearity”.
Equation (12) would have to be modified to include an activity coefficient depending on the
molalities of all species (most models depend on the ionic strength, which is a global quantity).
In chemical codes, such activity coefficients are usually evaluated in an extra outer loop, but
they could also be included in the global non-linear system.

3.3 Different formulations and solution methods: phase appearance
and disappearance

In this Section, we briefly address some common issues that, while not strictly part of the benchmark
formulation, have a direct influence on the way the numerical problem will be formulated and solved.

3.3.1 Phase appearance and disappearance

A defining feature of compositional flows is that phases can appear or disappear, as a result of the
thermodynamical exchanges between the phases. Indeed, it is quite clear that gas can dissolve into
the liquid phase, while water can vaporize into the gas phase. The equations given in Section 2.1
were written as if both phases exist. If one of the phases disappears, the molar fractions for that
phase are no longer meaningful. Of course, which phases exist at a given instant in time and point
in space is not known in advance, and the set of present phases is itself part of the unknowns of the
problem. We briefly review two of the main approaches to handle this issue. The discussion is mainly
taken from the survey paper [56], to which the reader is referred for more complete information, as
well as other possible formulations.

Before we describe the possible formulations, we note that the equations described in Section 2
can be split into two sets: the conservation equations (6), which are global (couple variables from
different spatial locations) and the algebraic constraints, which are local at a single point in space.
It is possible to use the local equations to eliminate some variables, leaving a system with just the
conservation equations. The number of such equations is always equal to the number of components
C+M , so one must identify a set of the same number of primary variables, while the other secondary
variables can be computed based on the substitution of the secondary equations. One must be careful
to select the primary equations so as to make sure the local set of equations for the secondary variables
is actually solvable.

Natural variables This formulation is also often called the “Coats” formulation, after [13]. As
long as both phases exist, the equations from Section 2.1 apply. But some mechanism must be
added to decide which phases actually do exist, and to modify both the equations and the set
of unknowns when one of the phases disappears. This mechanism must be applied during the
nonlinear iterations, and it usually involves some switch of variables, as well as a stability test
to check on which phases a represent at a given grid point. We refer to the above reference,
as well as to [11] for further details. Alternatively, a formulation based on complementarity
conditions [31, 7] or negative flash [1, 54] can be used.

As explained above, the primary unknowns for this formulation may need to change during the
Newton iterations (the pressure will always be part of the primary unknowns), but we reiterate
that the number of primary variables remains fixed during the whole simulation.

Total molar variables In this formulation, the main unknowns are pressure and the total molar
fractions of fluid species, defined as

zc =
P∑

α=1

xcανα, c = 1, . . . , C, (19)
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where the fluid phase fractions are defined as

να =
ραsα∑P
k=1 ρksk

, α = 1, . . . , P,

which obviously satisfy ∑
α

να = 1.

The main advantage of this formulation as compared with the natural variables formulation
is that the total molar fractions are always valid unknowns, so one does not have to use a
switch of variables. On the other hand, a phase equilibrium computation (known as a “Flash”
computation [36]) involving (a subset of) equations (8), (11) and (19) must be performed for
each grid point, adding a notable cost to the overall solution procedure. We add that in the
presence of equilibrium reactions, the flash must be modified, as explained in [26].

Note that, for the convenience of the potential participants, we have provided the initial and
boundary conditions both in terms of natural variables and total molar variables. Note also that
molar fraction for the C-th component can be obtained by zC = 1−

∑C−1
α=1 zα and is not a primary

unknown (hence the initial and injection composition do not contain the composition of zC), and
the primary unknowns in this system are X = [p, z1, . . . , zC−1].

3.3.2 Elimination of equilibrium reaction rates

As already noted, the reaction rates for the equilibrium equations are not specified and are in principle
part of the unknowns of the problem. As their value is obviously of no interest, the usual practice
has been to eliminate them by a linear combination of the conservation equations (6). This is done
by introducing a kernel matrix U (often called elimination matrix) such that UV Q = 0, together
with the auxiliary variables ξ = Un. Given the values of ξ from the flow equations, one recovers the
original unknowns n by using the definition of ξ together with the mass action laws (13). One may
also inject directly the mass action laws into the conservation laws.

The procedure is by now a standard for one-phase reactive transport and has been described in
various forms in numerous places (see [6] for a recent presentation in book form). It has recently
been extended to deal with multi-phase flow, see [16, 27, 5, 3] for the natural variables formulation,
as well as [26] for an extension to the formulation in total molar variables.

4 Benchmark scenarios

We describe here the specific scenarios that constitute the benchmark. The first two test cases involve
a 1D geometry, while the remaining three cases are posed on a 2D heterogeneous geometry.

In all cases, there will be two fluid phases: liquid and gas phases, and one solid phase. The system
consists of the following components: [H2O,CO2,Ca

+2,CO −2
3 ,CaCO3]. The components and their

distribution among the phases are given in Table 1.

Table 1: Component-Phase distribution matrix.

Component Liquid (water) Vapor (gas) Solid
H2O ✓ ✓ ✗
CO2 ✓ ✓ ✗

Ca+2 ✓ ✗ ✗

CO−2
3 ✓ ✗ ✗

CaCO3 ✗ ✗ ✓

For all but the last test case, a simple chemical system is used, with a single reaction approxi-
mating the precipitation or dissolution of calcite:

CaCO3 −−⇀↽−− Ca+2 +CO−2
3 . (20)
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This reaction will be modeled as kinetic or equilibrium depending on the specific cases. The last
test case features a more complex chemical model, with several reactions in the aqueous phase, in
addition to the mineral reaction given above.

Table 2: Values for fluid properties.

Property Value Units
Phase density at p0, ρw,g,s [1000, 100, 2000] [kg/m3]
Molar mass of CaCO3, MCaCO3

100.09 [g/mol]
Phase compressibility, cw,g,s [10−6, 10−4, 10−7] [Pa]
Phase viscosity, µw,g [1, 0.1] [cP]
End-point relative permeability, kerw,rg [1, 1] [-]
Corey exponents, nw,g [2, 2] [-]
Residual saturation, srw,rg [0, 0] [-]
Phase partition coefficients, KH2O,CO2

[0.1, 10] [-]
Diffusion coefficients, dcα = d 10−9 [m2/s]
Activity coefficients, γcw = γ 1 [-]
Porosity-permeability exponent (eq. (15)), A 3 [-]

Finally, Table 2 gives the values of the fluid parameters, which are used for all the test cases.

4.1 1D homogeneous domain

The first test case is a basic 1D model, shown in Figure 1. A pure CO2 gas stream is injected from
the left of a horizontal column containing pure water at a constant pressure. An outflow boundary
condition, with constant pressure, is imposed at the right end of the column.

The properties describing the geometry of the domain, its discretization and the rock properties
are shown in Table 3, while Table 4 summarizes the initial, injection and outflow conditions and
simulation time.

1000[m]

Gas stream (pure CO2): Qgas [m3/day]

Outflow (constant pressure): pout [bar]

𝑧

𝑥𝑦
Ω : {𝜙, 𝑘} 

Figure 1: One dimensional domain setup. Constant injection rate on the left boundary (Neumann) and
constant pressure (Dirichlet) on the right. The lateral (y-direction) and vertical (z-direction) dimensions
of the domain are 1[m].

The initial and injection composition expressed in terms of the molar fraction of individual species
and saturation of each phase are given in Appendix A. We distinguish two cases according to whether
the reaction is modeled as kinetic or at equilibrium.
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Table 3: Spatial data for 1D models

Property Value Units
Initial permeability, K0 100 [mD]
Initial porosity, ϕ0 0.3 [-]
Control volume dims, ∆x,∆y,∆z [1, 1, 1] [m]
Number of control volumes, Nx 1000 [-]

Table 4: Boundary conditions and other simulation parameters (1D models).

Property Value Units
Injection rate, Qinj 0.2 [m3/day]
Injection composition, zc,inj, c = 1, . . . , C − 1, [0, 1, 0, 0] [-]
Injection composition in molar fractions xcw,ini, c = 1, . . . , C − 1, [0, 1, 0, 0] [-]
Initial pressure, Pini 95 [bar]
Initial composition, zc,ini, c = 1, . . . , C − 1, [0.15, 0, 0.075, 0.075] [-]
Initial composition in molar fractions xcw,ini, c = 1, . . . , C − 1, [0.5, 0, 0.25, 0.25] [-]
Outflow pressure, Pout 95 [bar]
Simulation time, T 1000 [day]

4.1.1 Kinetic chemistry

Here we assume that the chemical reaction (20) is kinetic. The kinetic rate (i.e., the right-hand side
of equation (6)) is written as

rk = AsKk

(
1− Q

Ksp

)
, (21)

where As [m2/m3] is the reactive surface area, which is a linear function of the solid concentration
(As = A0nm = (1 − ϕ0)nm) , Kk [mol/m2/s] is the kinetic reaction constant, Q is the activity
product (to simplify Q = xCa2+,w × x

CO2−
3 ,w

) and Ksp is the equilibrium constant.

The values of the reaction constants are given in Table 5. Ksp is equal to 0.25× 0.25 = 0.0625 to
ensure that the initial state is in equilibrium and no dissolution occurs.

Table 5: Kinetic and equilibrium constants.
Property Value Units
Kinetic constant, Kk 1 [kmol/m2/day ]
Solubility constant, Ksp 0.0625 [-]

4.1.2 Equilibrium chemistry

The second test case is similar to the first one, except that now the reaction is treated as an equilib-
rium reaction. Mathematically, this adds an additional constraint equation of the form

Q−Ksp = 0, (22)

where Q is the activity product of the equilibrium reaction as defined in equation (13) (which is taken
here to have the same form as in Section 4.1.1) and Ksp is the solubility constant, with the value
given in Table 4. All the other parameters, fluid/rock/boundary condition/simulation parameters
(as specified in Table 2 and 4), are the same as for the previous case (including the stoichiometry of
the reaction).
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4.2 2D Heterogeneous domain

The remaining test cases are set up in a two-dimensional heterogeneous domain. In the model, a
zone of high porosity and permeability is embedded within a lower porosity and permeability zone.
All the dimensions are stated in Figure 2. The boundary conditions are a constant injection rate
on the left (bottom half of the domain pure CO2, top half pure H2O) and constant pressure on the
right boundary (outflow) with no flow on top and bottom.

1
2
0

1
2
0

8
0

8
0

8
0

2
4
0

[m
]

600 [m]

120

Gas stream (pure CO2): Qgas [m3/day]

Water stream (pure H2O): Qwat [m3/day]

Outflow (constant pressure): pout [bar]

𝑧

𝑥𝑦

360 120

Ω2: {𝜙2, 𝑘2} 

Ω1: {𝜙1, 𝑘1} 

Figure 2: Configuration of the 2D test case (Section 4.2). Constant injection rate on the left boundary
(Neumann) and constant pressure (Dirichlet) on the right. The lateral (y-direction) of the domain is
10m.

Kinetic chemistry is used to model the dissolution of CaCO3. See Tables 6 and 7 for all the
parameters used in this model. Note that we have provided the initial values both in terms of the
overall mole fractions and in terms of the individual mole fractions and also that the concentration
of the calcite can be directly computed as a function of the porosity (see equation (14)). All fluid
and chemical parameters (e.g., kinetic constants, reference mass density, etc.) are the same as in test
case 4.1.1, and were given in Table 2.

Table 6: Spatial data for 2D model
Property Value Units
Porosity in Ω1, ϕ 0.8 [-]
Permeability in Ω1, kx,y,z [1896, 1896, 1896] [mD]
Porosity in Ω2, ϕ 0.3 [-]
Permeability in Ω2, kx,y,z [100, 100, 100] [mD]
Control volume dimension, ∆x, y, z [10, 10, 10] [m]
Number of control volumes, Nx ×Ny ×Nz 120× 1× 48 [-]
Diffusion coefficients, dcα = d 10−9 [m2/s]
Gravitational acceleration, g 9.8 [m/s2]

In addition to the two chemical systems described later, this test case can be executed with or
without gravity (i.e., g = 0). We note that when gravity is included, it would have been more natural
for the initial pressure to follow a hydrostatic law. However, the effect is quite small, and the simpler
constant initial pressure was retained.
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Table 7: Boundary conditions and other simulation parameters (2D model).
Property Value Units
Gas injection rate, Qinj 1000 [m3/day]
Water injection rate, Qinj 200 [m3/day]
Gas injection composition, zc,inj, c = 1, . . . , C − 1, [0, 1, 0, 0] [-]
Gas injection composition in molar fractions, xcg,inj, c =
1, . . . , C − 1,

[0, 1, 0, 0] [-]

Water injection composition, zc,inj, c = 1, . . . , C − 1, [1, 0, 0, 0] [-]
Water injection composition in molar fractions, xcw,inj, c =
1, . . . , C − 1,

[1, 0, 0, 0] [-]

Initial pressure in Ω1 ∪ Ω2, Pini 95 [bar]
Initial composition in Ω1, zc,ini, c = 1, . . . , C − 1, [0.4, 0, 0.20, 0.20] [-]
Initial composition in Ω2, zc,ini, c = 1, . . . , C − 1, [0.15, 0, 0.075, 0.075] [-]
Initial fluid composition in Ω1 ∪ Ω2 in molar fractions,
xcw,ini, c = 1, . . . , C − 1,

[0.5, 0, 0.25, 0.25] [-]

Outflow pressure, Pout 95 [bar]
Simulation time, T 1000 [days]

4.2.1 Simple chemical model

Here, only one chemical reaction is included, and the chemical model is the same as in Section 4.1.1.
One further simplification may be necessary: one may encounter convergence problems when

running the system as described previously. If that is the case, it may be helpful to consider a single
“meta-ion” Ca2+ +CO2−

3 in the liquid phase.

4.2.2 Extended chemical model

We consider a somewhat more realistic chemical system, including the dissociation of water and
carbon dioxide, as this makes it possible to take into account the influence of pH.

The system is composed of 4 reactions:

H2O −−⇀↽−− H+ +OH−,

CO2 +H2O −−⇀↽−− HCO−
3 +H+,

HCO−
3 −−⇀↽−− H+ +CO−2

3 ,

CaCO3 +H+ −−⇀↽−− Ca+2 +HCO−
3 .

(23)

Note that this increases the total number of species by three, particularly to zc = [ H2O, CO2, Ca
+2,

CO–2
3 , H+, OH– , HCO–

3 , CaCO3 ]. However, this makes it possible to represent the CaCO3 reaction
(last equation in (23)) with an explicit dependency on the pH of the solution.

The first three reactions are at equilibrium, the logarithms of the equilibrium constants are
given in Table 8, while the fourth reaction is kinetic, and the rate for the last reaction is given by
equation (21), with Q now defined as:

Q =
aCa2+,waHCO−

3 ,w

aH+,w

. (24)

Table 8: Log10 of the equilibrium constants for extended chemical system (23).
K1 K2 K3 Ksp

−13.95 −6.293 −10.279 −1.899
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For this last test case, the mass actions laws are expressed in activities:

K1 aH2O,w = aH+,w aOH−,w,

K2 aCO2,w
aH2O,w = a

HCO−
3 ,w

aH+,w,

K3 a
HCO−

3 ,w
= aH+,w a

CO−2
3 ,w

.

(25)

Initial conditions (computed using Arxim [37]) are given in Table 9. All other physical parameters
are the same as in test 4.2.1.

Table 9: Initial molar fractions for the extended chemical model
.

Property Value Units
xCO2,w

3.9624× 10−10 [-]
xCa2+,w 2.1703× 10−6 [-]
xH+,w 2.3507× 10−12 [-]
xOH−,w 1.5475× 10−6 [-]
xHCO−

3 ,w 1.5467× 10−6 [-]

xCO−2
3 ,w 6.2315× 10−7 [-]

5 Expected output

In this section, we gather the quantities that were part of the output that participating teams had
to provide. The corresponding files are now available on a dedicated web site https://github.com/
eahusbor/Reactive-Multiphase-Benchmark. For 1D quantities (either as functions of space or as
functions of time), the data files (in a CSV format specified on the web site) were to be provided. For
2D output, only contour plots were requested. Researchers who would like to compare their methods
on the models presented in Section 4 will know which quantities of interest they need to output.

5.1 1D homogeneous domain

The following quantities were required: Sg, p, ϕ, xH2O,w, xCO2,w
, xCa2+,w + x

HCO−
3 ,w

� as a function of space at time t = 1000 days;

� as a function of time at x = 25m.

5.2 2D heterogeneous domain

5.2.1 Simple chemical model

The participants were asked to provide the following quantities at time 1000 days:

� 2D plots of the CO2 fraction xCO2,w
, the gas saturation Sg and the porosity ϕ;

� 1D output of Sg, p, ϕ, xH2O,w, xCO2,w
, xCa2+,w + x

HCO−
3 ,w

, along the vertical line x = 40m

and along the vertical line y = 50m.

5.2.2 Extended chemical model

The participants were asked to provide the following quantities at time 1000 days:

� 2D plots of the CO2 fraction xCO2,w
, the gas saturation Sg, the porosity ϕ and the (logarithm)

of the mole fraction for all ions;

� 1D plots of Sg, p, xH2O,w, xCO2,w
, xCa2+,w, xH+,w, xHCO−

3 ,w
, x

CO2−
3 ,w

, ϕ along the vertical line

x = 40m and along the vertical line.
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Appendix A Molar composition for initial and injection
conditions

Tables 10-15 give the initial and injection composition in terms of molar fraction of individual species
and saturation of each phases.

Table 10: Properties based on 1D injection state: [P, zH2O
, zCO2

, zCa, zCO3
] =

[165, 10−12, 1, 10−12, 10−12]

H2O CO2 Ca2+ CO2–
3 CaCO3

Composition, zc 10−12 1 10−12 10−12 10−12

Liquid molar fraction 10−11 0.01 0.494 0.494 0
Vapor molar fraction 10−11 1 4.94× 10−13 4.94× 10−13 0
Solid molar fraction 0 0 0 0 1

Table 11: Properties based on 1D initial state: [P, zH2O
, zCO2

, zCa, zCO3
] = [95, 0.15, 10−12, 0.075, 0.075]

H2O CO2 Ca2+ CO2–
3 CaCO3

Composition, zc 0.15 10−12 0.075 0.075 0.7
Liquid molar fraction 0.5 3.33× 10−12 0.25 0.25 0
Vapor molar fraction 10−11 1 4.94× 10−13 4.94× 10−13 0
Solid molar fraction 0 0 0 0 1

Table 12: Properties based on 2D initial in Ω2 state: [P, zH2O
, zCO2

, zIons] = [95, 0.15, 10−12, 0.15]

H2O CO2 Ions CaCO3

Composition, zc 0.15 10−12 0.15 0.7
Liquid molar fraction 0.5 3.33× 10−12 0.5 0
Vapor molar fraction 0.045454 0.95454 4.5× 10−13 0
Solid molar fraction 0 0 0 1
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Table 13: Properties based on 2D initial in Ω1 state: [P, zH2O
, zCO2

, zIons] = [95, 0.4, 2.66× 10−12, 0.4]

H2O CO2 Ions CaCO3

Composition, zc 0.4 2.66× 10−12 0.4 0.2
Liquid molar fraction 0.5 3.33× 10−12 0.5 0
Vapor molar fraction 0.045454 0.95454 4.5× 10−13 0
Solid molar fraction 0 0 0 1

Table 14: Properties based on 2D injection (water stream) state: [P, zH2O
, zCO2

, zIons] = [95, 1, 2 ×
10−12, 10−12]

H2O CO2 Ions CaCO3

Composition, zc 1 2× 10−12 10−12 10−14

Liquid molar fraction 1 2× 10−12 0 0
Vapor molar fraction 0.909 0 0.0909 0
Solid molar fraction 0 0 0 1

Table 15: Properties based on 2D injection (gas stream) state: [P, zH2O
, zCO2

, zIons] = [95, 0, 1, 10−12]

H2O CO2 Ions CaCO3

Composition, zc 0 1 10−12 10−14

Liquid molar fraction 0 0.1 0.9 0
Vapor molar fraction 0 1 0 0
Solid molar fraction 0 0 0 1
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