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Abstract Regional estimates of biogenic carbon fluxes over North America from both atmospheric
inversions (“top‐down” approach) and terrestrial biosphere models (“bottom‐up”) remain highly
uncertain. We merge these approaches with an ensemble‐based, regional modeling system able to diagnose
and quantify the causes of uncertainties in top‐down atmospheric estimates of the terrestrial sink over
North America. Our ensemble approach quantifies and partitions the uncertainty stemming from
atmospheric transport, the biosphere, and large‐scale CO2 boundary inflow (boundary conditions). We
use meteorological data, CO2 fluxes, and CO2 mole fraction measurements to assure the reliability of the
ensemble system. Our results show that all uncertainty components have clear seasonal variations. The
biogenic flux component dominates modeled boundary layer CO2 uncertainty, ranging from 2.5 ppm in
summer and winter to 1.5 ppm in fall and spring. Spatially, it remains highly uncertain in the U.S. Corn
Belt regions. Transport uncertainty reaches a maximum of 2.5 ppm in the summer months and stays at
1.2 ppm for the rest of the year and is highly correlated with the biogenic CO2 fluxes. Boundary
conditions play the smallest role in atmospheric boundary layer CO2 uncertainty with a magnitude
smaller than 1 ppm. However, boundary conditions are the most important uncertainty component in
column‐averaged CO2 (XCO2). The spatiotemporal variations of the uncertainties in modeled XCO2 are
similar to those in atmospheric boundary layer CO2.

Plain Language Summary Uncertainty in future uptake of carbon dioxide (CO2) by terrestrial
ecosystems drives divergent projections of future climate and uncertainty in prescriptions for climate
mitigation. North American ecosystems are currently a significant sink of atmospheric CO2, but this sink
is difficult to measure and thus understand. Terrestrial uptake and emission of CO2 from a continent such
as North America can be inferred from atmospheric CO2 observations. This approach, however, requires
an accurate understanding of all the sources of uncertainty in simulating atmospheric CO2. These include
errors in the simulations of atmospheric transport, fossil fuel emissions of CO2, and transport of CO2

from the rest of the Earth's continents and oceans (boundary conditions), in addition to the uncertainty
terrestrial CO2 uptake. Here we quantify the uncertainty in all of these components of an atmospheric
CO2 simulation over North America using an ensemble of simulations. Observations of atmospheric
winds and mixing, atmospheric CO2 mole fractions, and land‐atmosphere CO2 fluxes are used to ensure
that the ensemble cover an appropriate range of uncertainty in each element of our simulation. Our
results show that over North America, (i) terrestrial biosphere CO2 fluxes dominate the uncertainty in the
atmospheric boundary layer CO2, (ii) atmospheric transport uncertainty is highly correlated with
biosphere flux uncertainty in space and time, and (iii) inflow of CO2 from other continents and oceans
plays the least important role in North American lower atmosphere CO2 but is the largest source of
uncertainty in atmospheric column‐integrated CO2. Our study shows that atmospheric transport and
continental boundary conditions are important limits to our ability to infer terrestrial ecosystem CO2

uptake using, respectively lower atmosphere and atmospheric column CO2 measurements.
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1. Introduction

The evolution of the carbon cycle is one of the main sources of uncertainty in future climate projections
(Friedlingstein et al., 2013; IPCC, 2013). Global terrestrial ecosystems (sink) have kept pace with fossil fuel
emissions (source), partially offsetting the continuous growth in anthropogenic CO2 emissions (Le Quéré
et al., 2009; Liu et al., 2011; Sarmiento et al., 2010). Atmospheric CO2 measurements indicate that half of
the anthropogenic CO2 emissions are offset by carbon sinks in the land and ocean (Ballantyne et al.,
2012). However, allocating and partitioning carbon sinks and sources, in space and time, remain challenging
(Schimel et al., 2015) due to our limited understanding of the mechanisms driving the carbon allocation,
hence the climate variability (e.g., Friedlingstein et al., 2013).

Two main approaches, “bottom‐up” and “top‐down,” have been used to study the spatial distribution and
temporal variations of CO2 fluxes to understand and quantify the land carbon sinks and sources (e.g.,
Baker et al., 2006; Bousquet et al., 2000; Ciais et al., 2005; Crowell et al., 2019; Gurney et al., 2002;
Huntzinger et al., 2013; Schwalm et al., 2015; Sitch et al., 2008). Bottom‐up approaches, such as carbon flux
predictions from terrestrial biosphere models and fossil fuel emission inventories, attempt to quantify car-
bon exchanges between atmosphere and land surface (e.g., Huntzinger et al., 2013; Schwalm et al., 2015;
Sitch et al., 2008). Top‐down approaches, referred to as atmospheric inversions, indirectly reconstruct sur-
face CO2 fluxes from observed spatial and temporal gradients in atmospheric CO2 mole fractions (e.g.,
Baker et al., 2006; Bousquet et al., 2000; Ciais et al., 2005; Crowell et al., 2019; Gurney et al., 2002).
Atmospheric inversions usually require an atmospheric transport model driven by prescribed surface fluxes
(prior, usually from bottom‐up approaches) and minimize the mismatch between modeled and observed
CO2 mole fractions to obtain the optimized flux estimates (posterior) in a Bayesian framework (Tarantola,
2005). Hence, the posterior fluxes are subject to the uncertainty from prior fluxes, atmospheric transport
model, observations, and assumptions made during the optimization process (e.g., Crowell et al., 2019;
Gourdji et al., 2012; Lauvaux & Davis, 2014; Peylin et al., 2013; Sarmiento et al., 2010). Sarmiento et al.
(2010) showed that large disagreement exists in the land and ocean flux estimates between top‐down and
bottom‐up approaches. Thanks to relatively dense observing network, the flux estimates consistently
showed carbon uptake over the Northern Hemisphere extratropical land and ocean. The Second State of
the Carbon Cycle Report (USGCRP, 2018) shows that atmospheric inversions are in closer agreement
between the different systems compared to the spread in terrestrial biosphere models (TBMs; Chapter 2,
Figure 2.5) and tend to agree now with the smaller net sink from TBMs (699 Tg C year−1 (±12%) from inver-
sions against 606 Tg C year−1 (±75%) for TBMs). However, large uncertainties remain. Past inverse flux esti-
mates vary from 0 to −1.5 Pg C/year over North America from 11 global inversion systems (Peylin et al.,
2013), in spite of having the densest surface CO2 observing network compared to the rest of the globe.
Since these inverse results used different transport models, prior fluxes, and inversion techniques, it is diffi-
cult to identify the sources of uncertainty.

Previous efforts focused on evaluating the impact of atmospheric transport in global and regional inversions,
such as the Atmospheric Tracer Transport Model Intercomparison (TransCom) Project (e.g., Baker et al.,
2006; Gurney et al., 2002; Law et al., 2008; Peylin et al., 2013; Stephens et al., 2007). Errors in horizontal
and vertical transport are both major contributors to the overall transport uncertainty. Lin and Gerbig
(2005) reported that uncertainties in CO2 due to advection errors can be up to 60%. Gerbig et al. (2008)
and Kretschmer et al. (2012) demonstrated that approximately 30% of the regional biosphere‐atmosphere
signals have been attributed to errors in the planetary boundary layer (PBL) height over Europe during sum-
mer. The sensitivity of simulated CO2 mole fractions to the model physics, especially PBL schemes and land
surface models (LSMs), represents a significant fraction of the observed model‐data mismatch (Feng et al.,
2016; Kretschmer et al., 2014; Lauvaux & Davis, 2014). Díaz‐Isaac et al. (2018a) also examined the sensitivity
of the modeled atmospheric CO2 mole fractions to the model physics, including LSMs, PBL schemes, cumu-
lus schemes, and microphysics, and meteorological reanalysis data. Their results showed that the modeled
PBL CO2 mole fractions are most sensitive to LSMs and PBL parameterizations, though other components
of the model such as the meteorological driver data and the cumulus parameterizations are nonnegligible
contributing to10–20% of the model errors. Varying either PBL or LSM parameterizations led to ~4 ppm
variability in modeled midday, PBL CO2 mole fractions. Berner et al. (2011) compared a multiphysics
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(model parameterizations) approach, stochastic perturbations, and a combination of both regarding the
representations of model uncertainty in a mesoscale ensemble system. The results showed that the combina-
tion of a multiphysics scheme and stochastic perturbations provides a more accurate representation of model
transport errors.

In contrast, a limited number of studies have been dedicated to investigate the impact of the flux uncertainty
on simulated CO2mole fractions due to the lack of robust flux uncertainty estimates (Broquet et al., 2013). At
continental and global scales, only biogenic flux uncertainties are considered in atmospheric inversions,
while fossil fuel CO2 emissions are assumed to be perfect (e.g., Baker et al., 2006; Basu et al., 2017; Crowell
et al., 2019; Gurney et al., 2002; Liu et al., 2017). This assumption is inherited from the relatively low uncer-
tainty in fossil fuel emissions at national scales (Andres et al., 2014). A priori biogenic fluxes are obtained
from TBMs simulating ecosystem processes to produce estimates of carbon sources and sinks (e.g., Baker
et al., 2010; Mao et al., 2012; Zeng et al., 2005). Due to climatic sensitivity, atmospheric conditions, nutrient
and water availability, environmental driver data, soil conditions, and TBMs' estimates vary widely. To
understand the land‐atmosphere carbon exchange and feedbacks within the climate system, several efforts
involving multiple TBM intercomparisons have been investigating the robustness of TBMs, such as the
North American Carbon Program Regional and Continental Interim Synthesis activities (Huntzinger et al.,
2012), the Trends in Net Land‐Atmosphere Carbon Exchange (http://dgvm.ceh.ac.uk/node/21), the Large
Scale Biosphere Atmosphere‐Data Model Intercomparison Project (http://www.climatemodeling.org/lba‐
mip/), the International Land‐Atmosphere Benchmarking Project (http://www.ilamb.org/), and the Multi‐
Scale Synthesis and Terrestrial Model Intercomparison Project (MsTMIP, https://nacp.ornl.gov/). These
efforts have shown that TBMs tend to show a wide range of annual flux estimates and responses to climate
variability with large discrepancies in the spatial distribution (USGCRP, 2018).

In the past decade, regional inversions have reached higher spatial and temporal resolutions (Carouge et al.,
2010; Lauvaux et al., 2012; Schuh et al., 2013). Schuh et al. (2013) compared inverse carbon estimates among
mesoscale, continental scale, and global scale inversions during an intensive regional measurement cam-
paign (Mid‐Continent Intensive, Miles et al., 2012) over the highly productive agricultural regions of the
midwestern United States. The inverse flux estimates of the regional total converged (Schuh et al., 2013)
but with highly divergent spatial patterns, and the higher‐resolution regional inverse flux estimates had bet-
ter agreement with the gridded agricultural inventory (Ogle et al., 2015).

Regional inversions introduce another source of uncertainty compared to global‐scale systems: the large‐
scale CO2 boundary inflow acting as lateral boundary conditions. Inaccurate representation of boundary
conditions propagates additional errors into the domain, leading to systematic biases in the optimized
CO2 flux estimates (Schuh et al., 2010). Göckede et al. (2010) applied constant offsets to boundary conditions
taken from CarbonTracker and found that annually averaged offsets of 0.1 ppm could introduce 3.5 Tg C
year−1 (~10% of the net annual uptake) in the state of Oregon. Lauvaux et al. (2012) preprocessed the bound-
ary conditions for each tower in their Corn Belt study and at a time using the surface tower measurement
without an adjoint model and computed their associated uncertainty using independent aircraft measure-
ments before the inversion. They found that incorrect boundary conditions could contribute half a parts
per million bias to the simulations and a ±24 Tg C errors in the 7‐month flux estimates. Gourdji et al.
(2012) compared two plausible sets of CO2 boundary conditions: one taken from the CarbonTracker poster-
ior CO2 mole fractions and the other empirically derived from aircraft profiles and marine boundary layer
data and found that they both lead to large differences in the flux estimates at annual continental scale.
Schuh et al. (2013) implied that the correction of boundary conditions on the flux estimations can represent
up to 15% of the annual carbon balance.

In both global and regional inversions, the magnitudes and structures of the uncertainties from each source
component need to be prescribed which predetermines the sensitivity of the posterior fluxes to certain com-
ponent(s). There have been no studies that directly estimate the uncertainty components in an explicit fra-
mework. Uncertainties are prescribed based on expert‐level knowledge and statistical metrics to maximize
the information content of atmospheric observations (Tarantola, 2005). Additionally, most inverse studies
assume that the transport is unbiased and fossil fuel emissions are perfect, while several studies have shown
the limits of these assumptions (Chevallier et al., 2010). In this study, we characterize the main uncertainty
components explicitly using a regional forward‐modeling ensemble framework, including atmospheric
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transport, biogenic flux, and boundary condition uncertainties over North America. Uncertainties from fos-
sil fuel emissions have not been fully characterized yet and will remain perfect in our study due to the lack of
a rigorous assessment of uncertainties. We aim to build a robust ensemble system to reflect the model uncer-
tainties with a combination of multiphysics scheme and stochastic perturbations, the biogenic flux ensemble
with multiple net ecosystem exchange estimates from the MsTMIP TBMs, and a boundary condition ensem-
ble from multiple posterior CO2 mole fractions produced by global inversions. We validate our ensemble
with meteorological, CO2 mole fraction, and CO2 flux measurements to validate the representativity of true
model and flux uncertainties. The paper is organized as follows. The details of the ensemble framework are
described in section 2, in addition to the description of data and evaluation methods. Section 3 describes the
results from the evaluation and calibration procedures and temporal and spatial characteristics of the uncer-
tainty components. The representativeness of the ensemble to model uncertainty is discussed in section 4,
and the final conclusions are drawn in section 5.

2. Data and Methods
2.1. The Ensemble Modeling Framework

An ensemble‐based mesoscale‐modeling framework is implemented within our Weather Research and
Forecasting model (WRF‐CO2, Lauvaux et al., 2012) derived from the original WRF‐Chem model version
3.6.1 passive tracer mode to quantify the uncertainties in modeled atmospheric CO2 mole fractions from
transport, biogenic fluxes, and boundary conditions. The uncertainty is defined here as the root‐mean‐
squared deviation over the members of a given ensemble suite, typically called ensemble spread. It is calcu-
lated as the standard deviation of modeled CO2 mole fractions from the associated ensemble suite around
the ensemble mean. Initially, the entire ensemble system includes a 10‐member transport ensemble suite,
an 18‐member biogenic flux ensemble suite, and a four‐member boundary condition ensemble suite. The
chemistry module of the WRF‐Chem model was modified to run 22 CO2 tracers at a time in order to carry
18 biogenic flux members and four CO2 boundary conditions as passive tracers in each transport run.
Therefore, a 720‐member ensemble suite (10 transport × 18 biogenic fluxes × 4 boundary conditions) is gen-
erated in this work. Further calibrations were applied to the flux ensemble suite to remove the bias and out-
liers in section 3.1.

The WRF‐Chem model was run at 27‐ by 27‐km grids covering most of North America (Figure 1a). The
model was driven with the 6 hourly ECMWF Re‐Analysis (ERA)‐Interim product (Dee et al., 2011) with
the resolution of ~80 km and 6‐hourly sea surface temperature with a resolution of 12 km. The model con-
figuration was inherited from the WRF‐CMS framework developed at Penn State (Butler et al., 2019). It is
worth noting that this ensemble framework assures mass conservation along the boundaries of the regional
model domain as the globally modeled CO2mole fractions propagate into the domain. The details of this fra-
mework and mass conservation can be found in Butler et al. (2019).

Hourly simulation was conducted for 5‐day periods between 1 December 2009 and 31 December 2010 with a
12‐hr meteorological spin‐up for each period. The first month of the simulations was considered as the CO2

simulation spin‐up and discarded in the final analysis. Finally, one year long hourly output for the entire
year of 2010 was concatenated.
2.1.1. Transport Ensemble Suite
Our approach to build transport ensemble suite was varying meteorological initial and boundary conditions
and model physics. We perturbed meteorological initial and boundary conditions based on a stochastic
approach, instead of driving WRF‐Chem with different reanalysis data. Stochastic perturbations introduce
more diversity among the simulation results, producing more skillful ensemble forecasts, compared to
physics‐based ensembles. In this study, we used the stochastic kinetic energy backscatter schemes
(SKEBS, Berner et al., 2009; Shutts, 2005) to create dynamic perturbations and modified the model physics
schemes to create physics perturbations. SKEBS uses random stream function perturbations and tempera-
ture perturbations with a prescribed kinetic‐energy spectrum to create flow‐dependent perturbations (i.e.
dynamical perturbations). Berner et al. (2009) found that the SKEBS improved probabilistic skill for the
ECMWF medium‐range forecasts up to 10 days using only a 10‐member ensemble. A 10‐member transport
ensemble suite was therefore created using a combination of a multiphysics scheme and SKEBS. Both were
implemented in the WRF‐Chem model. A multiphysics scheme consists of choosing combinations of
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differentWRFmodel physics. Combining these twomethods likely cover transport uncertainty due to model
physics and dynamics. Here we varied the land surface models (LSMs) and planetary boundary layer (PBL)
schemes in the WRF‐Chemmodel package based on the findings of Díaz‐Isaac et al. (2018b), we chose three
combinations: (1) Mellor‐Yamada Nakanishi and Niino Level 2.5 (MYNN 2.5) PBL scheme with Noah LSM,
(2) Mellor‐Yamada‐Janjic PBL scheme with RUC LSM, (3) Yonsei University PBL scheme with five‐layer
thermal diffusion LSM. In addition, three random dynamical perturbations were then applied to each

Figure 1. (a) The simulation domain and locations of the observation. Shaded contour is terrain height in meters. Red triangles denote the locations of the
NOAA CO2 towers used in this work, and the names of the towers are marked. The Information of these towers can be found in Table 1. White dots
denote the locations of the NOAA rawinsonde stations. Note that we removed WGC and BAO from the model calibration procedure due to the local
contamination. (b) The locations of the AmeriFlux towers. Information describing these towers can be found in Table S1.
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physics scheme using a SKEBS. With inclusion of a baseline setup (MYNN2.5 and Noah LSM without a
SKEBS), these 10 members constitute the transport ensemble suite.
2.1.2. Biogenic Flux Ensemble Suite
The biogenic fluxes ensemble suite comprises 3‐hourly biogenic fluxes (net ecosystem exchange, NEE) from
15 TBMs in North American Carbon Program MsTMIP (Fisher et al., 2016; Huntzinger et al., 2013; Wei
et al., 2014) including the mean fluxes of the MsTMIP models as an individual tracer, hourly biogenic fluxes
from the Colorado State University (CSU) SiB3 model (Baker et al., 2008), and 3‐hourly posterior biogenic
fluxes from CarbonTracker (Peters et al., 2007) version 2016 (CT2016), for a total of 18 flux members. The
list of the biogenic flux ensemble suite is shown in Table 2. TheMsTMIP and CSU_SIB3 estimated fluxes fall
in the bottom‐up estimates, and the CarbonTracker posterior fluxes top‐down estimates. All of the biogenic
flux members were regridded from the native resolution to 27 × 27 km to feed in the WRF‐Chem
transport simulations.

MsTMIP includes a large suite of TBMs with the same simulation protocol in terms of model resolution,
simulation period, and initial conditions. The goal of MsTMIP was to quantify the contribution of model
structural differences to intermodel variability. These models vary in complexity and in their parameteriza-

tion of canopy conductance (energy and water fluxes), photosynthesis and
respiration (carbon fluxes), allocation of carbon between soil and above
(carbon pools), and the vegetation dynamics and disturbances. More
details can be found in Huntzinger et al. (2013). Here we used the 3‐hourly
downscaling product of the MsTMIP model suite made available from
Fisher et al. (2016) using the downscaling approach described in Olsen
and Randerson (2004). The spatial resolution of the MsTMIP suite is
0.5° × 0.5°. We kept constant values in the 3‐hr window when we gener-
ated hourly NEE from the MsTMIP suite.

SiB3 model fluxes (CSU_SiB3) were obtained by forcing the model with
Modern‐Era Retrospective Analysis (MERRA, Rienecker et al., 2011),
and MERRA precipitation was scaled to Global Precipitation
Climatology Project (Adler et al., 2003) amounts following the method
described in Baker et al. (2010). Phenology was obtained from the
MODIS LAI/fPAR product (Baker et al., 2008). CSU_SiB3 provides hourly
NEE at 0.5° × 0.5°.

CarbonTracker is a global inversion system that assimilates atmospheric
CO2 mole fraction data from surface, tower, and aircraft measurements
using a global Transport Model 5 (TM5) coupled to an ensemble
Kalman filter (EnKF) optimization framework. Prior fluxes includes
the CO2 fluxes from fossil fuel burning, fires, terrestrial biosphere
exchange, and exchanges with the oceans, of which fossil fuel and

Table 1
Information of the NOAA CO2 Towers Used

Code Location
Intake height
(m above ground level) Surface type

AMT Argyle, Maine 107 Forest
BAO Erie, Colorado 300 Grassland/suburban
LEF Park Falls, Wisconsin 396 Forest/wetland
SCT Beech Island, South Carolina 305 Agriculture, residential,

and industrial
SNP Shenandoah National Park,

Virginia
17 Mountain forest

WBI West Branch, Iowa 379 Agriculture
WGC Walnut Grove, California 483 Agriculture, residential,

and industrial in the valley
WKT Moody, Texas 457 Grassland pasture

Table 2
The Members of the Biogenic Flux Ensemble Suite

Model Reference

MsTMIP
BIOME_BGC Thornton et al. (2002)
CLM Mao et al. (2012)
CLM4VIC Lei et al. (2014)
CLASS_CTEMa Huang et al. (2011)
DLEMa Tian et al. (2012)
GTEC Ricciuto Daniel et al. (2011)
ISAM Jain Atul and Yang (2005)
LPJ Sitch et al. (2003)
ORCHIDEE Krinner et al. (2005)
SIB3 Baker et al. (2008)
SIBCASA Schaefer et al. (2008)
TEM6 Hayes et al. (2011)
TRIPLEXa Peng et al. (2002)
VEGAS Zeng et al. (2005)
VISIT Ito (2010)
MEAN (of MsTMIP)
CTBIO Peters et al. (2007)
CSU_SIB3 Baker et al. (2008)

aThe model has been removed from the final analysis.
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fire emissions are fixed based on bottom‐up estimates of their distribution and magnitude, whereas
biogenic and oceanic fluxes are adjusted to match the atmospheric CO2 data (Peters et al., 2007).
Three‐hourly posterior biogenic CO2 fluxes at 1° × 1° were used and marked as CTBIO in the
biogenic flux ensemble suite. We kept constant values for each hour in the 3‐hr window when we
generated hourly biogenic fluxes from CTBIO. A summary of the CarbonTracker system version 2016
(CT2016) can be found in the first row of Table 3.
2.1.3. Boundary Condition Ensemble Suite
We collected optimized CO2 mole fractions from four global inversion systems to construct our bound-
ary condition ensemble suite. The CO2 mole fractions from global inversion systems used here corre-
spond to optimized surface fluxes with offline transport generated by different general circulation
models. The boundary condition ensemble suite includes CT2016 (Peters et al., 2007), a variational
inversion using the TM5 (the same transport model as used in CT2016) as described in Basu et al.
(2016), inverse fluxes from the Carbon Monitoring System (CMS) using the Goddard Earth Observing
System (GEOS)‐Chem model (Liu et al., 2014), and an EnKF optimized mole fractions using GEOS‐
Chem (Schuh et al., 2015). The two state‐of‐the‐art global transport models used here (i.e., TM5 and
GEOS‐Chem) provide a wide range of boundary conditions representing transport uncertainties in addi-
tion to inverse flux differences at the global scale (Schuh et al., 2019). A summary of the four inversion
systems can be found in Table 3.

2.1.4. The Construction of theModeled Total Atmospheric CO2

Mole Fractions and the Uncertainties
Themodeled total CO2mole fractions comprise the sum of the tracers
for biosphere, boundary conditions, fossil fuel and fire emissions, and
oceanic fluxes for a given transport run. Fossil fuel emissions, fire,
and oceanic fluxes were taken from CT2016 for all ensemble mem-
bers. CT2016 obtains fossil fuel CO2 emissions by aggregating the
annual global total fossil fuel CO2 emissions (Marland et al., 2008)
spatially based on the Electronic Data Gathering, Analysis and
Retrieval (EDGAR) inventories (https://themasites.pbl.nl/tridion/
en/themasites/edgar/index.html) with an imposed seasonal cycle
from Blasing et al. (2005), monthly fire CO2 emissions from the
Global Fire Emissions Database version v4.1s (GFED4, Giglio et al.,
2006; van der Werf et al., 2006), and oceanic CO2 fluxes from
Takahashi et al. (2002).

We constructed the modeled total atmospheric CO2 mole fractions
for a given ensemble suite by varying the associated CO2 tracer vari-
ables and having other tracers fixed. For example, the tracers of the
biogenic flux ensemble suite have the same boundary condition tra-
cer and transport but vary biogenic flux tracers; the transport suite
has the same boundary condition and flux tracers but varies transport
simulations; the boundary suite has the same transport and fluxes but

Table 3
Configurations of Global Inversion Systems (Boundary Conditions)

Label
Transport
model

Meteorological
driver

Horizontal
resolution

Temporal
resolution

CO2 fluxes
Optimization
techniqueBiosphere Fossil fuel Ocean Fire

CT2016 TM5 ERA‐ Interim 2° × 3° 3 hourly CT‐flux, optimized
from CASA

CT/Miller
and ODIAC

CT‐flux, optimized
from Takahashi

GFED4 ENKF

Basu TM5 ERA‐ Interim 2° × 3° 3 hourly CASA EDGAR Takahashi GFED2 4D‐Var
CMS Geos‐

Chem
Geos‐5 4° × 5° 3 hourly CMS flux from

CASA‐GFED3
CDIAC Darwin project GFED3 L‐BFGS

Schuh Geo ‐

Chem
ERA‐Interim 2.5° × 2° 3 hourly CASA EDGAR Takahashi GFED2 Lag ENKF (5

weeks window)

Table 4
Annual Bias and Mean Absolute Error (MAE) in Modeled CO2 Mole Fractions
Among the Members of the Biogenic Flux Ensemble Suite to the NOAA CO2
Tower Measurements (See Details in Table 1) on the Monthly Timescale for the
Year of 2010

Model Bias (ppm) MAE (ppm)

ISAM 0.89 3.62
CSU_SIB3 0.79 2.00
SIB3 0.66 4.17
ORCHIDEE 0.60 2.83
BIOME_BGC 0.30 3.25
VEGAS 0.19 1.80
CLM4VIC −0.09 2.33
CTBIO −0.10 1.35
DLEM −0.14 2.18
TEM6 −0.20 1.66
MEAN −0.23 1.85
GTEC −0.30 6.65
LPJ −0.39 3.74
SIBCASA −0.41 3.19
VISIT −0.62 1.80
TRIPLEX −1.69 4.25
CLASS_CTEM −1.87 4.71
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varies boundary condition tracers. We selected the CT2016 CO2 mole fractions, the CT2016 posterior
biogenic fluxes, MYNN+Noah LSM without SKEBS as the reference of boundary conditions, biogenic
fluxes, and transport, respectively. The selection of CT2016 as the reference is owing to the reason that it
is commonly applied by the community. Additionally, the evaluation of biospheric flux members in
section 3.1.2 illustrates that CT2016 is fairly reliable.

The root‐mean‐square difference of the ensemble members from the ensemble mean is used to quantify the
uncertainty in modeled CO2 mole fractions from the given component. This definition stands if the ensem-
ble is unbiased, which is not necessarily true for biospheric flux ensemble suite. We therefore will calibrate
biospheric flux members in detailed manners and discard biased outliers from the final analysis. Details can
be founded in section 3.1.2.

Note that we can only implement surface fluxes and boundary conditions as independent tracers in each
transport run. Transport is coupled with individual tracers and cannot be separated from other components;
transport always scales with a given tracers. Because of this reason, the contribution of the transport compo-
nent to total atmospheric CO2 mole fractions is invalid and not presentable, unlike the contribution from
biosphere and boundary condition shown in Figures 8 and 9.

2.2. Data

The observations we used to evaluate the robustness of the ensemble spread include the PBL winds and
depths, atmospheric CO2 mole fractions, and CO2 surface fluxes. We obtained meteorological wind data

Figure 2. Rank histograms of the transport ensemble suite for 0 UTC (a) 925 hPa wind speed, (b) 925 hPa wind direction,
(c) PBL depth, and (d) midday average PBL CO2 mole fractions. Dashed lines denote the ideal values of the rank histo-
grams. Nt denotes the total number of the observations used. S denotes the rank histogram score of the ensemble. The
dashed line is the ideal frequency of a flat distribution.
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from the National Oceanic and Atmospheric Administration (NOAA) rawindsonde stations (https://ruc.
noaa.gov/raobs/; see locations in Figure 1) and calculated the PBL depths from the same data set using
the virtual potential temperature gradient approach. We obtained the in situ CO2 data (Andrews et al.,
2014) from the NOAA ObsPack GlobalViewPlus product (Cooperative Global Atmospheric Data
Integration, 2018) (see locations in Figure 1 and information in Table 1). Only the measurements of eight
towers from this data package were selected for investigations. ObsPack data products collect greenhouse
gas data from providers over the globe and reformat the data into the ObsPack framework to simulate and
support carbon cycle modeling studies (Masarie et al., 2014). Another set of data we used is CO2 flux mea-
surements from the AmeriFlux network (https://ameriflux.lbl.gov). We included 65 sites in our analysis.
The locations and information of the sites can be found in Figure 1b and Table 2, respectively.

2.3. Evaluation and Calibration Methods

The rank histogram, also known as Talagrand diagram (e.g., Anderson, 1996; Hamill, 1997; Hamill &
Colucci, 1997; Talagrand et al., 1997), has been widely used to evaluate the reliability of an ensemble,
namely, the representativeness of the ensemble to the model uncertainties. Details about the rank histogram
and its applications can be found in Hamill et al. (2001). Briefly, the rank histogram is the probability density
function of the observation data points among the corresponding modeled values created by sorting the
observation and models increasingly for a given data point. It takes space and time into account. Ideally,
the rank histogram of a robust ensemble should represent the equiprobability of ranked observations among
models and hence be characterized by a flat distribution with an associated score equal to 1 by definition.
However, most ensembles tend to be underdispersive and underestimate the true uncertainty of the atmo-
spheric evolution (Buizza et al., 2005), namely, the ensemble spread is too narrow. In this case, a consider-
able number of observations fall into the outer bins, which leads to “U‐shaped” rank histograms with scores
greater than 1. Díaz‐Isaac et al. (2018a) used rank histograms to define the optimal selection of members
among 45 to produce the most accurate representation of transport model errors. Here we use a simpler
approach by starting with a small‐size ensemble and gradually adding members to the ensemble until the
flatness of the histogram is acceptable. Typically, underdispersive ensembles show large scores, as described
in Garaud andMallet (2011). We rely on previous studies to define the acceptance level in terms of flatness of
the histogram (cf. section 3). Note that the rank histogram analyses are applied to modeled PBL wind speed,
direction, and height, in addition to CO2 mole fractions.

3. Results
3.1. Evaluation and Calibration of the Ensemble System
3.1.1. Evaluation of the Transport Ensemble Suite
A reliable ensemble system implies that the ensemble spread represents the actual model uncertainty. To
evaluate the reliability of our ensemble, we performed ten different transport simulations to produce a rea-
sonably low flatness score. Figures 2a–2c shows the rank histograms of the transport ensemble suite for PBL
wind speed, wind direction, and depth. The evaluation of the transport ensemble suite is solely based on
meteorological data. The bins on both ends of the rank histograms represent the frequency of observations
falling outside the envelope of the ensemble. Statistically, observations should fall outside the ensemble
range at the same frequency as other ranks (or bins) if the ensemble is representative of the model uncer-
tainty. For this given transport ensemble we built, the two outer bins are 2 times greater than the rest of
the bins for wind speed and wind direction and a factor of 3 for PBL depth. It also appears that this transport
model ensemble tends to overestimate wind speed and direction and underestimate PBL depths. The rank
histograms have an “L” shape. We acknowledge that the transport ensemble suite is slightly biased and
underdispersive. However, the flatness scores remain low (100–340, compared to 148 with the 101‐member
ensemble in Garaud & Mallet, 2011) and acceptable to investigate further the model uncertainties based on
the spread of the ensemble system. In practice, a small ensemble tends to be underdispersive. Existing opera-
tional systems attempt to increase the dispersion by increasing the number of ensemble members. Previous
studies from a large number of ensemble members show that the two outer bins are usually a factor of 3
greater than the ideal distribution even for a large ensemble (e. g., 50 members in Berner et al., 2009; 101
members in Garaud & Mallet, 2011; 45 member in Díaz‐Isaac et al., 2018b). Lauvaux et al. (2019) showed
that small size ensembles are sufficient to produce reliable statistics except spurious structures in space.
We conclude that the transport ensemble suite is fairly representative and skillful despite our small

10.1029/2019JD031165Journal of Geophysical Research: Atmospheres

FENG ET AL. 14,333

 21698996, 2019, 24, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2019JD

031165 by C
ochrane France, W

iley O
nline L

ibrary on [11/10/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://ruc.noaa.gov/raobs
https://ruc.noaa.gov/raobs
https://ameriflux.lbl.gov


number of members, but clearly not sufficient to represent the full
spatiotemporal structures of model errors. Here we focus on the
model uncertainty which can be represented by a smaller number
of calibrated members.
3.1.2. Calibration of the Biogenic Flux Ensemble Suite
Initially, our biogenic flux ensemble suite consists of 18 members
including TBMs and inverse fluxes. Figures S1 and S2 show the
monthly mean of all of biogenic flux members in January and July.
In winter (January, Figure S1 in the supporting information), most
of biogenic flux members show positive CO2 fluxes over North
America with a few exceptions. CLASS_GTEM and TRIPLEX show
strong CO2 uptake in the Midwest and South, respectively. In sum-
mer (July, Figure S2), most biogenic flux members show strong
CO2 uptake over North America except ISAM, LPJ, ORCHIDEE,
and TRIPLEX. The spatial patterns are highly variable. We notice

that the summertime strong CO2 uptake over the U.S. Midwest, corresponding to the large agricultural area
of the Corn Belt, is only visible in GTEC, SiB3CASA, TEM5, VEGAS, MEAN, CTBIO, and CSU_SiB3. Some
of the members, such as CLASS_CTEM, ISAM, ORCHIDEE, LPJ, and TRIPLEX show positive CO2 fluxes
over the Corn Belt in summer. Previous studies have reported the largest uptake in North America from
fast‐growing crops such as corn and soybean during summertime (Lokupitiya et al., 2016; Ogle et al.,
2015; West et al., 2011). When summing these highly varying biogenic flux maps over North America, most
MsTMIPmodels show similar monthly variations including amplitudes and phases, except GTECwith a lar-
ger seasonal amplitude, ISAM with a short period of net carbon uptake, and Biome‐BGC and SiB3 with
strong winter respiration (Figure 3).

We propagated these surface biogenic fluxes into modeled atmospheric CO2 mole fractions and evaluated
biogenic fluxmembers in the flux andmole fraction spaces. We used Taylor diagrams to present the compar-
isons of the monthly means of the biogenic flux members with flux measurements (Figure 4a) and the asso-
ciated modeled atmospheric CO2 mole fractions with the NOAA CO2 towers (Figure 4b). The skill of
MsTMIP members has similar rankings in both flux and mole fraction spaces. For example, in both spaces,
GTEC remains outside the range of the ensemble, and CTBIO and VEGAS always outperform other

Figure 3. Monthly means of the biogenic flux ensemble members over North
America for the year 2010.

Figure 4. Taylor diagrams of the biogenic flux ensemble suite in the space of (a) fluxes and (b) mole fractions. The standard deviations of models are normalized by
the standard deviations of observations (“REF”). The observations used in (a) are from the AmeriFlux flux tower measurements. The locations and information can
be found in Figure 1b and Table S1. Modeled fluxes are determined by the value of the nearest grid cell to a flux tower. All hour data are used to calculate monthly
averaged CO2 fluxes with the requirement of more than 30% of data availability at valid AmeriFlux sites. The observations used in (b) are from the NOAA CO2 tall
tower measurements. The locations and information can be found in Figure 1a and Table 1. Modeled CO2 mole fractions are determined by the value of the nearest
grid cell to a concentration tower. Daytime hours are used to calculate monthly averaged CO2 mole fractions.
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simulations for the closest distance to the observations (“REF” in Figure 4). GTEC seems an outlier in sea-
sonal cycle (Figure 3). The consistent rankings in both spaces suggest that biogenic fluxes drive the varia-
tions of atmospheric CO2 mole fractions at the monthly timescale despite atmospheric transport and
boundary conditions, implying larger uncertainty from biogenic fluxes than from transport and/or
boundary conditions.

While the flux and mole fraction spaces exhibit qualitatively consistent features across the biogenic flux
members, they differ quantitatively. First, the biogenic flux members in mole fraction space display higher
correlations than in flux space. The correlation coefficients range from ~0.55 to ~0.95 in mole fraction space
(Figure 4b), while from ~0 to ~0.6 in flux space (Figure 4a). Second, the variability over time in mole fraction
space is more consistent between model and observation than in flux space. The normalized standard devia-
tions in mole fraction space range from 0.75 to 1.25 (except that GTEC is 1.85, ISAM and TRIPLEX ~0.5;
Figure 4b) while ranging from 0.25 to 0.75 (except that GTEC is 1.25) in flux space (Figure 4a). As a result,
the mole fraction space comparisons have smaller root‐mean‐square errors than the flux space comparison.
The differences between the two spaces are likely related to three reasons. The first reason is due to themuch
larger footprint sizes of the mole fraction tower measurements as compared to flux tower measurements.
The typical footprint size of a CO2 mole fraction tower is about 106–108 km2 (e.g., Gloor et al., 2001;
Sweeney et al., 2015), while a flux tower is about 1 km2 (e.g., Costa‐e‐Silva et al., 2015; McCaughey et al.,
2006; Nagler et al., 2005). Flux towers measure surface fluxes locally. The atmosphere, as an integrator,
mixes the CO2 signals across a wider spatial domain. Second, the hemispheric background plays the major
role in the seasonal variations of atmospheric CO2 mole fractions, and the transport model captures this cor-
relation very well setting a good baseline of the atmospheric CO2 mole fractions. Third may cause by differ-
ent model resolutions in two spaces: CTBIO is at 1°×1° and the rest TBMs are at 0.5°× 0.5° in flux space; all
modeled CO2 mole fractions are at 27 × 27 km.

We also examined the annual and monthly averaged model bias across all biogenic flux ensemble members
(Table 4). Note that all of the modeled atmospheric total CO2 mole fractions have the same transport and
boundary conditions with various biogenic flux members. Given −0.1 ppm of annual bias and 1.31 ppm of
monthly averaged mean absolute error (MAE) in CTBIO, biogenic fluxes predominate the biases in the
annual CO2 mole fraction shown in Table 4. The model annual biases appear smaller than the monthly
biases overall, usually 1 order of magnitude smaller expect for TRIPLEX and CLASS_CTEM. TRIPLEX
and CLASS_CTEM also produce much larger negative biases over the continent, while most TBMs have
annual biases within 1 ppm. It appears that TRIPLEX and CLASS_CTEM are outliers in net annual fluxes.
Consistent with Figures 3 and 4, GTEC holds largest bias on the monthly timescale, while most of the bio-
genic members show monthly averaged MAE below 4 ppm. To remain statistically coherent to produce
quasi‐normal statistics, we remove GTEC, TRIPLEX, and CLASS_CTEM from the biogenic flux members
for the final uncertainty assessment hereafter. The remaining 15 biogenic flux members compose the cali-
brated biogenic flux ensemble suite and will be used to calculate the simulated CO2 uncertainty from bio-
genic fluxes hereafter. Figure 5a illustrates the rank histogram of the calibrated biogenic flux ensemble
suite for the atmospheric CO2 mole fractions. The nearly flat histogram implies that our ensemble for fluxes
is dispersive enough to represent flux errors in CO2 mole fractions. The flatness also suggests that biogenic
fluxes dominate the model uncertainty, since the transport errors would lead to the ensemble that is under-
dispersive (Figure 2d). With the inclusion of transport ensemble suite (Figure 5b), the rank histogram is even
flatter, and the score reduce from 20.2 to 1.8, suggesting that a properly dispersive ensemble has
been constructed.
3.1.3. Inclusion of the Boundary Condition Uncertainty and Evaluation
Due to the limited number of ensemble members we collected from four global chemical transport models,
we used a different approach to add the uncertainty from CO2 boundary conditions into the total modeled
CO2 uncertainty. Only the uncertainties at monthly timescale from boundary conditions are included in
the evaluation. We defined it as the root‐mean‐square deviations of the monthly averaged CO2 mole frac-
tions across boundary conditions from their ensemble means. Hence, the synoptic scale variability is not
incorporated but the seasonal variability of large‐scale CO2 meridional gradients is. This approach is com-
monly used to introduce measurement errors into rank histograms because observations are all unique
and hence no ensemble is available (Saetra et al., 2004). The inclusion of the boundary condition uncertainty
reduces the score from 1.8 to 1.3 (Figure 5b versus Figure 5c). Our final ensemble that embraces the model
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uncertainties from transport, biogenic fluxes, and boundary conditions has excellent flatness scores, and
further analysis will use the calibrated ensembles. See Figure 6 for a summary of the evaluation and
calibration processes. We acknowledge here that an ideal ensemble should include additional boundary
conditions and possibly transport members, but we conclude that our current ensemble shows sufficient
dispersion to approach the true model uncertainties.

3.2. Seasonal Variations of Model Uncertainties
3.2.1. Comparisons with In Situ CO2 Measurements
Figure 7 illustrates the monthly means of the observed and modeled atmospheric CO2 mole fractions at the
CO2 tower locations we selected. Note that modeled CO2 mole fractions were calculated from the ensemble
means. Due to the contamination from local sources (in the Central Valley, California, and the Front Range,
Colorado), we removed two towers from the final comparison and listed them in Figure S3. The overall fea-
tures of the atmospheric CO2 mole fractions from the observations follow the typical seasonal cycle, low in
summer and high in winter. The amplitudes of the seasonal variations change from site to site. It appears
that the northern sites (AMT, LEF, SNP, and WBI) are drawn down to much lower mole fractions (~375
ppm) in summertime than the southern sites (SCT and WKT, ~387 ppm), while the winter signals remain
at the similar level of ~400 ppm across sites.

The comparisons of the spread across the ensemble suites suggest that the total model uncertainty is largely
attributed to biogenic flux uncertainty, consistent with findings in section 3.1. The boundary condition and
transport uncertainties have much smaller values for each month at the tower locations.

Figure 5. Rank histograms of (a) calibrated biogenic flux ensemble suite, (b) the combination of the calibrated biogenic flux and transport ensemble suites, and
(c) the full ensemble with the inclusion of the uncertainties of transport, biogenic fluxes, and boundary conditions for the atmospheric CO2 mole fractions.
Dashed lines denote the ideal values of the rank histograms. Nt denotes the total number of the observations used from six NOAA CO2 tower sites. The locations
and information can be found in Figure 1a and Table 1. Data points represent individual hourly mean values, and the histograms are aggregated over all sites and
daytime hours of the entire year. S denotes the rank histogram score of the ensemble.

Figure 6. Flow chart of the summary of the ensemble evaluation and calibration processes.
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3.2.2. Spatiotemporal Variability of Model Uncertainties
Figure 8 shows the spatial distributions of the ensemble means for each component in January and July. In
such a setup, the mean contribution of transport to the atmospheric CO2 is invalid, but the contribution of
transport to uncertainty in atmospheric CO2 can be represented by the transport ensemble spread. For sim-
plicity, the modeled CO2 mole fractions at the fifth level, ~550 m above ground level, and 20 UTC are used to
represent the well‐mixed midday atmospheric boundary layer conditions. The convention of using the CO2

mole fraction data in well‐mixed midday atmospheric boundary layer conditions follows the common prac-
tice in atmospheric inversions.

The biospheric uptake causes a drawdown in summer of more than 12 ppm in the PBL across agricultural
areas, like the U.S. Corn Belt in July (Figure 8d), and a net increase of more than 6 ppm of CO2 during winter
(Figure 8c). Boundary conditions are the result of large‐scale atmospheric circulation (Figures 8a and 8b).
Seasonal patterns depend on the locations of the jet stream over North America combined with large‐scale
CO2 meridional gradients. Interestingly, the spatial patterns of modeled column‐averaged CO2 (XCO2) are
very similar to the PBL CO2 but display a smaller magnitude and gradient (Figure 9), suggesting the free tro-
posphere and stratosphere generally have little horizontal structure and mainly serve to dilute the patterns
present in the PBL.

Figure 7. Monthly mean of the modeled and observed midday CO2 mole fraction at the NOAA CO2 towers. The locations and information can be found in
Figure 1a and Table 1. Red lines denote the observations, and black lines the modeled means for all of the calibrated ensemble members. Shaded areas denote
the ensemble spreads of the calibrated full, biogenic flux, transport, and boundary condition ensembles.
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Figure 10 displays the spatial distributions of the ensemble spreads for each component in January and July.
Spatial gradients of the transport uncertainties are remarkably similar to the biogenic flux ensemble means
(Figure 10e versus Figure 8c for January; Figure 10f versus Figure 8d for July), as the atmospheric CO2 mole
fractions scale directly with surface fluxes. The pattern correlations of the absolute transport uncertainties
and biogenic flux ensemble means are 0.65 for winter and 0.81 for summer, respectively. Areas with larger
surface flux magnitudes will generate large variations once propagated to the atmosphere. Transport uncer-
tainty averaged over North America as a whole is 1.3 ppm in January (winter) and 2.8 in July (summer) (see

Figure 8. Monthly mean of the modeled atmospheric boundary layer CO2 mole fractions for (a) and (b) boundary condition components and (c) and (d) the bio-
genic flux components. (a) and (c) The monthly means at fifth model level for January 2010 at 20 UTC and (b) and (d) for July.

Figure 9. Same as Figure 8 but for column‐integrated CO2 (XCO2).
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Figure 11). In section 4, we will discuss on the implications of con-
founding error structures to disaggregate flux and transport errors
in atmospheric inversions.

In winter, the biogenic flux uncertainty is ~4 ppm over large regions
due to relatively small biogenic CO2 signals from soil and plant
respiration (Figure 10c). In summer, the uncertainty increases signif-
icantly up to 8 ppm in the U.S. Corn Belt (Figure 10d) but remains
relatively smaller in Canada's boreal forest area, with ~3.5 ppm in
winter and ~4 ppm in summer (Figures 10c and 10d). The large gra-
dients in the biogenic flux uncertainty exist across the western and
eastern United States over the Great Plains for both seasons. In gen-
eral, areas with large biogenic flux uncertainties (Figures 10c and
10d) correspond to strong biogenic CO2 mole fractions (Figures 8c
and 8d), confirming that uncertainties scale with the mean flux mag-
nitude, as often assumed in regional inversions (Lauvaux et al., 2012).
On average, the biogenic flux uncertainty is 2.4 ppm in winter and 2.6
ppm in summer (Figure 11), with low uncertainties in spring and fall

Figure 10. Root‐mean‐square difference from the ensemble monthly mean of themodeled surface atmospheric boundary layer CO2mole fractions for the (a and b)
boundary conditions, (c and d) biogenic flux, and (e and f) transport components. (a, c, and e) The fifth model level for January 2010 at 20 UTC and (b, d, and f) for
July. Note that the color scales for (a and b) boundary conditions differ from the others.

Figure 11. Monthly aggregated root‐mean‐square difference (uncertainty) of the
modeled PBL CO2 (solid lines) and XCO2 (dashed lines) from transport, biogenic
fluxes, and boundary conditions over North America.
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(1.5 ppm and 1.6 ppm, respectively). The magnitudes of biogenic flux uncertainties are very similar in winter
and summer in mole fraction space, while they are not in flux space (0.16 Pg C for winter and 0.26 Pg C for
summer). The shallower PBL heights in winter may amplify the uncertainty in biogenic CO2 mole fractions.

Boundary condition uncertainty is overall the smallest in PBL for both seasons (Figures 10a and 10b). In win-
ter, due to the reduced biogenic CO2 fluxes in the Northern Hemisphere, the difference between global mod-
eled CO2 mole fractions is small (less than 1 ppm). The four different boundary CO2 signals propagating into
the model domain create 0.5 ppm uncertainty over North America. In summer, the uncertainty increases to
~0.8 ppm in the western United States and ~2 ppm elsewhere (1.2 ppm on average). The largest spatial gra-
dients in the boundary condition uncertainty appear over the Great Plains. It is worth mentioning that the
boundary condition uncertainty is as important as other components near the western boundary of the
model domain and even more important near the northern boundary, indicating the importance of bound-
ary condition errors where the inflow variability is prevalent.

Figure 12 shows the monthly averaged uncertainty maps for the XCO2 counterpart. The uncertainties in the
PBL CO2 are propagated into the whole column and create similar spatial patterns but with much smaller
magnitudes, with the exception of boundary condition uncertainty (Figures 12a and 12b). Both transport
and flux uncertainties decrease by 75% in the column, suggesting the uncertainties from these two sources
are mainly in the PBL or lower troposphere.

The uncertainties from boundary conditions are more persistent throughout the whole column (Figure 11).
Both the PBL and column‐averaged uncertainties are approximately 0.5 ppm in winter. In summer,

Figure 12. Same as Figure 10 but for column‐integrated CO2 (XCO2).
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uncertainty in XCO2 due to boundary conditions is approximately 1–2 ppm (~1.6 ppm) on the east and 0.7
ppm (~0.8 ppm) on the west of the domain in terms of column‐averaged (PBL) CO2 mole fractions. The
large‐scale CO2 boundary inflow has more relative impact on uncertainty in XCO2 than on PBL CO2, even
more than the transport and flux components. This finding is consistent with Chen et al. (2019) who used an
EnKF approach over a month to quantify the same components. They showed that the uncertainties from
boundary conditions are persistent throughout the entire atmospheric column, while those from transport
and biogenic fluxes rapidly decrease with altitude.

The domain‐averaged uncertainties in both modeled PBL CO2 and XCO2 vary seasonally (Figure 11). In the
PBL, biogenic CO2 flux uncertainty is high in summer (due to strong negative NEE, Figure 5) and winter
(strong positive NEE) months and low in spring and fall (due to low NEE); transport uncertainty stays high
in summer months and low throughout the rest of the year; boundary condition uncertainty has seasonal
variations that is similar to transport uncertainty but much smaller in magnitude.

4. Discussions

An ensemble provides an estimate of the probability distribution of model variables, given an estimate of the
probability distribution of the drivers and the model physics. The initial selection of the ensemble members
is arbitrary, and ensemble systems tend to underestimate the true uncertainty (Berner et al., 2015; Buizza
et al., 2005; Hagedorn et al., 2008). A reliable ensemble system should ensure that its spread encompasses
the variability of the observations. We used rank histograms as a tool to determine the reliability of our
ensemble and to diagnose errors analyzing its mean and spread. Three major sources of errors in regional
inversions were considered: the atmospheric transport model, biogenic fluxes, and boundary conditions.
The final calibrated ensemble system appeared reliable enough with respect to the representativeness of
the model uncertainties. Ideally, the estimated uncertainties presented here should also be studied in the
same physical space used in inversions, namely, flux space for biogenic fluxes. Starting from our calibrated
MsTMIP flux ensemble, error covariances can be extracted, regularized, and filtered from spurious error cor-
relations, inevitable in small‐size ensembles (e.g., Ménétrier et al., 2015). Only with these additional steps
can our uncertainties be used in future regional inversions.

Our selection of the transport members was based on empirical evidence fromDíaz‐Isaac et al. (2018a) that a
calibrated small‐sized ensemble could recover the model errors built from a large‐sized ensemble (such as a
45‐member ensemble). This 10‐member transport ensemble appeared to be biased in Figure 2. It tends to
overestimate the PBL wind speed and direction and underestimate the PBL depths. We focused on the repre-
sentativeness of the ensemble spread in modeled CO2. Each individual simulation is affected by added per-
turbations, to the exception of the reference simulation. Hence, no specific quantification of transport errors
was performed for each member. Future studies should introduce an evaluation of the simulations, similar
to the biogenic flux ensemble, to identify the most appropriate transport by using unperturbed simulations.
A rigorous investigation of the selected transport members in the future could help improve model physics
impacting atmospheric CO2 simulations and help construct better transport members along with the consid-
eration of computational cost.

We found that the CO2 boundary conditions play an important role in modeled CO2 and, in particular, in
XCO2. Here we only include four global models to describe modeled CO2 uncertainty from boundary condi-
tions. This small ensemble likely under samples the true model uncertainty, a limitation to performing a
direct evaluation of each global model solution. During the evaluations (rank histograms), we only consid-
ered the variability across the global models. Biases in global models are likely a more urgent issue to address
for improving the accuracy of the inverse flux estimates at regional scale (Schuh et al., 2013), which is out of
the scope of our work. Uncertainties from boundary conditions depend on the locations of the domain
boundaries, whether the oceanic or terrestrial influence dominates, and depend on the size of the simulation
domain as diffusion will remove spatial gradients as a function of travel time. The boundary uncertainties
also depend on the amplitude of the discrepancies among global models. Our simulation domain was
defined in part to reduce errors by extending our simulation domain to both oceans, except over Canada.
While larger domains will reduce spatial and temporal variations, large biases from global models will
remain in domain‐limited simulations.
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The biogenic CO2 flux members we selected mainly from the MsTMIP project. These TBMs represent a vari-
ety of model processes but have uniform meteorological and land surface drivers (Fisher et al., 2016;
Huntzinger et al., 2013). Still, these TBMs show tremendous spatiotemporal variations across models
(Figures 5, S1, and S2). To construct an unbiased biogenic flux ensemble spread, we did a few more text to
find out the outliers on the monthly (seasonal) and annual timescales. The initial ensemble was filtered to
remove the unrealistic members and hence provide more reliable estimates of the biogenic flux uncertainty.
The flatness of the rank histogram confirmed the reliability of our ensemble, but additional uncertainty from
model parameters and driver data has not been included here, which could further increase the actual
spread of the ensemble. Ecosystem measurements, such as soil carbon stocks, soil respiration, and carbon
storage, could provide an independent assessment of future TBM ensembles before being coupled to an
atmospheric system.

Lastly, fossil fuel CO2 emissions (FFCO2), oceanic fluxes, and biomass burning can cause model uncertainty
as well. For the domain of interest (cf. Figure 1a), oceanic fluxes are negligible. For example, CO2 uptake is
−6.775 Tg C year−1 along North Eastern Pacific, −0.135 Tg C year−1 along Californian Current along the
coast, −2.1 Tg C year−1 along Gulf of Mexico, and −2.723 Tg C year−1 along Florida Upwelling (Laruelle
et al., 2014), while the terrestrial sink is about −766 ± 250 Tg C year−1 over North America (USGCRP,
2018). However, the averaged biomass burning are about 83.8 ± 36.4 Tg year−1 and 191.3±60.0 Tg year‐−1

for temperate and boreal North America during 2002–2011, respectively (Shi et al., 2015) and fossil fuel emis-
sions represent 1,775 ± 105 Tg C year−1 over North America (USGCRP, 2018). The uncertainties associated
with these two components are not negligible compared to the net terrestrial sink and should be considered
in future studies.

In practice, FFCO2 is commonly assumed perfectly known and are not optimized. The design of our ensem-
ble system followed this convention. However, the uncertainty of the total FFCO2 is about 8% globally and
4% for the United States (Andres et al., 2014). Most of global gridded FFCO2 products, such as Open‐source
Data Inventory for Anthropogenic CO2 (ODIAC; Oda et al., 2018), Carbon Dioxide Information Analysis
Center (CDIAC; Andres et al., 1996), EDGAR (http://edgar.jrc.ec.europa.eu/), and Fossil Fuel Data
Assimilation System (Asefi‐Najafabady et al., 2014), have the same constraints to the annual total estimates
uncertainty within 8% (Oda et al., 2018). They were disaggregated to the grid‐level based on different spatial
proxies with various assumptions. Disaggregating the total FFCO2 emissions from national to grid level is
expected to potentially introduce significant uncertainty, which can be propagated into the atmospheric sig-
nals through atmospheric transport model simulations. However, the direct assessment of the errors asso-
ciated with disaggregation cannot be easily done because of the lack of evaluation data (Oda et al., 2018).
A companion study including the modeled CO2 uncertainty from fossil fuel emissions at various timescales
demonstrates that uncertainty in fossil fuel emissions is a key factor in the uncertainty surrounding bio-
spheric flux estimates and can considerably impair our ability to quantify regional fluxes (Feng et al.,
2019). In this study, following the common practice of atmospheric inversion, we only focus on the main
three uncertainty components (i.e., biogenic fluxes, transport, and boundary conditions).

We mixed CO2 data across towers and seasons and evaluation on the daytime PBL signals across the entire
year of 2010. We expect that we would find biases and other problems seasonally, or at individual towers.
These finer‐resolution spatial and temporal statistics need to be considered in future work. Observations that
are not representative of the goal of the study, that is, BAO and WGC towers (Figure S3), can lead to false
conclusions about the characteristics of the ensemble. The National Aeronautics and Space
Administration (NASA) Atmospheric Carbon and Transport‐America aircraft campaigns have sampled
greenhouse gases and meteorological data across four seasons and three regions in the United States in var-
ious weather regimes and along OCO‐2 overpass paths in order to provide more comprehensive and region-
ally specific data constraints for future model development.

5. Conclusions

We constructed a calibrated ensemble in order to quantify of the uncertainty components in modeled atmo-
spheric CO2 mole fractions, both in the PBL and for column‐integrated mole fractions. We considered the
model uncertainties caused by transport, biogenic fluxes, and boundary conditions. Initially, the ensemble
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system consisted of 10 transport ensemble members, 18 biogenic flux members, and 4 boundary condition
members. We applied rank histograms to evaluate the reliability of the ensemble suites and calibrated the
ensemble system. The aggregated ensemble produced a sound rank histogram for boundary layer CO2 mole
fractions, with evaluation of individual components to the extent possible. This work represents significant
progress toward ensemble representation of atmospheric CO2 simulations and the quantification of all the
major sources of uncertainty in regional modeling.

In addition to using rank histograms to evaluate the biogenic CO2 flux ensemble suite as a whole, we also
assessed the biogenic CO2 flux members individually using Taylor diagrams and a few additional statistical
metrics. In the model rankings, biogenic fluxes from the global inversion system CarbonTracker outper-
formed all of the TBMs even in flux space, indicating the added value of atmospheric inversions. Spatially,
some of the TBMs in the MsTMIP suite fail to capture the strong uptake over the U.S. Corn Belt in summer
(Figure S2). In addition, some of the models overestimate the seasonal amplitude and mischaracterized the
seasonality compared to other TBMs (Figure 3). Further model‐data comparisons of both fluxes and mole
fractions resulted in similar rankings of biogenic CO2 members, implying that atmospheric data and eddy
covariance flux measurements provide consistent and complementary information on surface fluxes.

The seasonal characteristics of modeled CO2 uncertainties from transport, biogenic CO2 fluxes, and CO2

boundary conditions were studied using the calibrated ensemble members. All displayed seasonal variations
in both PBL CO2 and XCO2. In PBL CO2, the biogenic flux uncertainty played the most important role and
reached amaximum of ~2.5 ppm in the winter and summermonths and aminimum of ~1.5 ppm in the tran-
sition months. Transport uncertainty was as large as biogenic flux uncertainty in summer but stayed low
throughout the rest of the year, ranging from 1.0 to 2.8 ppm. Both are highly uncertain in the U.S. Corn
Belt area where vegetation fluxes are large. The spatial correlation between biogenic and transport model
uncertainty, both driven by the actual magnitude of biogenic CO2 fluxes, suggests that future inverse systems
should include more rigorous estimates of transport errors to limit confounding error structures.

Boundary condition uncertainty plays the least role in the PBL CO2 in general, ranging from 0.4 ppm to 1.2
ppm. It can reach over 2 ppm along the northern boundary of the domain. However, the influence of the
boundary conditions remains persistent throughout the entire atmospheric column, while transport and bio-
genic fluxes only dominate PBL CO2. CO2 boundary conditions therefore become the most important source
of uncertainties in modeled XCO2.

The inverse results with well‐calibrated full ensemble will provide us with direct impact of individual uncer-
tainty source component on the optimized CO2 fluxes. However, a careful handling of the building error cov-
ariances with the consideration of the temporal and spatial correlations is required and deserves
another publication.
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