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We explore the effects of driving a cavity at a large photon number in a circuit-QED experiment
where the “matter-like” part corresponds to an unique Andreev level in a superconducting weak
link. The three many-body states of the weak link, corresponding to the occupation of the Andreev
level by 0, 1 or 2 quasiparticles, lead to different cavity frequency shifts. We show how the non-
linearity inherited by the cavity from its coupling to the weak link affects the state discrimination
and the photon number calibration. Both effects require treating the evolution of the driven system
beyond the dispersive limit. In addition, we observe how transition rates between the circuit states
(quantum and parity jumps) are affected by the microwave power, and compare the measurements
with a theory accounting for the “dressing” of the Andreev states by the cavity.

I. INTRODUCTION

Circuit-QED (cQED) describes the coupling between
a quantized mode of the electromagnetic field in a mi-
crowave cavity and the atomic-like energy levels of a
quantum circuit. In practice, the quantum state of the
circuit is very efficiently accessed through its effect on the
coupled cavity, thus making cQED a method of choice for
probing superconducting devices [1]. In experiments aim-
ing at the quantum manipulation of the circuit states,
one applies a sequence of control microwave pulses to
drive transitions, followed by a measurement pulse, which
probes the cavity. Vanishing power in this probe tone en-
sures minimal back action but at the price of low signal-
to-noise ratio, leading to incomplete state discrimination.
This limit of “weak measurement” has been investigated
in several works, allowing to better understand how mea-
surement projection occurs, and to apply real-time feed-
back on the system [2–5]. Here, we focus on the opposite
limit, in which strong measurement allows unambiguous
state discrimination [6, 7]. The evolution of the states
separation when increasing measurement power reveals
the non-linearity of the system. Although this regime
gives access to the transitions dynamics [1, 7, 8], we show
here that it is strongly affected by the number of photons
in the cavity [7].

The role of the number of photons in cQED was studied
theoretically by many authors, mostly considering a pure
two-level system (qubit) coupled to a harmonic oscillator,
at different levels of approximation [1, 9–14]. The prin-
cipal effects of the presence of photons in the cavity are:
i) a change in the state-dependent cavity frequency shift
and ii) a change in the dynamics of the qubit (including
relaxation and excitation rates) [9–11, 13, 14]. The for-
mer is a consequence of the non-linearity inherited by the
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cavity due to its coupling to the qubit and the latter is
produced by the dressing of the intrinsic collapse opera-
tors that describe excitation and relaxation. Both effects
have been reported on quantum circuits with a low an-
harmonicity for which the two-level truncation becomes
inadequate at large power [15–18].

In this work, we investigate experimentally these ef-
fects using a highly anharmonic quantum circuit: an
atomic-size weak link in a superconducting loop [8, 19]
(see Fig. 1). The atomic-scale weak link, in short
atomic contact, hosts a few spin-degenerate Andreev lev-
els within the superconducting gap [20]. In the case of
Al contacts, they can be adjusted such that one Andreev
level is at an energy much smaller than the others, so
that essentially only this one is probed in a cQED setup.
An Andreev level can be occupied by 0, 1 or 2 quasipar-
ticles, leading to distinct responses of the coupled cavity
[8, 19, 21, 22]. We performed continuous measurements
of the cavity at various microwave powers, analyzed the
states discrimination and extracted the transition rates.
Our setup allowed us to realize, in the same cooldown,
these measurements on many different contact configu-
rations of different Andreev level energies.

The paper is organised as follows: in Section II, we
describe the experimental setup. We then review and
extend the theoretical predictions of cQED with a driven
cavity: the effects of the cavity photon number on the
qubit-dependent cavity shift are discussed in Section III
and those on the dressed qubit dynamics in Section IV.
In both sections we compare the corresponding measure-
ments with theoretical predictions. In Section V, we dis-
cuss the transition rates extrapolated to the zero-photon
limit in terms of Andreev physics.
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FIG. 1. Continuous monitoring of the quantum state
of an atomic-size contact: (a) microwave setup: a contin-
uous microwave tone at the frequency of the bare resonator fr
is sent to the microwave cavity. The reflected signal is ampli-
fied at low temperature by a Josephson parametric converter
(JPC), then mixed with a local oscillator tone to obtain the
homodyne components I and Q of the response. One point
every 10 ns is recorded with a fast acquisition card, result-
ing in time traces like the ones shown in (b), which display
jumps between states. (c) The cavity is a coplanar quarter-
wavelength microwave resonator patterned in a 150 nm-thick
Nb film on a Kapton substrate. (d) An aluminum loop is fab-
ricated near the resonator shorted end. (e) The loop contains
a narrow suspended bridge that can be broken, under cryo-
genic vacuum, by bending the substrate. Atomic-size weak
links hosting Andreev bound states are obtained by bring-
ing the two resulting electrodes back into contact. Different
atomic configurations are obtained by fine-tuning the sub-
strate curvature.

II. CQED SETUP WITH ATOMIC CONTACTS

A. Andreev states

Superconducting atomic-size contacts host just a few
Andreev levels [23]. Aluminum contacts can be tuned
such that a single transport channel has a transmission
τ very close to 1, the one or two others having moder-
ate transmissions [8, 22]. For one channel, the Andreev

level at energy EA = ∆s

√
1 − τ sin2(φ/2) can be occu-

pied by 0, 1 or 2 quasiparticles, which correspond to the
circuit quantum states |g⟩, |o⟩ and |e⟩ at energies −EA,
0 and EA, respectively. Here, ∆s is the superconduct-
ing gap and φ is the superconducting phase difference
across the atomic contact. For Al, ∆s/h ≈ 44 GHz.
When the fermion parity is even, |g⟩ and |e⟩ form a
two-level system (Andreev qubit [26, 27]), with transi-
tion energy hfA = 2EA. When the parity is odd, there
is a single, spin-degenerate state |o⟩ with zero energy (in
finite-length weak links, this degeneracy can be lifted by
spin-orbit interaction, see Ref. [28]). When using a cav-

ity of frequency fr ≪ ∆s/h, the Andreev qubit couples
significantly to it only if 1 − τ ≪ 1 and φ ≈ π, so that
the transition energy 2EA = 2∆s

√
1 − τ is close to hfr.

All the data presented in this work were taken at φ = π.
In this regime, the weak link realizes a simple two-level
system when the fermion parity is even; when it is odd,
the contact does not carry any current and is decoupled
from the cavity.

B. Experimental setup

The circuit comprising the atomic contact and the mi-
crowave cavity was fabricated on a Kapton substrate [37]
(see Fig. 1(c)). Atomic contacts were obtained using the
microfabricated break junction technique [8, 29]. The
substrate was clamped at one end against a microwave
launcher SMA connector, while a pushing rod at the
other end controlled its bending [22]. By bending the
substrate, a suspended aluminum bridge is elongated un-
til it breaks. By gently bringing back into contact the
two resulting electrodes it is possible to create and fine
tune different atomic-size contacts with the same circuit.
The whole bending mechanism was placed inside a series
of shielding boxes (superconducting shield painted inside
with carbon black, cryoperm, copper), and anchored at
the mixing chamber of a wet dilution refrigerator oper-
ated at ≈ 40 mK. The full break junction operation is
performed under cryogenic vacuum. The bridge is part
of a 100 µm × 20 µm aluminum loop (width 5 µm, thick-
ness 0.1 µm), coupled to a quarter-wavelength coplanar
wave-guide resonator (the cavity) with bare resonance
frequency fr = ωr/2π, see Fig. 1(d). The resonator itself
is coupled at its other end to the measurement circuitry
through an interdigitated capacitor Cc ≈ 15 fF. The res-
onator was probed in reflection by a microwave tone at
frequency f0 ≈ fr, amplified by a Josephson Parametric
Converter (JPC) [24, 25] placed at the mixing chamber
and then by a HEMT at 1.2 K. The in-phase (I) and
out-of-phase (Q) quadratures of the signal were obtained
by homodyne demodulation. The microwave resonator
(or cavity) was first characterized with the bridge fully
open, giving fr = 8.77 GHz, internal and total quality
factors Qi = 4500 and Qt=950 (total cavity decay rate
κ/2π = fr/Qt = 9.2 MHz). When a high-transmission
contact is formed, measurement points acquired on peri-
ods longer than the parity switching time cluster into 3
clouds in the (I,Q) plane corresponding to the pointer
states associated to |g⟩ (cavity displaced by the “cavity
pull” −χ), |o⟩ (undisplaced cavity) and |e⟩ (cavity dis-
placed by +χ). Pulsed two-tone measurements are per-
formed to determine the transition frequency fA between
|g⟩ and |e⟩ [8].
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III. EFFECT OF THE PHOTON NUMBER ON
THE QUBIT-DEPENDENT CAVITY SHIFT

Although the state-dependent shift of the cavity
frequency decreases with the measurement power P , we
show that the signal-to-noise ratio keeps increasing with
P . We then discuss how the dynamics of the system
is modified when the number of photons in the cav-
ity, which is at low power proportional to P , is increased.

A. Steady-state number of photons in the cavity

We consider a qubit with transition energy ωq (in the
case of Andreev qubits, ωq is noted ωA, but the discussion
here is general) coupled to a cavity at ωr with a coupling
strength g. Within the rotating wave approximation that
assumes |ωq − ωr| ≪ ωq + ωr, the coupled system is de-
scribed by the Jaynes-Cummings Hamiltonian [1]

HJC = ℏωr

(
a†a +

1

2

)
+
ℏωq

2
σz+ℏg

(
a†σ− + aσ+

)
, (1)

with a and a† the standard annihilation and creation
operators of the harmonic oscillator, σ+ = |e⟩⟨g| and
σ− = |g⟩⟨e|. When g ≪ |∆|, with ∆ = ωq − ωr the
detuning, the coupling term can be treated as a pertur-
bation, and one obtains in leading order in λ = g/∆:

H0,disp = ℏ (ωr + χ0σz) a†a +
ℏ
2

(ωq + χ0)σz, (2)

with χ0 = g2

∆ the “cavity pull”. The cavity frequency is
shifted by ±χ0, the sign depending on the qubit state.
In this limit, known as the dispersive regime, driving the
cavity with a tone at ω0 = ωr + δ and a power P , leads
in a steady state, as long as the qubit remains in the
same quantum state, to an average photon number (see
Appendix E):

ndisp =
A2

0

4 (δ ± χ0)
2

+ κ2
, (3)

where A0 =
√

4κcP/ℏωr is the amplitude of the cavity
drive, with κc the coupling decay rate [30].

From the qubit point of view, in addition to the Lamb
shift χ0, it also experiences a Stark shift 2χ0a

†a. The
above approximation becomes invalid when the number
of photons increases, otherwise this Stark shift could ex-
ceed the qubit energy itself. In fact, it breaks down ear-
lier, as can be seen when developing the coupling term
to the next order in λ [9]:

H0,disp2 =ℏ
[
ωr − ζ +

(
χ0(1 − λ2) − ζa†a

)
σz

]
a†a

+
ℏ
2

(ωq + χ0)σz,
(4)

where ζ = g4

∆3 = χ0λ
2 is a Kerr-type non-linearity [11].

By evaluating the energy difference between states |g, n+

1⟩ and |g, n⟩, one obtains the dependence of the cavity
pull on n, the number of photons in the cavity:

χ(n) ≈ χ0(1 − 2λ2n) = χ0

(
1 − n

2ncrit

)
, (5)

with ncrit =
(

∆
2g

)2
the critical photon number [11]. This

expression was extended to arbitrary ratio n
2ncrit

by exact

diagonalization [12], yielding

χ(n) =
χ0√

1 + n/ncrit

. (6)

Since the cavity pull depends on n, the average number
of photons in the driven cavity n is the solution of

n =
A2

0

4 (δ ± χ(n))
2

+ κ2
. (7)

Focusing on the experimental situation δ = 0, we rewrite
this equation as:

n =
n0

1 + (2χ0/κ)2/(1 + n/ncrit)
, (8)

where n0 = (A0/κ)2 ∝ P is the average number of pho-
tons in the unshifted cavity, i.e. when the qubit is in
the odd state. The analytical solution of this equation
gives n as a function of n0. At small power, n ∝ n0,
but grows faster when approaching ncrit because the dif-
ference ±χ(n)/2π between the frequency of the readout
tone and that of the dressed cavity diminishes with n.

B. State discrimination

We consider a cavity measured in reflection. When a
tone Aineiω0t is sent to the cavity, the reflected signal
is Aoute

iω0t = S11Aineiω0t. The reflection coefficient S11

reads [22]

S11(x) = 1 − Qt

Qe
[1 + exp (−2i arctan (2Qtx))] (9)

with x = ω0

ω∗
r
−1, and Qe, Qi and Qt = (Q−1

e +Q−1
i )−1, the

external, internal and total quality factors, respectively,
and ω∗

r is the state-dependent resonance frequency.
The quadratures of the reflected signal are I = ℜ(Aout)

and Q = ℑ(Aout). When probing the cavity at its
bare frequency, ω0 = ωr, the positions of the pointer
states of the cavity in the (I,Q) plane [1] are given
by

√
n0S11(±χ(n(n0))/ωr). For the Andreev qubit, we

have, in addition to the states |g⟩ and |e⟩, the state |o⟩
that does not shift the cavity: its pointer state is at√
n0S11(0). In Fig. 2 we show the expected positions

for the pointer states of |g⟩, |e⟩ and |o⟩ as a function of
n0 and for various values of χ0/κ and ncrit. In the linear
regime corresponding to n0 ≪ ncrit, the states separa-
tion increases linearly with

√
n0 (see first panel). When
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FIG. 2. Pointer states positions vs probe tone am-
plitude: Predicted position of the center of the pointer
states corresponding to |g⟩ and |e⟩, on both sides of the
horizontal axis, and |o⟩ (χ0/κ = 0), as a function of the
normalized probe tone amplitude

√
n0 (color scale), and for

ncrit = 1000, 100, 30, 10. The color curves correspond to
χ(0)/κ = 0, 0.25, 0.5, 1, and 2. Circles correspond to S11(f)
for

√
n0 = 5, 10, 15, 20, and using Qt = 950, Qi = 4500. The

panel at ncrit = 1000 is the closest to the linear regime: the
position of the clouds evolves almost linearly with

√
n0.

n0 approaches ncrit (see Eq. (8)), n/ncrit is of order 1, and
the decay of χ with n tends to group the pointer states
near the leftmost point of the circle S11(x). Finally, when
n ≫ ncrit, the separation between the pointer states of
|g⟩ and |e⟩ saturates at 4Qt

Qe

g
∆ .

C. Clouds in the (I,Q) plane

We acquired 1-s-long continuous measurement time
traces of I and Q (one point every 10 ns), as illustrated in
Fig. 1(b), at different amplitudes of the probe tone. Fig-
ure 3(a) shows histograms of the values of (I,Q) from 5
such traces after a box-averaging over 1 µs, for an atomic
contact with fA = 6.33 GHz, at increasing normalised
probe amplitudes

√
n0. Except at the lowest amplitude

where they are superimposed, the three clouds corre-
sponding to |g⟩, |o⟩ and |e⟩, get apart when n0 increases.
Figure 3(b) shows similar measurements for nine different
contacts, with fA ranging from 4.94 to 14.4 GHz. The
non-linearity associated with the reduction of χ with n
is revealed by the bending of the trajectories described
by the clouds. In Fig. A.1 in Appendix A, we show his-
tograms at different driving powers obtained from 20 to
40 traces concatenated, to give an alternative view of the
evolution of the clouds.
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FIG. 3. Histograms of the values of (I,Q) recorded dur-
ing continuous measurements at various probe ampli-
tudes. a) Contact with fA = 6.33 GHz, at increasing probe
amplitudes

√
n0. In each panel, the color is associated to the

value of
√
n0, and the brightness in the color scale encodes the

number of counts per pixel, with a linear variation from 0 to
12000. b) Panels correspond to 9 different contacts, with fA
given in GHz in the text box. Colors correspond to increas-
ing probe amplitudes as in (a):

√
n0 ≈ 1 (black), 4 (blue),

8 (cyan), 12 (magenta) and 16 (red) (precise values in Ap-
pendix, Table I). Color brightness scale limits are set between
max/6 and max to reduce histogram overlaps. Dashed circles
correspond to predictions for

√
n0S11(f), globally scaled for

each contact in order to account for the measurement gain,
shifted and rotated to align with the clouds. Crosses indicate
the positions of the center of the 3 clouds inferred from the
analysis of the traces, at all values of

√
n0. Solid lines are pre-

dicted positions
√
n0S11(±χ(n(n0)) + δω), and

√
n0S11(δω),

scaled, rotated and shifted as the circles. A constant fre-
quency shift δω was adjusted in each series, see Table I.

To compare the data of Fig. 3(b) with Fig. 2, we over-
laid circles corresponding to the functions

√
n0S11(f) for

the 5 values of
√
n0. The relative values of n0 corre-

spond to the power settings of the microwave source; the
absolute values result from the calibration described in
section III D. Comparison requires a shift of the origin,
to account for the offsets of the amplifiers, a rotation to
account for the measurement phase, and a global scaling
corresponding to the gain of the JPC that varies from
one set of data to the other since it was optimized for
each contact. For each dataset, these parameters were
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frequency ω1. According to Eq. (3), the average number of photons in the cavity ng is described by a lorentzian with a maximum
at ω0 − ωr = −χ0 (> 0), when the qubit is in its ground state, and a mirrored lorentzian centered at ω0 − ωr = χ0 (< 0)
for ne corresponding to the excited state. The blue (red) dashed line corresponds to ω1 − ωq(0) = 2ngχ0 (= 2neχ0) and
describes the Stark shift of the qubit transition. Panels A and B correspond to the qubit driven at ω1 = ωq(0) + 2ngχ0

and ω1 = ωq(0) + 2neχ0 respectively. In both cases, a cavity drive at ω0 = ωr − χ0 creates a coherent state in which only
some upper levels of the |g⟩ ladder are significantly populated (populations represented with disks). In A, the qubit is driven
at its shifted frequency, ω1 − ωq(0) = 2ngχ0 giving rise to Rabi oscillations between the two ladders around the ng-th level
(populations of involved levels shown with grey disks). As in the qubit excited state |e⟩ the cavity drive is not resonant, cavity
decay transfers the population to the lowest states of the ladder (black disks). This leads to a steady state with an accumulation
of population in the excited state (heating). In B, the qubit drive is resonant with ω1 − ωq(0) = 2neχ0, giving rise to Rabi
oscillations between the two ladders around the ne-th level (populations of involved levels shown with grey disks). Here, the
cavity drive, which is resonant when the qubit is in |g⟩, transfers the population to higher energy levels of the |g⟩ ladder. As
a result, the population of |g⟩ becomes larger than at thermal equilibrium (cooling). Simulation parameters: fq =7.15 GHz,
g/2π = 0.078 GHz, n =50, fr = 8.77 GHz and κ/2π = 9.2 MHz.

manually adjusted so that the clouds at the different am-
plitudes fall on the corresponding circles. For some of the
contacts, more than 3 clouds can be distinguished when
the measurement amplitude is large, in particular at 7.12
and 8.0 GHz, indicating the presence of a second Andreev
state at a higher energy, with correspondingly a smaller
χ0, and measured either in its ground or in its odd state.
Despite this complication, all traces were analysed as-
suming the presence of 3 clouds [35], and the positions of
the centers of the clouds at all values of n0 are indicated
with crosses in Fig. 3.

In order to compare the changes in the clouds position
with theory, we calibrated the power of the measurement
tone and the photon number, as explained now.

D. Calibration with DDROP protocol

The method of choice to calibrate the photon number
is to measure the induced dephasing [31]. In the case of
atomic contacts, the typical coherence time T2 is of the
order of 20 ns so this procedure could not be applied.
Instead, we have performed 3-tone measurements follow-
ing the DDROP protocol (“double drive reset of popu-
lation” [32]). It consists in performing the spectroscopy

of the qubit (drive tone at f1 = ω1/2π) in presence of
a tone at f0 = ω0/2π = (ωr + δ)/2π close to the bare
cavity frequency (see Fig. 4). The saturating tones at
ω0 and ω1 are applied simultaneously, and followed by
a measurement pulse. The principle of the calibration,
designed for the dispersive limit, is that the qubit tran-
sition frequency follows ωq(n) = ωq(0) + 2nχ0. Let us
assume that χ0 < 0. Due to the cavity pull ±χ0, the
cavity photon number takes different values ng and ne if
the qubit is in |g⟩ or |e⟩ respectively. When f0 matches
the resonator frequency for the qubit in its ground state
(ω0 = ωr−χ0), ng reaches a maximum, and the transition
frequency presents a minimum at ω1 = ωq(0)+2ngχ0. In
this situation, the Rabi drive associated to the drive tone
at ω1 combined with photon decay when the qubit has
some weight in |e⟩ leads to an excess population in the ex-
cited state (see central panel in Fig. 4). The steady state
obtained when the qubit is driven at ω1 = ωq(0) + 2neχ0

is illustrated in the rightmost panel of Fig. 4: when the
qubit is in |e⟩, the Rabi drive combined with the tone
at ω0, resonant with the cavity when the qubit is in |g⟩,
transfers population to |g⟩. A symmetric behavior occurs
when ω0 = ωr + χ0, leading, in a plot of the population
pg of |g⟩ as a function of f0 and f1, to two lorentzian
dips shifted by 2χ0 and with an amplitude 2nχ0. The
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using a cavity drive amplitude corresponding to n = 25 and
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fA = 8.2 GHz is attributed to a shorter lifetime than at
7.15 GHz. The dashed lines correspond to Eq. (11). While for
7.15 GHz the experiment resembles Fig. 4, a simplified disper-
sive theory would predict an erroneous qubit shift. The effect
is more pronounced when the qubit frequency approaches the
cavity frequency, as one observes non-Lorentzian resonances
arising from the non-linearity.

dip separation provides a calibration of χ0. The ratio of
amplitude and separation of the dips calibrates n for a
resonant cavity drive, at the amplitude chosen for f0. A
quantitative description is obtained using the Lorentzian
variations of n with δ (Eq. (7), in which the variations of
χ with n are neglected):

ωq(n(δ)) − ωq(0) =
2n0χ0

4
(

δ+χ0

κ

)2
+ 1

. (10)

One obtains the curves shown with blue and red dashed
line in Fig. 4. The grey-scale map is a numerical simula-
tion of the steady-state population of the qubit obtained
with the Qutip package [34] for a Jaynes-Cummings
Hamiltonian in the dispersive limit including two drives
(see App. E).

Experimental results at two values of fA are shown
in Fig. 5. The population pg and pe of the ground
and excited state (normalised to pg + pe) were extracted
from the measured average quadratures Ī , Q̄, using the
positions (Ii, Qi) of the clouds corresponding to states
i = g, o, e, and the equations Ī =

∑
i piIi, Q̄ =

∑
i piQi,

and
∑

i pi = 1.
Whereas at fA = 7.12 GHz the data resemble quali-

tatively the simulation of Fig. 5, these at fA = 8.2 GHz
show very asymmetric dips in the position of the reso-
nances. This is due to the non-linearity of the resonator
when coupled to the qubit: what is measured is in fact

χ(n). For the cavity, the key idea to calculate the shift,
is that in the Fock state n = 0, the transition frequency
is ωq + χ0; in n = 1, it is ωq + 2χ0 + χ(1); in n = 2, it is
ωq + 2χ0 + 2χ(1) + χ(2) and so on. That is

ωq(ρ̂) = ωq +
∑
n=0

[
χ(n) + 2

∑
i<n

χ(i)

]
Pρ̂(n), (11)

with the steady-state matrix density ρ̂ giving the proba-
bility distribution Pρ̂(n). We simulated the full Jaynes-
Cummings Hamiltonian with the driven cavity for differ-
ent values of δ and calculated the shift with Eq. (11) (see
App. E). The calibration of g results from a comparison
of these simulations with data taken at various drive pow-
ers on a contact with fA ≈ 7.15 GHz, see Fig. 6. The blue
and red dashed lines in Fig. 6 show the results obtained
with the best value g/2π = 85 MHz, and with the photon
numbers indicated in the rightmost panel. Dashed lines
in Fig. 5 use the same g and the photon numbers given
in the caption that result from the calibration.

E. Comparison of clouds positions with theory

To compare clouds position with theory, we calculated
for each dataset the values of ncrit and χ0, and computed
the functions

√
n0S11(±χ(n(n0))+δω), and

√
n0S11(δω),

with the scaling, rotation and shifts obtained by aligning
the clouds with the circles corresponding to

√
n0S11(f)

(see section C). We used the value of g/2π = 85 MHz
obtained at 7.15 GHz, and took into account the small
dependence of g with EA: g ∝

(
∆sc − E2

A/∆sc

)
[8]. The

corresponding dependencies of g, χ0 and ncrit on fA are
displayed in Fig. 7. In each dataset of Fig. 3, the offset
δω was adjusted to improve comparison with theory, see
Table I in Appendix A. Such an offset can occur if ad-
ditional channels at higher energies cause an additional
cavity shift [19], which can be assumed independent of n.

The results are shown with solid lines in Fig. 3. The
overall change of the clouds positions with photon num-
ber is well captured. Nevertheless, the agreement is not
quantitative. It is partly due to the underestimation of
χ0 in the rotating wave approximation (RWA), which, for
the largest detunings, can be as large as 25% compared
the result obtained beyond RWA [47]:

χ0 = g2
(

1

ωq − ωr
+

1

ωq + ωr

)
. (12)

Further work is however needed to describe the variations
of χ with the photon number beyond RWA. Other effects
like the presence of additional Andreev states with higher
energy can also lead to discrepancies.

In addition to the position of the clouds, an observation
can be made on their relative populations. At low am-
plitude, the clouds corresponding to |g⟩ and |o⟩ are more
populated than that of |e⟩. But the relative population
of |g⟩ and |e⟩ vary with n0, leading in some cases to a
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FIG. 6. DDROP measurement of a contact with fA ≈ 7.15 GHz with increasing cavity drive power. Dashed lines are fits,
yielding the dependence of cavity mean occupation ng (blue) and ne (red) according to Eq. (8), hence the photon number at
resonance n0 shown in the rightmost panel (during data acquisition, fA slightly drifted: 7.15 GHz for the first two panels, then
7.12 GHz, and 7.2 GHz for the last one).

FIG. 7. Dependence on Andreev frequency fA of the coupling
g, the cavity pull χ0 and the critical photon number ncrit. The
black vertical lines correspond to the Andreev frequencies of
the measured atomic contacts. The blue line corresponds to
the resonator bare frequency fr.

population inversion, as best illustrated in Fig. 3(a): the
top right cloud, associated to |g⟩, is more populated than
the bottom left one (|e⟩) at

√
n0 = 4.1, but this inverts

for
√
n0 = 12 and 16. As we will see in Section IV, this

can be related to the variations with n of the transition
rates between states.

IV. EFFECT OF PHOTON NUMBER ON
DRESSED QUBIT DYNAMICS

A. Rates renormalization

Having explained how the coupling between the qubit
and the resonator leads to non-linearities in the power de-

pendence of the clouds positions and photon number, we
discuss now how the dynamics of the qubit is affected by
the presence of photons in the cavity. The main effects
have been described in a series of papers by M. Bois-
sonneault, J. Gambetta and A. Blais [9–11], in the limit
n ≪ ncrit. Since our experiments go beyond this limit,
we rederived and extended their results.

We consider that the uncoupled qubit (g = 0) is in
contact with a bath that causes relaxation, excitation
and dephasing at rates Γ0

↓, Γ0
↑ and Γ0

ϕ, respectively. In
the Lindblad equations that describe the time-evolution
of the qubit density matrix (see Appendix D), these
processes are taken into account by the corresponding
collapse operators σ−, σ+ and σz. While relaxation
and excitation rates are related to noise spectral den-
sity S⊥(ω) of bath fluctuators that couple to σx and
σy, pure dephasing is associated to terms proportional
to σz with a coefficient S∥(ω). The thermalization with
the bath determines the thermal population of the qubit

pe,th = Γ0
↑/
(

Γ0
↑ + Γ0

↓

)
.

In turn, the cavity is thermalized with its own bath by
the emission of photons at a rate κ and the absorption
at a rate κe−ℏωr/kBT . In the equations for the time-
evolution of the cavity, this is described by the action of
the annihilation and creation operators a and a†. The
rates are proportional to the noise spectral density of the
electromagnetic environment Sκ(ω) at frequencies ±ωr.

When qubit and cavity are coupled, they become en-
tangled and all collapse operators contribute to the dif-
ferent rates, as explained below. An insight into this can
be obtained from the expression of the dressed states of
the coupled cavity-qubit system in the RWA [1]:

|g, n⟩ = cn|g⟩ ⊗ |n⟩ + sn|e⟩ ⊗ |n− 1⟩,
|e, n⟩ = cn+1|e⟩ ⊗ |n⟩ − sn+1|g⟩ ⊗ |n + 1⟩, (13)

where cn = cos θn, sn = sin θn, and θn = 1
2 arctan (

√
ν)

the mixing angle, with ν = n/ncrit. This dressing has
consequences both on the qubit and the cavity dynam-
ics. For example, the operator σ− responsible for relax-
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ation in the undressed qubit has a reduced effect on the
dressed qubit since |⟨g, n|σ−|e, n⟩|2 = c2nc

2
n+1 is smaller

than 1. This is the “dressed relaxation” illustrated in
Figs. 8(a) and (a”). But it now also leads to “relaxation-

induced excitation” since |⟨e, n− 2|σ−|g, n⟩|2 = s2n−1s
2
n

is non-zero: a dressed ground state can be excited to a
dressed excited state through σ−, a very peculiar effect
illustrated in Fig. 8(d’) and (d”). Non-zero matrix el-

ements |⟨e, n− 1|σ−|e, n⟩|2 and |⟨g, n− 1|σ−|g, n⟩|2 lead
to a modified cavity dynamics.

The changes in the matrix elements involving σ−,+,z,
a and a† are derived in Appendix B. The transition rates
also involve the spectral density of the noise at the fre-
quency characteristic to each process [9]. As far as the
qubit dynamics is concerned, the results are summarized
in Fig. 8:

• The “dressed relaxation” rate Γ
σ−
↓ (Fig. 8(a)) is

the renormalization of the standard relaxation rate
and involves the ability of the bath coupled to the
qubit to absorb a photon at frequency fq, given by
S⊥(fq). “Dressed excitation” is the reverse pro-
cess, with a rate Γ

σ+

↑ governed by the bath emis-

sion ability given by S⊥(−fq). The renormaliza-
tion of both terms, shown in Fig. 8(a”), follows

|⟨g, n|σ−|e, n⟩|2 = |⟨e, n|σ+|g, n⟩|2 = c2nc
2
n+1 (see

Eqs. (B4) and (B9)).

• Figure 8(b,b’) deals with processes involving the
bath coupled to the cavity. The Purcell relax-
ation rate Γa

↓ is proportional to the ability for the
cavity bath to absorb a photon at frequency fq,
given by Sκ(fq). At finite temperature, the bath
can emit photons at frequency fq and excite the
qubit: we call this process “inverse-Purcell excita-

tion”, its rate is Γa†

↑ . The photon-number depen-

dence of both rates shown in Fig. 8(b”) is given

by |⟨g, n|a|e, n⟩|2 = |⟨e, n|a†|g, n⟩|2 (see Eqs. (B12)
and (B15)).

• The operator σz, which leads to dephasing of the
uncoupled qubit, causes relaxation (rate Γσz

↓ ) and

excitation (rate Γσz

↑ ) between the dressed states,

as illustrated in Fig. 8(c,c’). The rates are propor-

tional to ⟨g, n + 1|σz|e, n⟩|2 and ⟨e, n− 1|σz|g, n⟩|2,
which coincide when n ≫ 1 (dependency on n
shown in Fig. 8(c”)) and to the absorption and
emission capabilities of the bath coupled to the
qubit at ±(fq−fr), associated to the spectral noise
density S∥ (see Eqs. (B20) and (B19)).

• The transverse noise in the bath coupled to the
qubit at fq − 2fr gives rise to “excitation-induced
relaxation”, in which the operator σ+ that causes
excitation of the uncoupled qubit allows relaxation
of the dressed qubit, with a 2-photon excitation
of the cavity and the emission of one photon at
2fr − fq by the bath (we assume here that, as it

is the case in our experiments, this frequency is
positive, otherwise the photons go in the opposite
way). The reverse process is “relaxation-induced
excitation”. The rates for both processes Γ

σ+

↓ and

Γ
σ−
↑ are proportional to |⟨g, n + 2|σ+|e, n⟩|2 and

|⟨e, n− 2|σ−|g, n⟩|2, which coincide when n ≫ 1
(Fig. 8(d”), see Eqs. (B10) and (B5)).

• Finally, there are processes that exchange photons
between the cavity and its bath at 2fr − fq, while
photons at fq go to or come from the qubit. Be-
cause they involve the operators a† and a that cause
excitation and relaxation of the uncoupled cavity,
we call the process illustrated in Fig. 8(e) “cavity-
excitation-induced relaxation” and the reverse pro-
cess “cavity-relaxation-induced excitation”. Their

rates Γa†

↓ and Γa
↑ are governed by |⟨e, n− 2|a|g, n⟩|2

and |⟨g, n|a†|e, n− 2⟩|2 which coincide when n ≫ 1
(Fig. 8(e”), see Eqs. (B16) and (B13)).

For the driven cavity the system will evolve to a steady-
state characterized by a mean number of photons n and a
density matrix ρ̂ from which the probability distribution
for the different states Pρ̂(|n, g⟩), and Pρ̂(|n, e⟩) can be
computed. With this in mind, and defining:

Γtot
↓ (n) =

(
Γ
σ−
↓ + Γa

↓ + Γσz

↓ + Γ
σ+

↓ + Γa†

↓

)
(n)

Γtot
↑ (n) =

(
Γ
σ+

↑ + Γa†

↑ + Γσz

↑ + Γ
σ−
↑ + Γa

↑

)
(n),

(14)

we have

Γ↓(n) =
∑
n

Pρ̂(|n, e⟩)Γtot
↓ (n)

Γ↑(n) =
∑
n

Pρ̂(|n, g⟩)Γtot
↑ (n)

Γϕ(n) =
∑
n

Pρ̂(|n, e⟩)Γe
ϕ(n) + Pρ̂(|n, g⟩)Γg

ϕ(n).

(15)

We use these expressions to fit the experimental results
for the relaxation and excitation rates with two assump-
tions: i) that the probability distribution corresponds to
that of a coherent state, and ii) that the crossed process

Γ
σ+

↓ ,Γa†

↓ ,Γ
σ−
↑ and Γa

↑ play only a minor role.

B. Experimental determination of rates

In order to obtain information on the dynamics, we
analyze simultaneously the one-second-long time-traces
I(t) and Q(t) with a hidden Markov model (HMM), using
the freely available SMART package [35], yielding the
position of the clouds for the states |g⟩, |e⟩, and |o⟩ and
the 6 transition rates between them. We do this analysis
for the time-traces taken at different powers, for a series
of contacts having different Andreev frequencies. The
Andreev frequency is measured by two-tone spectroscopy
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FIG. 8. Contributions to the dressed dynamics: Each panel shows the qubit levels |g⟩ and |e⟩ (blue and red), the cavity and
cavity levels (magenta). Black and cyan rectangles represent the baths that couple to the qubit through σx,y and σz, respectively.
Magenta rectangle correspond to a bath coupled to the cavity. Bath energy levels are shown in green as a collection of harmonic
oscillators. The two shifted ladders below schematize the energies of the combined states |g, n⟩ ≡ |g⟩⊗ |n⟩ and |e, n⟩ ≡ |e⟩⊗ |n⟩
(grey) and dressed states |g, n⟩ and |e, n⟩ (black). (a) Dressed, (b) Purcell, (c) dephasing-induced, (d) excitation-induced and
(e) cavity-excitation-induced relaxation. The direction of the photon wavy arrows assume fr < fq < 2fr. (a’) to (e’) are the
corresponding excitation processes, with all the arrows pointing in the opposite direction. (a”) to (e”) Dependence of the rates
as a function of the cavity occupation n, for different values of the detuning ∆ (0.5, 1, 2, 4 GHz), and using the experimental
parameters g/2π = 85 MHz and fr = 8.77 GHz.

before and after taking the data as a function of power, to
ensure that the atomic contact remains the same within
our experimental uncertainty.

The transitions rates within the even manifold |g⟩ ↔
|e⟩ are the Andreev qubit excitation and relaxation rates
Γ↑ and Γ↓. The remaining four rates correspond to par-
ity jumps. As illustrated in Fig. 9(a), we note Γoe and
Γog the rates of the processes that add or remove a quasi-
particle in the Andreev level, starting from an odd state
of either spin (|o↑⟩ or |o↓⟩), Γgo the rate for adding a
quasiparticle starting from |g⟩, and Γeo that for remov-
ing a quasiparticle starting from |e⟩. The system being
spin-degenerate, these rates do not depend on spin. The
relation between these definitions and the rates extracted
from the time-trace fitting is shown in Fig. 9(b), using a
representation in which no distinction is made between
the two odd states |o↑⟩ and |o↓⟩. The 6 rates inferred
from the analysis of the traces are therefore identified to
Γ↓, Γ↑, 2Γeo, Γoe, Γog, and 2Γgo (note the factors 2 [36]).

2Γeo

Γog
2Γgo

Γoe
Γeo

Γog
Γgo

Γoe
Γeo

Γog
Γgo

Γoe

(a) (b)

Γ↓ Γ↑ Γ↑

⟩|𝑔𝑔

⟩|𝑒𝑒

⟩|𝑔𝑔

⟩|𝑒𝑒

⟩|𝑜𝑜 ↑⟩|𝑜𝑜 ↓ ⟩|𝑜𝑜 𝜎𝜎Γ↓

FIG. 9. Definition of the transition rates between
states. (a) Rates between all states, with the distinction be-
tween odd states with different spin |o↓⟩ and |o↑⟩. (b) Equiv-
alent diagram with a spin-degenerate odd state.

C. Rates vs. photon number

In Figs. 10 and 11 we show the transition rates as
a function of the photon number for different Andreev
frequencies. From top-left to bottom-right the Andreev
qubit frequency changes from 4.94 GHz to 14.4 GHz,
crossing the cavity frequency at 8.77 GHz. Figure 10
shows the rates between |g⟩ and |e⟩ (quantum jumps),
whereas Fig. 11 shows the rates from or to |o⟩ (parity
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FIG. 10. Relaxation and excitation transition rates as a function of photon number for different contacts (fA
indicated on each panel from fA = 4.94 GHz to 14.4 GHz, with symbolic representation of the relative position of fA (red
cross) relatively to fr (black tick) on a segment representing the interval 4–15 GHz). Arrows on the x-axis indicate the value
of ncrit. Rates are obtained from the analysis of time traces with a boxcar average of 10 points. Continuous lines correspond
to calculated dependencies using the theoretical expressions in Eq. (15) with prefactors shown in Fig. D.1.

jumps). The control parameter is the power of the contin-
uous probe tone at fr, translated into the average photon
number ng, ne or no in the initial state using the calibra-
tion described in Section III D. The arrows on the x-axes
indicates the value of ncrit for each case. Note that since
we are using a drive tone at fr, ng = ne if one neglects
the small cavity pull associated to other, less-coupled An-
dreev states. In addition, ng,e is smaller than no because
fr is the resonance frequency of the cavity when the sys-
tem is in |o⟩. Finally, it is worth mentioning that ng,e,o

recover their steady state value within 2/κ ≈ 35 ns when
a parity change occurs, a time short enough to consider
that all the rates correspond to their value for the steady
state photon number.

For each time trace, we performed the analysis with
different box-car filters (see Appendix C). Data filter-
ing increases the signal-to-noise (SNR) ratio and facili-
tates states discrimination, but this comes at the price of
rounding the transitions and averaging out fast back-and-
forth transitions. As a consequence, the rates inferred

from the analysis sometimes depend on the filtering, but
the less-filtered data are eventually unreliable because
the SNR is too small. This is discussed at length in Ap-
pendix C. In Fig. 10 we show results for datasets in
which the quantum jump rates are essentially indepen-
dent of the smoothing. Figure 11 shows the parity jump
rates for the same datasets. For four values of fA, marked
with orange or red color disks, the rates inferred from the
analysis are unreliable because they depend strongly on
the smoothing.

1. Quantum jumps

As can be observed in Fig. 10, Γ↑ (red symbols) and Γ↓
(blue symbols) depend both on photon number and on
fA. Consider first the dependence of the relaxation rate
at vanishing photon number Γ↓(0). As fA approaches fr,
Γ↓(0) increases considerably, indicating that the emission
of photons to the cavity plays an important role. The ex-
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FIG. 11. Parity jump transition rates as a function of photon number for different contacts (fA indicated on each panel
from fA = 4.94 GHz top-left to 14.4 GHz right-bottom). Rates are obtained from the analysis of time traces with a boxcar
average of 10 points. Orange and red disks signal results that depend significantly on filtering, and hence are less significant
(see Appendix C).

citation rate at ng = 0 shows a similar increase close to
fr, which indicates that the cavity temperature is suf-
ficiently high to excite the Andreev states in a reverse
process. In addition, there is no symmetry between neg-
ative and positive detuning: Γ↓(0) is much larger when
fA > fr than at fA < fr.

As far as the photon number dependence is concerned,
one observes for several contacts a strong increase of the
rates at intermediate (for fA = 7.12, 7.47 and 8.2 GHz)
or large (fA = 9.2, 10 and 10.48 GHz) photon number.
This cannot be reproduced by the theory of Section IV A,
except perhaps if one assumed the existence of broad en-
vironmental modes at some frequencies. We suspect that
transitions involving other Andreev states or an effect
of the JPC pump tone could play a role. In the fol-
lowing discussion, we focus on what happens at smaller
photon numbers. The overall tendency is that Γ↓ de-
creases with n, particularly when the detuning with the
cavity is smaller. No systematic is observed for Γ↑. Solid
lines correspond to theoretical dependencies following the
rates renormalization theory presented in Section IV A.

In this comparison, we neglected the slight dependence of
g with fA. The prefactors for the various contributions to
the rates were adjusted to account at best for the over-
all dependencies, in particular at low photon number.
The rapid decay of the relaxation rate at low ne and its
increase at small detuning reveal the dominant contribu-
tion of the Purcell effect. An additional contribution of
dressed relaxation is needed to account for the variations
at large ne. We found that the other terms (dephasing-
induced, excitation-induced or cavity-excitation-induced
relaxation) have no significant contribution.

As for the excitation rate, one needs to consider the
thermal photons in the cavity that, like in Purcell effect,
account for its decaying behavior with ne when fA ≈ fr.
The opposite behaviour observed far from fr when fA <
fr (see for example fA = 6.33 and 7.12 GHz) reveals a
contribution of the dressed dephasing Γσz

↑ .
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2. Parity jumps

Parity jump rates are shown in Fig. 11. For many
contacts, signaled with orange or red disks, the rates ex-
tracted from the data depend strongly or very strongly on
filtering. These data are therefore inconclusive, and we
focus here on the others. A first observation is that the
rates corresponding to the addition (resp., the removal)
of a quasiparticle in the Andreev level do not depend
on the level occupancy: Γgo ≈ Γoe (resp., Γeo ≈ Γog).
This is expected in a short weak link, in which charging
effects do not play a significant role [42, 43]. A second
observation is that the rates Γgo and Γoe (addition of a
quasiparticle, green symbols) are systematically smaller
than Γeo and Γog (removal of a quasiparticle, black sym-
bols). This is discussed in the next section. The only
contact for which these two observations are not obeyed
is the one with the smallest detuning, at fA = 8.88 GHz.

At low photon number, the rates are mostly in the 0.01-
0.1 µs−1 range, corresponding to parity lifetimes from 10
to 100 µs. This is slightly smaller or comparable with
results from other experiments on atomic contacts [8, 37]
and on nanowire weak links [21, 40]. The dependence of
the rates on the number of photons is less pronounced
than for the relaxation and excitation rates. In most
contacts, there is no significant dependence at all. From
the theoretical point of view, we are not aware of any
work addressing this issue.

V. INTRINSIC DYNAMICS: IMPLICATIONS
FOR ANDREEV PHYSICS

A. Andreev qubit

We discuss here the rates found in the zero-photon
limit. They are extracted either by extrapolation of the
data to n = 0, or by taking the n = 0 limit of the theory
curves that are adjusted to the data. The relaxation and
excitation rates simplify at n = 0 to:

Γ↓(0) = Γ0
↓ + Γκ,

Γ↑(0) = Γ0
↑ + Γ∗

κ,
(16)

with Γκ = κ0[fA]
(
g
∆

)2
the Purcell rate and Γ∗

κ ≡
Γa†

↑ (0) = κ0[−fA]
(
g
∆

)2
the inverse process in which ther-

mal photons in the cavity excite the qubit. The rates
Γ0
↓ and Γ0

↑ as well as the Purcell prefactors κ0[fA] and

κ0[−fA] used to adjust the data are shown in Fig. D.1.
The corresponding dependence of the rates are shown
with symbols in Fig. 12. The function κ0[f ] describes
the ability of the cavity bath to absorb photons at fre-
quency f . In particular, κ0[fr] = κ.

The rate Γ0
↓ is expected to correspond to the emission

of phonons, whereas the Purcell rate accounts for the
emission of photons. At zero temperature, the phonon
emission rate reads, for transmissions τ close to 1 [22,
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FIG. 12. Intrinsic relaxation and excitation rates as
a function of Andreev frequency fA. (a) Comparison

of the Purcell rate Γκ = κ0[fA]
(

g
∆

)2
extracted from the fits

(symbols) with theoretical photon emission rate ΓEM,↓ (solid
line), using TEM = 300 mK. (b) Intrinsic relaxation rate Γ0

↓
(symbols) compared with phonon emission rate Γph,↓ (solid
lines), using Cph = 40 s−1GHz−4 and Tph = 200 mK. (c) To-
tal intrinsic relaxation rate Γκ + Γ0

↓ (red squares) and emis-

sion rate Γ∗
κ +Γ0

↑ (blue squares), from the analysis of the full
dependence of the rates with photon number. Rates from
the extrapolation of the data at n = 0 (black diamonds).
Solid lines are comparison with theory describing photon and
phonon emission and absorption.

39, 41, 44]:

Γph = κph
∆s(1 − τ)

3EA
E3

A, (17)

with κph the electron-phonon coupling constant [44]. At

φ = π, EA = ∆s

√
1 − τ and the expression simplifies to:

Γph = κph
EA

3∆s
E3

A, (18)

and keeping only the Andreev frequency dependence:

Γph = Cphf
4
A, (19)

where Cph is a constant that depends on the electron-
phonon coupling in the aluminium constriction. At finite
temperature, phonons contribute both to relaxation (Γ0

↓)

and excitation (Γ0
↑):

Γph,↓ = Γph × (1 + nph)

Γph,↑ = Γph × nph,
(20)

with nph the Bose population factor at the phonon tem-
perature Tph.
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FIG. 13. Intrinsic parity jumps transition rates as a
function of fA obtained from extrapolation of data of Fig. 11
towards n = 0.

As far as photons are concerned, a precise prediction
of the Purcell effect must take into account the full fre-
quency dependence of the impedance seen by the atomic
contact [46]. Approximating the λ/4 CPW resonator
with a single mode cavity, one obtains, at φ = π, and
assuming ∆ ≫ κ

2 [22]:

ΓEM = κ
( g

∆

)2 1 + ∆
ωr(

1 + ∆
2ωr

)2 , (21)

leading, at finite temperature, to contributions to both
relaxation (Γκ) and excitation (Γ∗

κ):

ΓEM,↓ = ΓEM × (1 + nEM)

ΓEM,↑ = ΓEM × nEM,
(22)

where nEM is the Bose function corresponding to the tem-
perature of the electromagnetic environment TEM.

Figure 12 shows comparisons between experiment and
theory. The fit temperatures are significantly larger than
that of the mixing chamber in the experiment. When
varying the temperature of the experiment, we observed
that the rates only started to change above 200 mK, in-
dicating that the sample environment was indeed hot.
Overall, we find that the intrinsic rates are well described
by effects of phonons and cavity photons. However, the
amplitude of the prefactor for the electron-phonon in-
teraction Cph is ≈ 20 times larger than measurements
in aluminum wires [44, 45]. This discrepancy might be
related to the geometry of the atomic-size contact.

B. Parity switching in atomic contacts

The parity jump rates Γgo, Γoe, Γeo and Γog correspond
to processes that involve quasiparticles in the continuum
with an energy Eqp larger than the superconducting gap
∆s [37–39]. The transition |g⟩ → |o⟩ corresponds to a
quasiparticle at Eqp that relaxes into the Andreev level,
with emission of a photon or phonon at Eqp − EA. The

reverse process involves the recombination of the quasi-
particle at Eqp with that in the Andreev level, and emis-
sion of a photon or a phonon at Eqp + EA. Altogether,
one predicts

Γgo,oe ∝ f(Eqp)D(Eqp − EA),

Γeo,og ∝ f(Eqp)D(Eqp + EA), (23)

with D(E) the density of modes in the environment and
f(Eqp) the occupation factor of the quasiparticle state
at Eqp. The observation that Γgo,Γoe < Γeo,Γog corre-
sponds to D(E) being an increasing function of E, which
is expected for phonons. The number of photons in the
cavity plays a minor role in these processes. The fluctua-
tions of the rates from one measurement to another indi-
cate that the density of quasiparticles in the continuum
varies at time scales of hours or days, in an uncontrolled
manner, see Fig. 13. This can be related to the fluc-
tuations of the characteristic times of superconducting
qubits.

VI. DISCUSSION AND CONCLUSIONS

We have shown how superconducting atomic contacts
allow probing the physics of cQED when varying the pho-
ton number n in the cavity. With contacts detuned from
the cavity by 5.63 GHz to 0.11 GHz, we could explore
situations with ncrit from 0.4 to 1140, while n was var-
ied from 0 to 250. The evolution of the position of the
clouds corresponding to the states of the system illustrate
how the cavity is rendered non-linear by its coupling to
the Andreev qubit. This effect is also well seen in ex-
periments in which a 2-tone spectroscopy is performed
in presence of an additional tone at a frequency close
to that of the cavity (DDROP measurements). We ob-
serve strong changes in the transition rates between the
states of the Andreev qubit. We have extended the ex-
isting theories, which were limited to n ≪ ncrit, to ac-
count for the data. A systematic analysis of how the
different operators that affect the bare qubit change the
rates between the dressed states reveals a great variety of
processes, which involve the baths coupled to the qubit
and to the cavity at various frequencies (see Fig. 8). In
the experiment, the rates are inferred from 1-s-long mea-
surements of the quadratures I(t) and Q(t) in presence
of photons in the cavity. By investigating the effect of
data filtering, we found that this analysis does not al-
ways allow extracting reliable information. Still, general
effects predicted by theory could be recognized, essen-
tially the dressed Purcell effect and its thermal coun-
terpart, dressed relaxation and dressed dephasing. The
rates at low n are well accounted for by the combination
of emission and absorption of photons (Purcell effect) and
of phonons, although the amplitude of this last term is
found more that one order of magnitude larger than in
wires. No theory predicts how parity jumps should de-
pend of the photon number; the experiments show that
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this dependence is weak. A conclusion of this work is
that, when measuring a strongly anharmonic qubit, like
the Andreev qubit, the scale for the modification of its
dynamics when coupled to a cavity is the photon number
ncrit. In a continuous measurement meant at extracting
the transition rates, one can ensure that n ≪ ncrit when
the positions of the clouds in the (I,Q) plane change
linearly with measurement power. In a pulsed measure-
ment, the measurement time being set much smaller than
the inverse of the highest transition rate, increasing the
power only becomes detrimental when the rates of the
processes shown in Fig. 8(c,d,e) start to be significant.
The others, which generally dominate, decay with power
if the noise spectrum does not present any singularity.

Appendix A: Clouds positions in (I,Q) plane,
additional data
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FIG. A.1. Histograms of all the values of (I,Q) recorded
during continuous measurements at various probe amplitudes
for the same 9 contacts as in Fig. 3, with fA given in GHz in
the text box.

Figure A.1 shows the evolution with measurement am-
plitude, for the same 9 contacts as in Fig. 3. The
data at different amplitudes were concatenated and his-
togrammed. At small fA, three branches, corresponding
to states |g⟩, |o⟩ and |e⟩ are clearly visible. For the con-
tact at fA = 7.12 GHz, they split, each into three, in-
dicating the presence of a second Andreev level with a
larger detuning and found either in its ground, odd or
excited state. This is also the case at fA = 8.0 GHz,
but less visible. The clouds corresponding to the excited
state are almost invisible in the data for the contacts at
larger fA, the steady state occupation of |e⟩ becoming
negligible compared to |g⟩ and |o⟩.

fA (GHz) ncrit χ0/κ δω/κ values of
√
n0 in Fig. 3

4.94 504 -0.20 0 1.7, 6.1, 10, 13, 15
6.33 205 -0.32 0 0.8, 4.1, 8.1, 12, 16
7.12 94 -0.47 0.15 0.8, 4.1, 8.1, 12, 16
8.00 21 -1.0 0.043 0.8, 4.1, 8.1, 12, 16
8.88 0.42 7.1 0 0.8, 3.8, 7.8, 13, 17
9.10 3.8 2.4 0 0.8, 3.8, 7.8, 13, 17
10.0 53 0.64 0 0.8, 4.1, 8.1, 12, 16
13.3 734 0.17 0.12 0.8, 4.1, 8.1, 12, 16
14.4 1140 0.14 0.11 0.8, 4.1, 8.1, 12, 16

TABLE I. Characteristics of the nine contacts shown in Figs. 3
and A.1: Andreev frequency fA, critical number of photons
ncrit, ratio of the dispersive shift at vanishing number of pho-
tons χ0 and cavity inverse linewidth κ, additional shift δω
added in the comparison with theory in Fig. 3. Last column
are the values of

√
n0 in Fig. 3, corresponding to the five sets

of clouds and to the five circles.

Appendix B: Derivation of the qubit rates
modifications with cavity photon number

We derive here the expressions for the modified transi-
tion rates that result from the dressing of the qubit with
the cavity as described by Eq. (13). The coefficients of
the dressed states can be written as:

c2n =
1

2

(
1 +

1√
1 + ν

)
and s2n =

1

2

(
1 − 1√

1 + ν

)
.

(B1)
We will also make use of the following functions, which
have simple expressions in the dispersive limit valid when
ν ≪ 1:

Rcc(n) = c4n ≈
ν≪1

1 − ν

2

Rss(n) = s4n ≈
ν≪1

ν2

16
,

Rcs(n) = 4c2ns
2
n = 1 − 1

1 + ν
≈

ν≪1
ν,

R−(n) = (c2n − s2n)2 =
1

1 + ν
≈

ν≪1
1 − ν.

(B2)

1. Effects of σ−

From Eqs. (13), one obtains four types of non-zero
matrix elements involving σ−:

|⟨g, n|σ−|e, n⟩|2 = c2nc
2
n+1,

|⟨e, n− 1|σ−|e, n⟩|2 = s2nc
2
n+1,

|⟨g, n− 1|σ−|g, n⟩|2 = c2n−1s
2
n,

|⟨e, n− 2|σ−|g, n⟩|2 = s2n−1s
2
n.

(B3)

The first one leads to a renormalization of the relaxation
rate Γ

σ−
↓ (n). We call it “dressed relaxation”. The sec-

ond and third one introduce contributions to the photon
loss rates. The last one, which is the smallest one when



15

n ≪ ncrit since it involves a product of two sine coeffi-
cients, is more peculiar: it leads to an excitation of the
qubit caused by the collapse operator σ−, involving the
absorption of two photons. We note the corresponding
rate Γ

σ−
↑ (n), and call it “relaxation-induced excitation”.

We illustrate these processes in Figs. 8(a) and (d).
In addition to the modification of the matrix elements,

the complete description of the dressed states dynamics
involves the spectral density of the noise at the frequency
characteristic to each process [9]. We note this frequency
as a parameter of each rate, with brackets [...], and ob-
tain:

Γ
σ−
↓ (n) = Γ0

↓[ωq]c2nc
2
n+1

≈
ν≫1

Γ0
↓[ωq]Rcc(n),

(B4)

Γ
σ−
↑ (n) = Γ0

↓[−ωq + 2ωr]s2n−1s
2
n

≈
ν≫1

Γ0
↓[−ωq + 2ωr]Rss(n),

(B5)

with Γ0
↓[ω] = Γ0

↓[ωq] × (S⊥(ω)/S⊥(ωq)).
In the dispersive limit n ≪ ncrit, one recovers the result

derived by Boissoneault et al. [11]:

Γ
σ−
↓ (n) ≈ Γ0

↓[ωq]

(
1 − 2n + 1

4ncrit

)
. (B6)

The excitation term, which is much smaller, goes as

Γ
σ−
↑ (n) ≈ Γ0

↓[−ωq + 2ωr]
n(n− 1)

16n2
crit

. (B7)

2. Effects of σ+

In the same way, there are four non-zero matrix ele-
ments arising from the action of σ+ on the dressed states:

|⟨e, n|σ+|g, n⟩|2 = c2n+1c
2
n,

|⟨g, n + 1|σ+|g, n⟩|2 = s2n+1c
2
n

|⟨e, n + 1|σ+|e, n⟩|2 = c2n+2s
2
n+1,

|⟨g, n + 2|σ+|e, n⟩|2 = s2n+2s
2
n+1.

(B8)

The first one describes the renormalization of the exci-
tation rate Γ

σ+

↑ (n), by the same factor as the relaxation
rate. We call this term “dressed excitation”. The second
and third ones are effective contributions to the cavity
drive. The last one is a peculiar contribution that leads
to the relaxation rate Γ

σ+

↓ (n) (see Fig. 8(d)). We call it
“excitation-induced relaxation”. One obtains for the two
rates corresponding to changes in the qubit state:

Γ
σ+

↑ (n) = Γ0
↑[−ωq]c2n+1c

2
n

≈
ν≫1

Γ0
↑[−ωq]Rcc(n),

(B9)

Γ
σ+

↓ (n) = Γ0
↑[ωq − 2ωr]s2n+2s

2
n+1

≈
ν≫1

Γ0
↑[ωq − 2ωr]Rss(n).

(B10)

3. Purcell renormalization, effect of a and a†

The cavity annihilation operator a has various effects
on the dressed system. They are found from the non-zero
matrix elements resulting from the action of a:

|⟨g, n− 1|a|g, n⟩|2 = (
√
ncncn−1 +

√
n− 1snsn+1)2,

|⟨e, n− 1|a|e, n⟩|2 = (
√
ncncn+1 +

√
n + 1snsn+1)2,

|⟨g, n|a|e, n⟩|2 = (
√
ncn+1sn −

√
n + 1sn+1cn)2,

|⟨e, n− 2|a|g, n⟩|2 = (
√
ncnsn−1 −

√
n− 1sncn−1)2.

(B11)
The first two terms correspond to the renormalization of
the photon-loss rate. The third term is a contribution
to the relaxation rate mediated by the loss of photons,
i.e. Purcell effect [1, 33] (Fig. 8(b)). The last one is a
small contribution to the excitation rate (Fig. 8(e’)) that
we call “cavity-relaxation-induced excitation” since it in-
volves the annihilation operator a. Taking into account
the relevant frequencies, one gets:

Γa
↓(n) = κ0[ωq](

√
ncn+1sn −

√
n + 1sn+1cn)2, (B12)

Γa
↑(n) = κ0[−ωq + 2ωr](

√
ncnsn−1 −

√
n− 1sncn−1)2.

(B13)
The notation κ0[ωq] instead of κ stresses the fact that
photon relaxation is probing the environment at ωq [1].
When n ≪ ncrit and ncrit ≫ 1,

Γa
↓(n) ≈ Γκ

(
1 − 3n

2ncrit

)
, (B14)

where Γκ = κ/4ncrit = κ
(
g
∆

)2
is the Purcell rate, as

derived in Ref. [13].
The rates of the inverse processes associated to the

a† operator, “Inverse-Purcell excitation” and “cavity-
excitation-induced relaxation” (Fig. 8(b’) and (e)), read:

Γa†

↑ (n) = κ0[−ωq](
√
ncn+1sn −

√
n + 1sn+1cn)2; (B15)

Γa†

↓ (n) = κ0[ωq − 2ωr](
√
ncnsn−1 −

√
n− 1sncn−1)2.

(B16)

4. Effect of σz: dressed dephasing

We now consider the action of σz, associated to fluc-
tuations in the transition energy that produce dephasing
of the undressed qubit. These contributions were named
“dressed dephasing” in Ref. [9]. The non-zero matrix
elements of the dressed qubit are:

|⟨g, n|σz|g, n⟩|2 = (c2n − s2n)2,

|⟨e, n|σz|e, n⟩|2 = (c2n+1 − s2n+1)2,

|⟨e, n− 1|σz|g, n⟩|2 = 4c2ns
2
n

|⟨g, n + 1|σz|e, n⟩|2 = 4c2n+1s
2
n+1.

(B17)
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The first two describe the renormalization of the dephas-
ing rate Γϕ(n). The third and fourth ones, which we call
“dephasing-induced excitation” and “dephasing-induced
relaxation”, are contributions to the excitation and relax-
ation rates Γσz

↑ (n) (Γσz

↓ (n)) (see Fig. 8(c)). One obtains:

Γg
ϕ(n) = Γ0

ϕ[0]R−(n),

Γe
ϕ(n) = Γ0

ϕ[0]R−(n + 1),
(B18)

Γσz

↑ (n) = Γ0
ϕ[−ωq + ωr]Rcs(n), (B19)

Γσz

↓ (n) = Γ0
ϕ[ωq − ωr]Rcs(n + 1). (B20)

In the dispersive limit,

Γϕ(n) ≈ Γ0
ϕ[0]

(
1 − n

ncrit

)
,

Γσz

↑ (n) ≈ Γ0
ϕ[−ωq + ωr]

n

ncrit
,

Γσz

↓ (n) ≈ Γ0
ϕ[ωq − ωr]

n

ncrit
,

(B21)

The first equation is used to calibrate the photon number
in experiments with long coherence time qubits [31]. The
two others, as discussed by Boissoneault et al. [9–11],
explain how the qubit readout fidelity is affected when
measuring at large power.

Appendix C: Continuous measurements analysis

The analysis of continuous measurements I(t), Q(t) is
delicate due to the presence of noise, in particular when
the measurement tone amplitude is small and the val-
ues of (I,Q) corresponding to the different states are too
close. A way around is to average the data, and replace
a series of Nav successive measurements by their mean
value (“box averaging”), hence reducing the noise by a
factor

√
Nav. However, this has the drawback of filter-

ing out fast transitions. Tests performed on computer-
generated traces showed that, to determine the rates, the
smaller Nav the better, as long as the signal to noise al-
lows the determination. Another important parameter
is the sampling rate, and its comparison with the sig-
nal filtering. In our case, the signal was filtered with
a 60 MHz low-pass filter, so that, according to Shan-
non criterium, the sampling rate needs to be at least
120 MHz, i.e. 8 ns/point. We used 10 ns/point, which is
almost optimal. In practice, we compared the rates ob-
tained by the HMM analysis when reducing Nav from 30
to 2. As exemplified in Figs. C.1 and C.2, it is sometimes
found that the rates extracted from the analysis show a
smooth evolution when reducing the smoothing factor,
then start diverging at low Nav when the signal-to-noise
ratio reduces. However, in most cases, the position of the
centers of the clouds as determined by the HMM is al-
most independent of Nav. When it was not the case, the
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FIG. C.1. Effect of smoothing of the time traces, for
strong measurement power. The results of the HMM
analysis are shown for decreasing smoothing factors (from top
to bottom), for the contact at fA = 7.5 GHz, at ng = 163 and
no =226: red lines indicate the most probable state at each
time. Left panels shown the same excerpt of a trace (I and Q
quadratures) with the various smoothing; right panels show
the corresponding histograms in the (I,Q) plane (grey scale),
with the position of the clouds as found from the HMM anal-
ysis. Error bars indicate the size of the clouds. Bottom panels
show on the left the evolution of the rates with smoothing;
on the right the evolution of the position of the clouds.

results were discarded. We show in Figs. C.3 and C.4 the
results obtained at increasing values of Nav with symbols
of decreasing size, to illustrate the sensitivity of the rates
to filtering. Large-size points rates correspond to a soft
filtering (2 to 5 points), while smaller points correspond
to 10- to 30-points averaging. For the data sets repeated
in Figs. 10 and 11, the symbols of different sizes over-
lap, indicating that the rates obtained are independent
on filtering. But for others, it is not the case, indicating
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FIG. C.2. Effect of the smoothing of the time traces, for weak
measurement power: same parameters as Fig. C.1, except
that ng = 10 and no =23.

that the rates determination is less or not reliable. We
have indicated this with orange or red warning disks at
the top right of the corresponding panels in Figs. C.3 and
C.4.

Appendix D: Results of the “fits”

We present in Fig. D.1 the prefactors used for the the-
ory curves plotted in Fig. 10. They were obtained by
a manual adjustment to account at best for the overall
dependence of the excitation and relaxation rates, with
more weight given to the low photon number points.
Since Γ↓ is found to decay with n at low n, we essen-
tially tried to reproduce the relaxation by a combination
of dressed and Purcell relaxation terms. Symmetrically,
excitation rates were mainly accounted for by a combi-

nation of dressed and inverse-Purcell excitation. To im-
prove the agreement of the excitation rates at large n,
we included contributions increasing with n, which can
be done in different ways. For cases when fq < fr the
dephasing-induced excitation accounted best for the n
dependence. In some cases we have also included cross-
contributions (relaxation- and cavity-relaxation-induced
excitation).

Appendix E: Numerical simulations

In order to check the validity of the analytical re-
sults for the power-dependent rates and to compare the
DDROP experimental results with theory, we performed
extensive numerical simulations using the Python Qutip
package [34]. We present in the following the Hamilto-
nian and the collapse operators, and how the cavity and
qubit drives were treated. We introduce all this progres-
sively and discuss the expected behavior.

Hamiltonian

The Hamiltonian of the cavity+Andreev qubit system
is

H0 = Hc + HA + Hg, (E1)

where Hc = ℏωr

(
a†a + 1

2

)
, is the Hamiltonian of

the cavity with resonance frequency ωr/2π, HA =
1
2ℏωA(φ, τ)σz, is the Hamiltonian of the Andreev qubit
in the Andreev basis {|g⟩, |e⟩} with ℏωA(φ, τ) =

2∆s

√
1 − τ sin2 (φ/2) (∆s is the superconducting gap

and τ the electronic transmissio ²n coefficient in the chan-
nel and φ the phase). Finally,

Hg = φzpfH
′
A(a + a†) + φ2

zpf(H
′′
A)z

(
a†a +

1

2

)
(E2)

describes the coupling between the Andreev qubit and
the cavity up to order φ2

zpf [47]. Here, the derivatives are
with respect to φ and the zero point phase fluctuations
φzpf are those imposed by the cavity zero point current
fluctuations through the mutual inductance coupling to
the superconducting loop (see Fig. 1). The operators are

H ′
A = φ0IA(φ, τ)

[
σz +

√
1 − τ tan (φ/2)σx

]
,

H ′′
A = φ0IA(φ, τ)

[
τ + (2 − τ) cosφ

2 sinφ
σz +

√
1 − τσy

]
,

(E3)

where IA(φ, τ) = ∆s

4φ0

τ sinφ√
1−τ sin2(φ/2)

, and φ0 = ℏ/2e the

reduced flux quantum. In the experiments reported here,
φ = π and τ ≈ 1, so that

H ′
A(π) ≈ ∆sτ

2
σx,

H ′′
A(π) ≈ −∆s

4
τ
√

1 − τσz,

(E4)
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and the diagonal contribution of H ′′
A can be neglected for

high-transmission. Then

H0 = ℏωra
†a +

ℏωA

2
σz + ℏgσx(a + a†), (E5)

with ℏg = φzpf
∆sτ
2 .

a. Rotating wave approximation— The coupling
term

ℏgσx(a + a†) = ℏg(σ+ + σ−)(a + a†), (E6)

reads, in the interaction picture:

ℏg
[
σ+ae

i(ωA−ωr)t + σ−a
†e−i(ωA−ωr)t

]
+ ℏg

[
σ+a

†ei(ωA+ωr)t + σ−ae
−i(ωA+ωr)t

]
,

(E7)
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Assuming |ωA −ωr| ≪ ωA +ωr (which does not hold for
all the experimental data reported here), only the part
that changes slowly is kept. In this case,

H0,RWA = ℏωra
†a +

ℏωA

2
σz + ℏg(σ+a + σ−a

†) (E8)

takes the form of the Jaynes-Cummings Hamiltonian.
The total number of excitations is N̂t = a†a + σ+σ− =
a†a + 1

2 (1 + σz) and

[H0,RWA, N̂t] = ℏg[(σ+a + σ−a
†), N̂t] = 0, (E9)

which means that the Hamiltonian in RWA preserves
the number of excitations. In the coupled base {|e, n −
1⟩, |g, n⟩}, and shifting the energy zero reference,

hn
0,RWA = ℏωrn +

(
ℏ(ωA − ωr) ℏg

√
n

ℏg
√
n 0

)
, (E10)

which after diagonalization gives the eigenenergies

E±(n) = nℏωr + ℏ∆
2 ± ℏ

2

√
∆2 + 4g2n and the eigenvec-
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tors:

|e, n− 1⟩ =

(
cn
−sn

)
;

|g, n⟩ =

(
sn
cn

)
,

(E11)

with cn and sn given in the main text, see Eq. (13).

b. Dispersive Limit— When g ≪ |∆| the coupling
can be treated as a perturbation. This dispersive limit
gives

H0,disp = ℏ (ωr + χ0σz) a†a +
ℏ
2

(ωA + χ0)σz. (E12)

As discussed in the main text, the dispersive approxima-

tion predicts an n-independent cavity pull χ0 = g2

∆ . Note

that, if n ≪ ncrit, θn ≈
(

g
√
n

∆

)
and the eigenenergies read

E+(n) ≈ nℏ(ωr + χ0) +
ℏ
2

(ωA + χ0),

E−(n) ≈ nℏ(ωr − χ0) − ℏ
2

(ωA + χ0),

(E13)

so the cavity remains harmonic, with a qubit-state-
dependent frequency. The qubit energy ℏωA+(2n+1)ℏχ0

changes with n (Stark shift).
By diagonalizing the Hamiltonian in the RWA we ver-

ified that the cavity pull depends on n, contrary to
the dispersive limit assumption. The form χ changes
with n can be found to be well described by χ(n) =

χ0/
√

1 + (n/nc), where nc tell us how fast the non-
linearity is reached. It is better to think on the cavity as
a non-linear object whose resonance frequency depends
on the amplitude of the field inside.

Uncoupled case: Driving and environment

We consider first g = 0.

c. Cavity drive— In the experiments a measure-
ment tone at ω0 ∼ ωr populates the cavity with photons.
The corresponding cavity drive (cd) Hamiltonian reads:

Hcd = ℏA0 cos(ω0t)
(
a + a†

)
, (E14)

where A0 is the amplitude of the cavity drive. We intro-

duce URF = eiω0a
†at to transform into the rotating frame

where H̃ = UH0U
† − iℏU U̇† gives, neglecting counter-

rotating terms,

H̃c+cd = ℏδa†a +
ℏA0

2

(
a + a†

)
, (E15)

where δ = ωr − ω0.

d. Photon Loss— The coupling of the cavity to a
bath translates into a finite lifetime for photons. The
intrinsic photon loss rate being κ, the master equation
reads

da

dt
=

i

ℏ
[H̃r, a] +

κ

2
L[a†]a, (E16)

where

L[a†]O = 2a†Oa−a†aO−Oa†a ⇒ L[a†]a = −a, (E17)

and

da

dt
= −

(
iδ +

κ

2

)
a − i

A0

2
. (E18)

The resolution of this equation assuming a(0) = 0 gives

a(t) =
A0

iκ− 2δ

(
1 − e(−(iδ+κ/2)t)

)
(E19)
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and

a†(t)a(t) =
A2

0

κ2 + 4δ2

(
1 + e−κt − 2e−κt/2 cos(δt)

)
.

(E20)
The stationary occupation of the cavity is

n̄ss =
A2

0

κ2 + 4δ2
. (E21)

At resonance, the amplitude of the cavity drive and the
occupation of the cavity are related by A0 =

√
n̄ss(0)κ.

We have verified this relation with numerical simulations.

e. Qubit drive — A tone at ω1 drives the Andreev
qubit. Introducing URFq = ei

ω1
2 σzt, the qubit drive

Hqd = ℏA1 cos(ω1t) (σ+ + σ−) (E22)

can be included in the rotating-frame (and neglecting
counter rotating terms) as

H̃q+qd =
ℏ
2
β +

ℏA1

2
(σ+ + σ−) , (E23)

where β = ωA−ω1. In the absence of relaxation this drive
induces Rabi oscillations on the qubit with a frequency√

A2
1 + β2.

f. Qubit relaxation and excitation— The Andreev
qubit is subject to the effect of relaxation and excitation
sources. The intrinsic relaxation (excitation) rate being
Γ0
↓ (Γ0

↑), the master equation for the density matrix is

dρ̂q
dt

= − i

ℏ
[H̃q+qd, ρ̂q]

+
Γ0
↓

2
(2σ−ρ̂qσ+ − σ+σ−ρ̂q − ρ̂qσ+σ−)

+
Γ0
↑

2
(2σ+ρ̂qσ− − σ−σ+ρ̂q − ρ̂qσ−σ+) ,

(E24)

which gives the time evolution of the components of the
density matrix:

ρ̇ee = −i
A1

2
(ρge − ρeg) − Γ0

↓ρee + Γ0
↑ρgg,

ρ̇eg = −

(
iβ +

Γ0
↓ + Γ0

↑

2

)
ρeg + i

A1

2
(ρee − ρgg) ,

ρ̇ge =

(
iβ −

Γ0
↓ + Γ0

↑

2

)
ρge − i

A1

2
(ρee − ρgg) ,

ρ̇gg = i
A1

2
(ρge − ρeg) + Γ0

↓ρee − Γ0
↑ρgg.

(E25)

(Since ρee + ρgg = 1, the last equation is redundant). In
the stationary state,

(Γ0
↓ + Γ0

↑)ρssee = −i
A1

2

(
ρssge − ρsseg

)
+ Γ0

↑, (E26)

and

ρsseg = i
A1

2
(
iβ +

Γ0
↓+Γ0

↑
2

) (ρssee − ρssgg
)
,

ρssge = −i
A1

2
(
−iβ +

Γ0
↓+Γ0

↑
2

) (ρssee − ρssgg
)
,

⇒ ρssge − ρsseg =
−iA1

(
Γ0
↓ + Γ0

↑

)
(

2β2 +
(Γ0

↓)
2

2

) (
ρssee − ρssgg

)
(E27)

so that

ρssee =
1

2
−
(

1

2
− ρthee

) (
2β2 + Γ2

1/2
)

A2
1 + 2β2 + Γ2

1/2
. (E28)

Here ρthee = Γ0
↑/(Γ0

↓ + Γ0
↑) and Γ1 = Γ0

↑ + Γ0
↓ = 1/T1.

g. Qubit dephasing— Energy fluctuations lead to a
dephasing rate Γϕ, and give rise to an additional term

∼ Γϕ (σz ρ̂qσz − ρ̂q) , (E29)

in the master equation, so that only the non-diagonal
terms change

ρ̇eg = −
(
iβ +

Γ1 + 2Γϕ

2

)
ρeg + i

A1

2
(ρee − ρgg) ,

ρ̇ge =

(
iβ − Γ1 + 2Γϕ

2

)
ρge − i

A1

2
(ρee − ρgg) .

(E30)
In the stationary state,

ρssge − ρsseg =
−iA1(Γ1 + 2Γϕ)(
2β2 +

(Γ1+2Γϕ)2

2

) (ρssee − ρssgg
)

(E31)

and therefore [48]

ρssee =
1

2
−
(

1

2
− ρthee

)
1

1 +
A2

1

Γ1Γ2 (1 + (β/Γ2)2)

,

(E32)
where Γ2 = Γ1/2 + Γϕ = 1/T2,

This is the expression that describes the line-shape of
qubit spectroscopy. We have verified that this fits the
simulated time-evolution of a driven qubit in presence of
relaxation, excitation and dephasing.

Coupled cavity-qubit

h. Hamiltonian— The Hamiltonian in presence of
driving is

H = ℏωra
†a +

ℏωA

2
σz + ℏg(aσ+ + a†σ−)

+ ℏA0 cos(ω0t)
(
a + a†

)
+ ℏA1 cos(ω1t) (σ+ + σ−) ,

(E33)
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and the evolution has to be solved together with the op-
erators of photon loss, relaxation, excitation and pure
dephasing. In the rotating frame of both drives,

H̃ =ℏδa†a +
ℏβ
2
σz

+ ℏg(σ+e
iω1t + σ−e

−iω1t)(ae−iω0t + a†eiω0t)

+ ℏ
A0

2

[
a + a† + ae−i2ω0t + a†ei2ω0t

]
+ ℏ

A1

2

[
σ− + σ+ + σ−e

−i2ω1t + σ+e
i2ω1t

]
,

(E34)
which can be simplified neglecting the fast rotating terms

H̃RWA

ℏ
=δa†a +

β

2
σz +

A0

2

(
a + a†

)
+

A1

2
(σ− + σ+)

+ g
(
σ+ae

i(ω1−ω0)t + σ−a
†e−i(ω1−ω0)t

)
,

(E35)
which is time-dependent. It reproduces all the features
discussed for g = 0 and has advantage that for g ̸= 0 the
effect of non-linearity and rates renormalization are taken
into account. The disadvantage is the computational cost
of the simulations. In order to reach the steady state, the
time-evolution has to be continued to very long times but
in rather small steps. In additions, for very large photon
number, the matrix size (2 ×NFock)

2
increases signifi-

cantly the computation time. To overcome this difficulty,
we used a cluster to parallelize the calculation.

i. Driven cavity— We first checked the result of
driving the cavity rendered non-linear by the coupling
to the qubit. The mean steady-state occupation of the
cavity in shown in Fig. E.1 as a function of the detun-
ing δ for different drive amplitudes. The results of the
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fr f0 (GHz)

0
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FIG. E.1. Cavity mean occupation vs cavity-drive detuning
δ = fr − f0 for g/2π = 85 MHz, fq = 8 GHz at increasing
drive power, in blue. In black lines the result in the dispersive
limit, with a constant resonance shift χ0 = −0.009 GHz. Red
line shows χ(n).

simulation are compared with the dispersive limit where

the cavity pull is constant, equal to χ0. The photon
number ⟨n⟩ increases when the drive frequency matches
the qubit frequency in the ground state: f0 − fr = χ0

There is a also a slight increase of ⟨n⟩ at f0 − fr = −χ0

due to the assumed thermal occupation of the excited
state of the qubit pe = 0.1. With the simulation per-
formed beyond the dispersive limit, one observes that
the resonance shift reduces with the drive amplitude.
The position of the maximum of the resonance follows
χ(n) = χ0/

√
1 + n/ncrit (indicated with a red line), as

expected. We have verified that the results of the simu-
lation obey Eq. (7).
j. Rates Renormalization I — This is the most sub-

tle point to take into account for the simulations. The
master equation for the total density matrix ρ̂rq is

dρ̂rq
dt

= − i

ℏ
[H̃, ρ̂rq] + κD[a]ρ̂rq

+Γ0
↓D[σ−]ρ̂rq + Γ0

↑D[σ+]ρ̂rq + ΓϕD[σz]ρ̂rq,
(E36)

where D[Ô]· = Ô · Ô† − 1
2{Ô

†Ô, ·} and this equation
is valid for small coupling g ≪ ωr, ωA because it de-
scribes process in the bare base. As discussed in the
main text, since the Hamiltonian mixes cavity and qubit
states, there are “new” decay rates and rates renormal-
ization.

This is particularly important to simulate a situation
close to the experiments. Consider a qubit for which the
lifetime and dephasing time are T1 = 1/Γ1 and T2, with
a thermal population pth. When the qubit is not coupled
to the cavity, the evolution is correctly simulated when
one inputs:

Γ0
↑ = pthΓ1

Γ0
↓ = Γ1 − Γ0

↑.
(E37)

This is no longer the case for the coupled system, as
shown in Fig. E.2 with simulations of the coupled and
uncoupled system using the same values for Γ0

↓ and Γ0
↑.

The relaxation time and asymptotic population of the
excited state are different.

This can be understood by considering the master
equation written in the dispersive regime by Boisson-
neault, Gambetta and Blais [1] (without any excitation
rate):

dρ̂disp
dt

= − i

ℏ
[H̃disp, ρ̂disp] + (κ + κΓ1

)D[a]ρ̂disp

+ (Γ0
↓ + Γκ)D[σ−]ρ̂disp + ΓϕD[σz]ρ̂disp

+ Γ∆D[a†σ−]ρ̂disp + Γ∆D[aσ+]ρ̂disp,

(E38)

which shows that the Purcell rate Γκ =
(
g
∆

)2
κ di-

rectly adds to Γ0
↓. In addition, this equation introduces

an increase of the cavity linewidth κΓ1
=
(
g
∆

)2
Γ1 and

Γ∆ = 2
(
g
∆

)2
Γϕ the dressed dephasing. Adding the ex-

citation rate, one finally obtains Γ1 = Γ0
↓ + Γ0

↑ + Γκ

and pth = Γ0
↑/Γ1, which correctly describe the results

of Fig. E.2.
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FIG. E.2. Relaxation experiment: the qubit is initially in the
excited state and evolves towards the thermal population in
a time scale given by T1. Red (blue) points correspond to
the simulation for g/2π = 85 MHz (g = 0), while lines are
exponential fits (same parameters as in Fig. E.1).

k. Rates Renormalization II — As discussed in the
main text, the rates are renormalized with the number of
photons in the cavity. We followed the work of Sete, Ko-
rotkov and Gambetta [13] to analyze this effect in details.
We illustrate this analysis with the Purcell contribution:

• fix the qubit frequency fq, the cavity frequency fr,
the coupling g and the photon loss rate κ.

• fix the frequency of the cavity-drive and the ampli-
tude. Fix β = ∆ + δ to eliminate the explicit time-
dependence. For example, for δ = 0, the Hamilto-
nian is

H̃RWA

ℏ
=

ℏ∆

2
σz+

A0

2

(
a + a†

)
+g
(
σ+a + σ−a

†) , (E39)

• Solve the equation n(χ(n)) and build the initial
state as a coherent state

|Ψ0⟩ =
∑
n

Pn(n)|e, n⟩ (E40)

• compute the time-evolution and measure the expec-
tation value of the projector Pe =

∑
n |e, n⟩⟨e, n| as

a function of time. Fit the exponential decay and
extract the rate.

• Repeat for a different drive amplitude.

In Figure E.3 we show the numerical result of this pro-
cedure and the comparison with the theory of the renor-
malization discussed in the main part of the text. As soon
as the qubit is coupled to the cavity, the relaxation and
excitation rates have a Purcell contribution, which have
their own dependence noted Γa

↓(n) on the photon num-

ber, as shown in (a,a’). It adds to the other processes, as

shown in panels (b-d’). In (b,b’), one assumes a non-zero
relaxation rate Γ0

↓. According to theory, this relaxation

rate is dressed, a term that we have noted Γ
σ−
↓ (n). The

simulation gives a total relaxation rate Γa
↓(n) + Γ

σ−
↓ (n).

Additionally, the non-zero Γ0
↓ leads to an excitation rate

Γ
σ−
↑ (n), as shown in (b’). The main message is that the

simulated time evolution gives a rate renormalization in
agreement with the analytical expressions. We have per-
formed a similar verification of the renormalization of
the relaxation and excitation rates and the contribution
of the dressed dephasing.
l. Qubit drive in the presence of photons. DDROP

protocol— The simultaneous drive of the qubit and the
cavity is the basis of the DDROP protocol as described
in the main text. Since κ is very large, we can imag-
ine that the first that happens is that the cavity goes to
a coherent state with a mean number of photons corre-
sponding to the drive amplitude and the detuning. The
qubit has a shifted frequency (a frequency distribution
in fact weighted by the coherent state) and renormal-
ized rates. As seen in the experimental data in Fig. 5
the center of the qubit frequency distribution follows
f1 = fA + 2ng,eχ(n) according to Eqs. (6,8) (dashed
lines). Full simulations of the DDROP and their compar-
ison with the experimental data are shown in Fig. E.4.
The positions of the resonances is well accounted for,
but the values of the population pg of the ground state
are different. Several factors explain this discrepancy.
Firstly, the simulations ignore transition to |o⟩. Sec-
ondly, the values of Γϕ used in the simulation are much
smaller than the measured ones, because the simulation
does not take into account a frequency-dependent noise
spectrum. Including the measured Γϕ, which is related to
zero-frequency noise, would lead to very large dephasing-
induced excitation and relaxation rate in the presence of
photons, which is non-realistic because these terms de-
pend on noise at frequencies ±(fq − fr). The incorrect
value of Γϕ leads to an incorrect stationary value of pe
(see Eq. (E32)). Thirdly, relaxation during the 1-µs-long
measurement pulse is not taken into account.
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FIG. E.3. Comparison between the rates renormalization obtained from numerical simulations of the time evolution (symbols),
and the theoretical prediction (lines). (a,a’) Renormalization of Purcell relaxation and cavity-relaxation-induced ex-
citation rates (see Figs. 8(b) and (e’)) for different values of |∆|/g, all other contributions being set to zero. The Purcell
term is always present when one simulates the effect of the other terms. In the other panels, ∆/g = 5, and the corresponding

curves Γa
↓ and Γa†

↑ are recalled with black dashed lines. Simulated rates are represented with blue and red squares. In each

panel, we also show for the largest value of the parameter (Γ0
↓, Γ

0
↑ or Γϕ = 5Γκ) the result of the simulation with the Purcell

contribution subtracted (operation symbolized with a black arrow). (b,b’) Renormalization of relaxation and excitation rates
for Γ0

↓/Γκ =5, 1, and 0 (b) corresponds to dressed relaxation (see Fig. 8(a)) and (b’) to relaxation-induced excitation

(see Fig. 8(d’)). (c,c’). Renormalization of relaxation and excitation rates for different values of Γ0
↑/Γκ. (c) corresponds to

excitation-induced relaxation (see Fig. 8(d)) and (c’) to dressed excitation (see Fig. 8(a’)). (d,d’) Renormalization of re-
laxation and excitation rates for different values of Γφ/Γκ. (d) corresponds to dephasing-induced relaxation (see Fig. 8(c))
and (d’) to dephasing-induced excitation (see Fig. 8(c’)). Parameters: κ/2π = fr/950, g/2π = 50 MHz, fr = 8.77 GHz.
We note that in this treatment of the time evolution for the open system the frequency dependence of the noise spectra are
not taken into account.
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FIG. E.4. Comparison of experimental data presented in Fig. 5 with DDROP simulations, for fA = 7.15 GHz and fA = 8.2 GHz.
The parameters chosen for the simulation are g/2π = 85 MHz, κ = 58µs−1, A1/2π = 1.05 MHz, and Γ↓ = 0.116 µs−1

(0.12 µs−1), Γ↑ = 0.156 µs−1 (0.05 µs−1), Γϕ = 0.00937 µs−1 (0.016 µs−1), for fA = 8.2 GHz (fA = 7.15 GHz) respectively,
leading to pth = 0.1 (0.15), T1 = 0.640µs (3µs) and T2 = 1.250 µs (5.45 µs).
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