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#### Abstract

Stigmergy is a generic coordination mechanism widely used by animal societies, in which traces left by individuals in a medium guide and stimulate their subsequent actions. In humans, new forms of stigmergic processes have emerged through the development of online services that extensively use the digital traces left by their users. Here, we combine interactive experiments with faithful data-based modeling to investigate how groups of individuals exploit a simple rating system and the resulting traces in an information search task in competitive or non-competitive conditions. We find that stigmergic interactions can help groups to collectively find the cells with the highest values in a table of hidden numbers. We show that individuals can be classified into three behavioral profiles that differ in their degree of cooperation. Moreover, the competitive situation prompts individuals to give deceptive ratings and reinforces the weight of private information versus social information in their decisions.
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The exchange of social information is the core mechanism by which groups of individuals are able to coordinate their activities and collectively solve problems (1-5). Social information allows individuals to adapt to their environment faster and/or better than through collecting personal information alone ( $6-10$ ). The use of social information thus provides evolutionary advantages to animal groups and occurs in many contexts, such as foraging, decision-making, division of labor, nest building, or colony defense $(1,2,11,12)$.

Quite often, social information is indirectly shared between individuals: some of them leave traces of their activities in the environment and others can use this information to guide their own behavior and inform their own decisions (13). This form of indirect communication, also called stigmergy, in which the trace of an action left on a medium stimulates the performance of a subsequent action which produces another trace and so on, is widely used by animal societies and especially social insects to self-organize their collective behaviors (14-16). These stigmergic interactions that allow the emergence of coordinated activities out of local independent actions likely played a major role in the evolution of cooperativity within groups of organisms (17, 18).

In humans, with the digitalization of society and economies, social information has increasingly taken the form of digital traces, which are the data individuals leave either actively or passively when using the Internet (19-21). New forms of stigmergic processes have been identified since these digital traces are largely exploited in social networks and in electronic commerce, in particular through the use of rating and recommendation systems that can help participants to discover
new options and make better choices (22-26). However, individuals do not use social information in the same way. Some individuals exploit it to make their choices, while others may simply ignore it and only use their own private information, or can even go against the message delivered by social information (27). In fact, the same individual can even change the way they provide and uses social information depending on the context (28).

Moreover, the use of digital traces is very sensitive to noise and manipulation $(29,30)$. Indeed, in competitive situations, malicious spammers can manipulate social information by deliberately giving high (respectively, low) ratings to certain low (respectively, high) quality items. Therefore, knowing the way individuals share and use digital traces in different contexts is a crucial step to understanding how groups of individuals can cooperate through stigmergic interactions and can exhibit collective intelligence. Despite their increasing importance in human groups, very little research on stigmergic processes has been done so far $(31,32)$.

The aims of this study are twofold. First, we study through a combination of experiments and computational modeling how indirect interactions between individuals in a human group involving the use of traces allow them to cooperate during an information search task. Secondly, we study how a competitive or non-competitive context influences the way
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Fig. 1. Experimental setup. $(A)$ Screenshot of the table at round $t=10$, as seen by a participant. In this round, the participant has already visited and rated two cells marked with black crosses. The participant just visited the third cell of value 21 and must rate that cell on a 5 -star scale. The score of the participant will then depend on the considered rule: in the non-competitive Rule 1, the score will increase by 0 , and by 21 in the competitive Rule 2. (B) Pictures of the experimental room and $(C)$ of the user interface that participants used during the experiment.
in which individuals exchange and use the social information embedded in the traces of their past actions to perform the information search task.

Through the development of an interactive web application and the use of data-based modeling, we identify the behavioral and cognitive strategies combined with stigmergic interactions that govern individual decisions. The simulation results of our faithful computational model provide clear evidence that the collective behavioral dynamics observed in experiments can be predicted with the precise knowledge of the way individuals use and combine private and social information.

## Experimental Design

The experimental setup was designed to investigate in fully controllable conditions how groups of individuals leave and exploit digital traces using a simple 5 -star rating system similar to the ones used by many online marketplaces and platforms. There, users can evaluate products, services, or sellers, and exploit the ratings to help them find the best options corresponding to their expectation.

Here, we study the individual and collective performance of groups of 5 individuals in a task where each participant has to find the highest values in a $15 \times 15$ table of 225 cells, each containing a hidden value (see Fig. 1A). In our setup, the cells would represent the available options and their value would correspond to their intrinsic quality. SI-Appendix, Fig. S1 $A$ presents an example of a table used in our experiments, where the cell values are explicitly shown. Numbers with values ranging from 0 to 99 were randomly distributed in the cells of the table, and SI-Appendix, Fig. S1B shows the distribution of these cell values. To carry out these experiments, we developed an interactive web application that allows the 5 group members to independently explore the same table (see Fig. $1 B$ and $C$ ).

Each experiment includes 20 successive rounds. During each round, each participant has to successively visit and rate 3 distinct cells. Once a participant discovers the hidden value of a cell, they must rate that cell on a 5 -star scale. The round ends when everyone in the group has visited and rated 3 different cells.

At the start of the next round, the color of each cell in the table is updated according to the fraction of stars that have been used to rate the cell since the beginning of the experiment, that is, the number of stars in the cell divided by the total number of stars in all cells. The color scale varies between white ( $0 \%$ ) and black ( $100 \%$ ) through a gradient of shades of red (see SI-Appendix, Fig. S1C). Thus, the cells that have received the highest fraction of stars since the beginning of the experiment will be clearly visible to all the individuals belonging to the same group. The resulting color map on the table acts like a cumulative long-term collective memory for the group, which is updated at each round. Note that the subjects cannot infer the precise value of the fraction of stars in a cell from its color, but only a rough estimate. However, they can certainly exploit the colors to compare the fraction of stars in the different cells of the table and to identify the cells with a high fraction of stars. Fig. $1 A$ shows an example of a table displaying the participants' ratings as a color map after 10 rounds during one experiment.

We also investigate the impact of a competitive versus a non-competitive condition on the behavior of participants, and the individual and collective performance. In particular, we focus our analysis on the way individuals visit and rate cells and how they use the traces resulting from their ratings and those left by the other group members to guide their choices. In each experiment, we studied the individual and collective behaviors of two groups performing the same task in parallel and independently. In the non-competitive condition, hereafter called Rule 1, the actions (cell visits and ratings) of the participants do not affect the amount of reward they received at the end of an experiment that always remains constant. On the other hand, in the competitive condition, hereafter called Rule 2, the score of a participant increases at each round by the value of the cells they visit, but remains unaffected by their rating of these cells. Then, the cumulative score of participants over an entire session (12 experiments) determines their monetary reward, which depends on their ranking among the 10 participants and not just among the 5 members of their group (see Materials and Methods for the actual payment method).

This experimental design allowed us to study the impact of an intragroup competition, since each individual in a group competes with the 4 other members of their group. However, there is also an implicit intergroup competition, since each individual also competes with the 5 members of the other group for the best rank. SI-Appendix, Fig. S2 illustrates the actions performed by each participant in one group and the color maps associated with the cells in the table resulting from their ratings. SI-Appendix, Movies S1A (Rule 1) and S2A (Rule 2) show examples of the dynamics of a typical experimental run where the participants achieved a group score near the observed mean group score. In the corresponding SI-Appendix, Movies S3 and S4, we present an experimental run where the participants obtained a group score $50 \%$ higher than the observed mean group score. SI-Appendix, Movie S5 features the same results as Movies S1-S4 but without the cell values, to better identify the different shades of red and to better reflect what the subjects actually saw during the experiment.

In the next section, we present the results of this experiment mimicking several processes at play in actual 5 -star


Fig. 2. Collective performance and dynamics of collective exploration and ratings. For the non-competitive Rule 1 (blue) and competitive Rule 2 (orange), the symbols correspond to the experimental results, and the solid lines are the predictions of the model. (A) Probability distribution function (PDF) of the scores of individuals $S$, and $(B)$ of the groups $S$, respectively normalized by their theoretical maxima $S_{\max }$ and $S_{\max }=5 S_{\text {max }}$. The dotted vertical lines are the mean score in the experiment, and the dashed vertical lines are the mean scores in the model. (C) Average value of the cells visited at round $t, q(t)$ and $(E)$ up to round $t, Q(t)$. ( $D$ ) Average value of the cells visited weighted by their ratings at round $t, p(t)$ and $(F)$ up to round $t, P(t)$. (G) and (I) Inverse participation ratio of the visits, $\operatorname{IPR}(\mathbf{q}(t))$ and $\operatorname{IPR}(\mathbf{Q}(t))$, measuring the effective number of cells over which the visits are distributed at round $t$ and up to round $t$, respectively. $(H)$ and $(J)$ Inverse participation ratio of the ratings, $\operatorname{IPR}(\mathbf{p}(t))$ and $\operatorname{IPR}(\mathbf{P}(t))$, measuring the effective number of cells over which the ratings are distributed at round $t$ and up to round $t$, respectively. ( $K$ ) Fidelity to the cell value distribution of the distribution of visits, $\mathrm{F}(\mathbf{Q}(t), \mathbf{V})$, and, $(L)$ of ratings, $\mathrm{F}(\mathbf{P}(t), \mathbf{V})$.
rating systems: (i) the exploration by the participants of available options (cells in our experiment), which is greatly influenced by their current ratings; (ii) the rating on a 5 -star scale of the options selected by the participants, which ultimately affects the future ratings of these different options. The ratings in our experiments, seen by all participants, are digital traces eliciting stigmergic processes allowing the participants to collectively identify the best options. In addition, our basic research study also explores the impact of competition in this exploration/rating context, by submitting the participants to non-competitive or competitive incentives. Although this competitive aspect is less relevant in real-life situations exploiting 5 -rating systems, our experimental setup and our modeling approach allow us, more generally, to study the interplay between exploration strategies, rating strategies, private and shared information, and competition.

## Results

Collective Dynamics. In this section, we analyze the performance of individuals and groups, as well as the dynamics of collective exploration and ratings in both rules. To do so, we introduce a set of precise observables, which are described in detail in Materials and Methods: the score of individuals or the mean score of their group; the mean value of the cells weighted by the fraction of stars or the fraction of visits at round $t(p(t)$ and $q(t))$ or up to round $t(P(t)$ and $Q(t))$; the effective number of cells (inverse participation ratio; IPR) over which the stars and visits are distributed at round $t$ and up to round $t$; the fidelity $F$, which quantifies whether the distribution of stars or visits in each cell coincides with the actual distribution of the cell values.

Fig. $2 A$ and $B$ show respectively the probability distribu-
tion functions (PDF) of the score $S$ of individuals obtained after the 20 rounds and the score $\hat{S}$ of groups, i.e., the sum of the scores of the individuals belonging to the same group. In Rule 1, all scores are equal to 0 . Thus, in order to compare the individual and collective performance in the two rules, each individual is assigned a virtual score computed in the same way as in Rule 2. The mean score is higher in Rule 2, showing that this competitive condition provides a stronger incentive to visit high-value cells than in Rule 1: $\left\langle S / S_{\max }\right\rangle=0.24 \pm 0.01$ in Rule 1 vs. $\left\langle S / S_{\max }\right\rangle=0.40 \pm 0.01$ in Rule 2, where $S_{\max }=5420$ is the maximum theoretical score.

Fig. $2 C-F$ show that the average value of the visited cells increases with the number of rounds as the participants discover, visit, and rate cells with higher values. Although $p(t)$ and $P(t)$ are higher in Rule 1 than in Rule 2 (Fig. $2 D$ and $F)$, the average value of visited cells at round $t, q(t)$, and up to round $t, Q(t)$, are significantly higher in Rule 2 (Fig. $2 C$ and $E)$. As we will see later, this apparent paradox is due to the fact that the strategies used by individuals to rate cells in Rule 1 and Rule 2 are very different. In particular, in the competitive Rule 2, some individuals choose to give an average or even a low rating to cells having a high value, presumably to avoid reporting these cells to the other members of their group.

Fig. $2 G$ and $I$ show that individuals visit significantly more different cells in Rule 1 than in Rule 2, with $\operatorname{IPR}(\mathbf{Q}(t))$ growing up to the final round $t=20$ in Rule 1 , while it starts decaying after round $t=7$ in Rule 2. In particular, at the final round $t=20$ of the experiment, $\operatorname{IPR}(\mathbf{Q}(t=20))$ is roughly four times larger in Rule 1 than in Rule 2. As we will see in the next section, the lower exploration observed in Rule 2 is
mostly due to the fact that the individuals revisit a lot more cells with high values instead of exploring new cells, in order to maximize their score. Moreover, in each round, individuals allocate more stars in Rule 1 compared to Rule 2 (see Fig. 2H), but overall, they allocate stars to the same number of cells (see Fig. 2J).

Fig. $2 K$ and $L$ show that in both conditions, the fidelity increases with the round $t$, suggesting that the correlations between the participants' visits/ratings and the cell values increase with time. In the final round of the experiment, the fidelity of ratings $\mathrm{F}(\mathbf{P}(t=20), \mathbf{V})$ is significantly higher in Rule 1 than in Rule 2. As we mentioned previously, in Rule 1, the participants explore the table a lot more and their ratings better reflect the value of the cells that they have discovered.

Individual Behaviors. In this section, we characterize the behaviors of individuals and their strategies to visit and rate cells, i.e., the way they use social information in the form of colored traces resulting from their collective past actions. Moreover, we also quantify the impact of intragroup competition on their behaviors.

Choosing the cells to be visited. The probabilities of finding the cells with the highest values are higher in Rule 1 than in Rule 2 (see Fig. $3 A-C$ and SI-Appendix, Fig. S3). In Rule 1, individuals find the best cells more often than would be expected if they had searched randomly, illustrating the cooperative effect induced by the use of the digital traces by individuals within groups. In Rule 2, we observe the opposite phenomenon: individuals often revisit the cells that they consider high enough to improve their score, without taking the risk of exploring new low-value cells. However, this kind of hedging also hampers their ability to discover even better cells.

We define $V_{1}(t), V_{2}(t)$, and $V_{3}(t)$ as the average of the first-, second-, and third-best values of the cells visited by the participants at round $t$. Fig. $3 D-F$ shows that in both conditions, the average values of these 3 cells increase with round $t$. However, their average values are higher in Rule 2. Note that this is not in contradiction with the results shown in Fig. $3 A-C$. As a matter of fact, in Rule 1, individuals have no incentive to revisit cells with high values, so they continue exploring the table even if they have already found those cells. As already mentioned, in Rule 2, individuals have a clear incentive to revisit cells with high values that they can remember, and thus to explore the table less, so that they ultimately discover the cells with the highest values less often.

To confirm this interpretation, we quantify the way individuals revisit cells by defining, for $t>1, B_{1}(t), B_{2}(t)$, and $B_{3}(t)$ as the probability of revisiting at round $t$ the cells with the first-, second-, and third-best values of the previous round $(t-1)$. Figure $3 G-I$ show that individuals tend to revisit the cells with the best values, and more so as the value of the visited cells increases over time. In the final round of Rule 2, individuals revisit their first-, second-, and third-best cells of the previous round with respective probabilities $93 \%$, $87 \%$, and $66 \%$. In addition, these observables confirm that individuals explore the table more in Rule 1 than in Rule 2: at any round $t \geq 5$, the values of $B_{1}(t), B_{2}(t)$, and $B_{3}(t)$ in Rule 1 are typically less than one-third of the value in Rule 2.

Altogether, these results illustrate the strong impact of a competitive condition on the way individuals explore the table and select the cells they visit at each round.




Fig. 3. Quantification of individual behaviors for visiting cells. For the noncompetitive Rule 1 (blue) and the competitive Rule 2 (orange), symbols correspond to the experimental results, while solid lines are the predictions of the model. ( $A$ ) Probability to find the best cell, of value 99. ( $B$ ) Probability to find one of the four cells whose values are $86(\times 2), 85$, or 84 . (C) Probability to find one of the four cells whose values are $72(\times 2)$ or $71(\times 2)$. The black dashed and dotted lines correspond to the expected probabilities of two different visiting strategies: $i$ ) cells chosen randomly (full random search, dashed lines), and $i i$ ) cells chosen randomly among those that have not been already visited (sequential random search, dotted lines). ( $D-F) V_{1}(t), V_{2}(t), V_{3}(t)$ are respectively the value of the first-best cell, second-best cell, and third-best cell visited by the participants, as a function of the round $t$. (G-l) Probability $B_{1}(t), B_{2}(t), B_{3}(t)$ to revisit the first-best cell, the second-best cell, and the third-best cell of the previous round, as a function of the round $t>1$.

Rating the visited cells. SI-Appendix, Fig. S4 shows the average fraction of stars $\rho(v)$ that has been used to rate cells with value $v$ at the end of the experiment. $\rho(v)$ increases with $v$, showing that, on average, individuals give higher ratings to cells having high values and also revisit them more often. The experimental data can be fitted to the following functional form:

$$
\begin{equation*}
\rho_{\varepsilon, \alpha}(v)=\varepsilon \frac{1}{N}+(1-\varepsilon) \frac{v^{\alpha}}{\sum_{w} N_{w} w^{\alpha}} \tag{1}
\end{equation*}
$$

where $\varepsilon \in[0,1]$ and $\alpha$ are two parameters, $N=225$ is the total number of cells in a table, and $N_{v}$ is the number of cells with value $v$, such that $\sum_{v} N_{v} \rho_{\varepsilon, \alpha}(v)=1$. Note that the first term $\varepsilon / N$ quantifies the fraction of stars uniformly deposited in the cells, while the second term involving $\alpha$ accounts for the fact that high-value cells should attract more stars.

SI-Appendix, Fig. S5 shows the average number of stars used to rate a cell as a function of its value $v$. In Rule 1, the
average number of stars increases almost linearly with $v$. On average, individuals give 1 star to the cells with low values and 4.3 stars to the ones with very high values. In Rule 2 the situation is quite different, individuals give 2.5 stars to low-value cells, and then the average rating decreases to reach a plateau at about 1.5 stars for values higher than $v=25$. Thus, a cell will receive similar ratings regardless of its value between 35 and 99. This phenomenon suggests that in Rule 2, many participants adopt a non-cooperative/deceptive rating strategy, which effectively makes the information conveyed by the digital trace less discriminating. Overall, these results show that individuals give a much fairer rating to the cells they visit in Rule 1, as the examination of the fidelity has previously revealed.

Behavioral profiles of individuals. SI-Appendix, Figs. S6 and S7 show the average number of stars used to rate a cell as a function of its value $v$, for each participant, in Rule 1 and Rule 2, leading to three emerging rating patterns. Some individuals rate cells somewhat proportionally to their value, some rate cells independently of their value, and some others give ratings somewhat oppositely proportional to the cell values.

To quantify and classify these three behavioral profiles, we fit the average rating of each individual with a linear function of the cell value $v, u_{0}+u_{1} \times 5 v / 99$, where $u_{0}$ is the intercept and $u_{1}$ is the slope of the line. $u_{0}=0$ and $u_{1}=1$ would correspond to a strict linear rating of cells of value 0 to 99 , with 0 to 5 stars. Fig. 4 shows the distribution of $u_{0}$ and $u_{1}$ for all individuals. We identify three classes of behavioral profiles associated with two thresholds at $u_{\text {def-neu }}=-0.5$ and $u_{\text {neu-col }}=0.5$ corresponding to the two minima found in the distribution of $u_{1}$. Note that the two thresholds for these three classes are close to the thresholds found using Ward's clustering method on the slope parameter $u_{1}$ :

- The ratings of individuals with $u_{1} \geq u_{\text {neu-col }}$ increase with the cell values, i.e., they rate cells whose values are the lowest (resp. whose values are the highest) with a small number of stars (resp. a large number of stars; see Fig. 5A). Hereafter, we will dub these individuals as collaborators, since their rating strategy helps the other members of their group to identify the best cells ( $84 \%$ in Rule 1 and 13 \% in Rule 2).
- Individuals with $u_{\text {def-neu }} \leq u_{1}<u_{\text {neu-col }}$ rate cells with almost the same number of stars (on average, 3 stars in Rule 1, and 1.5 stars in Rule 2) regardless of their values (see Fig. $5 B$ ). Since the ratings of these individuals do not provide any distinctive information to the other group members, we will dub them as neutrals ( $13 \%$ in Rule 1 and $49 \%$ in Rule 2). Note that these neutral individuals do not form a homogeneous group. Indeed, some of them with $u_{0}$ close to 0 always give 0 or a very few stars whatever the cell value, hence essentially not participating in the rating and the marking of the cells. Some other neutrals with $u_{0}$ close to 5 always give a large number of stars or even 5 stars, thus marking all the cells they visit, while others do not have any consistent logic in the way they rate cells. This explains the wide range of intercepts $u_{0} \in[0,5]$ observed for neutrals in Fig. 4. Despite not giving distinctive ratings, most neutrals effectively help the other members of their group to identify the best


Fig. 4. Behavioral profiles of individuals. (Bottom-left) Scatter plot of the values of the two parameters $u_{0}$ and $u_{1}$ of the linear function, $u_{0}+u_{1} \times 5 v / 99$, used to fit each participant's ratings as a function of the value of the visited cells. In the non-competitive Rule 1, individuals are represented by circles, and in the competitive Rule 2, individuals are represented by squares. The color of the symbols corresponds to the behavioral profile of the individuals: collaborator (green), neutral (brown), and defector (red). The two horizontal lines at $u_{\text {def-neu }}=-0.5$ and $u_{\text {neu-col }}=0.5$ are the delimitations between the profiles. (Top-left) Histogram of the values of $u_{0}$. (Bottomright) Histogram of the values of $u_{1}$. (Top-right) The table gives the percentage of individuals for each of the behavioral profiles. See also SI-Appendix, Fig. S8A (for Rule 1 only) and $B$ (for Rule 2 only).
cells, since they often revisit these cells, and hence make them darker. We also address this point in the section below about optimized agents and in section B. 2 of the SI-Appendix, Supplementary Text.

- Individuals with $u_{1}<u_{\text {def-neu }}$ rate the cells in the opposite way to collaborators, resulting in deceptive ratings. Indeed, they attribute a small number of stars (resp. a large number of stars) to the cells whose values are the highest (resp. whose values are the lowest; see Fig. 5C). We will call these individuals defectors ( $3 \%$ in Rule 1 and $38 \%$ in Rule 2), since we interpret that the strong traces left on cells with very low values are meant to mislead other group members and prevent them from finding the best cells, especially in Rule 2. In addition, they also decide not to share the position of the best cells they have discovered, by giving them low ratings, and hence not marking them on the table.

Fig. $5 A, D$, and $G$ show that collaborators mostly rate cells whose values are less than 20 with 1 star, while the cells whose values are greater than 80 are rated with 5 stars. By contrast, Fig. $5 B, E$, and $H$ show that for the neutral individuals, the probability of rating a cell with a given number of stars does not depend on the cell value. Finally, Fig. 5 $C, F$, and $I$ show that the defectors' distribution of ratings presents an inverse pattern compared to that of the collaborators. Defectors poorly rate cells with high values, hence


Fig. 5. Rating strategies for the three behavioral profiles. ( $A-C$ ) Mean number of stars used to rate cells as a function of the cell's value $v$ for $(A)$ collaborators, (B) neutrals, and $(C)$ defectors in the non-competitive Rule 1 (blue) and the competitive Rule 2 (orange). ( $D-l$ ) Probability of rating a cell with 0 stars ( $P_{0}(v)$; magenta), 1 to 4 stars ( $P_{1234}(v)$; violet) and 5 stars ( $P_{5}(v)$; green) as a function of its value $v$, for the collaborators, neutrals, and defectors, and for the two rules. The probabilities of rating a cell of value $v$ with 1 to 4 stars have been averaged in $P_{1234}(v)$. The dots are the experimental data, and the solid lines are the predictions of the model.
hiding them from the other members of their group. Conversely, they rate cells having low values with a high number of stars, hence misleading others. Ultimately, defectors have access to more information than the other group members. Indeed, the defectors benefit from collaborators who give high ratings to cells having high values. Simultaneously, defectors strategically withhold their knowledge regarding the best cells that they have discovered, by refraining from marking such cells. Thanks to this asymmetric information (33)), adopting a defecting behavior can be beneficial in a competitive environment. Indeed, defectors have a higher probability of having the highest score in their group (see SI-Appendix, Fig. S9). However, in the absence of competition, there is no benefit in deception and one should expect fewer defectors. This is what we observe in our experiments, where Fig. 4 (inset table) shows that almost every participant adopts a cooperative behavior in Rule 1, while there is a large fraction of defectors in Rule 2.

Note that the subjects would participate in 2 experimental runs playing alone before participating in 10 runs with the 4 other members of their group in Rule 1 or Rule 2 (see SIAppendix, Supplementary Text). As expected, when playing alone, the participants behave as collaborators (with themselves), also showing that the participants understood well the principle of the experiment. This was confirmed by asking them to fill an anonymous questionnaire at the end of the
session.

Model. We now introduce a stochastic agent-based model to quantitatively identify the strategies for visiting and rating cells, and to understand their respective effects on individual and collective performance. In the model, we simulate groups of 5 agents playing a sequence of 20 consecutive rounds (3 visited and rated cells per round), exactly following the actual experimental procedure. The model, described in detail in Materials and Methods, consists of two steps that characterize the agents' visit and rating strategies.

The first step accounts for the visit strategy, i.e., which 3 cells an agent decides to visit in each round. This strategy allows for a variety of behaviors observed in the experiment:

- revisiting the first-, second-, and/or third-best cells already visited in the previous round, depending on their value (private memory; see Fig. 3 G-I);
- exploring a marked or unmarked cell (collective memory; see SI-Appendix, Fig. S4) according to its cumulative fraction of stars represented by the color of the cell in the actual experiment.

The visit strategy is the same for all agents, regardless of their behavioral profile (cooperator, neutral, or defector), as found experimentally, but is allowed to differ for the two conditions, Rule 1 and Rule 2.

The second step of the model addresses the rating strategy, i.e., the number of stars an agent uses to rate a visited cell as a function of its value. In the model, the rating strategy of agents depends on their behavioral profile (see Fig. $5(D-I)$ ), and is different for the two rules.

Model predictions. We consider groups of 5 agents, hereafter called MIMIC (see SI-Appendix, Movies S1B and S2B), reproducing the behaviors of human collaborators, neutrals, and defectors. Their behavioral profiles are drawn according to the corresponding fraction observed in the experiment (inset table of Fig. 4). The parameters for the rating strategies of collaborators, neutrals, and defectors have been estimated by fitting the probability to rate a cell with 0 or 5 stars (see Eqs. 5 and 6 in Materials and Methods) to the experimental data (see lines in Fig. $5(D-I)$, and SI-Appendix, Table S1). As for the parameters for the visit strategy, they have been estimated by minimizing the error between the experimental and the model results for a set of observables, using a Monte Carlo method (see SI-Appendix, Table S2). For all graphs, we ran $1,000,000$ simulations, so that the error bars in our simulation results are negligible on the scale of the presented graphs.

Fig. 2 shows that simulations of the model with MIMIC agents quantitatively reproduce the performance of individuals and groups and the observables used to characterize the dynamics of collective exploration and ratings in both rules, as measured in the experiment. The model also quantitatively reproduces the dynamics of the average value of the first-best, second-best, and third-best cells visited by individuals during the different rounds (Fig. $3 D-F$ ), along with the probability to revisit each of these 3 best cells at the next turn (Fig. $3 G^{-}$ $I)$. In addition, the model reproduces fairly the fraction of collaborators, neutrals, or defectors according to their rank at the end of the experiment and the negative impact of the
number of defectors on collective performance (SI-Appendix, Fig. S9). The model also predicts with great accuracy the nontrivial results of Fig. $3(A-C)$, and SI-Appendix, Fig. S3 that were commented above.

These results suggest that the behavioral mechanisms implemented in the model constitute an excellent representation of the processes by which individuals leave and use the traces to guide their choice, and how these processes are modulated in the presence of competition between individuals.

Finally, in the SI-Appendix, Supplementary Text, we also explore the model predictions for larger group sizes, larger tables, longer durations, and different types of visit and rating strategies.

Optimization of agents' performance according to specific objectives. We have also exploited our model to find agents that are optimized in different situations. To do this, we have used a Monte Carlo method to obtain all the parameters of the model that characterize the corresponding visit and rating strategies.

We first consider a situation in which we wish to maximize the score $S$ (as defined in Rule 2) of 5 identical agents (Opt-1 agents) in the same group and exploiting the same strategy (see SI-Appendix, Figs. S15 and S19A and SI-Appendix, Tables S1 $G$ and S 2 ). The inspection of the Opt-1 agents' resulting parameters and SI-Appendix, Fig. S15 show that they essentially only rate cells that have very high values, which they revisit at almost every round so that there is almost no exploration. These Opt-1 agents are strong collaborators, and their average score $\left(S / S_{\max }=67 \%\right)$ is markedly higher than the score of the human subjects in Rule $2\left(S / S_{\max }=40 \%\right)$. Note that, since the 5 Opt-1 agents are identical, they also maximize the total score of the group. This suggests that a situation where groups would compete (instead of individuals; intergroup instead of intragroup competition) should lead to the emergence of a collaborative behavior withing the groups, a situation that we plan to explore experimentally in a future work.

We then consider a situation in which we maximize the score of one agent competing with 4 MIMIC agents (see SI-Appendix, Figs. S16 and S19B and SI-Appendix, Tables S1H and S2). This scenario represents a more realistic situation where an individual seeks to maximize their score while competing against four other typical individuals. In this condition, the behavior of this optimized agent (Opt-2) is markedly different from that of Opt-1 agents, since the presence of MIMIC agents behaving as neutrals and defectors forces the Opt-2 agent to adapt its visit and rating strategy to cope with indiscriminate or even false social information. Interestingly, the optimization process leads to a neutral agent assigning 0 star to every visited cell, and hence not participating at all in the rating process. Note that, as already mentioned in the description of neutral agents above (and in section B. 2 of the SI-Appendix, Supplementary Text), a neutral agent assigning a non-zero number of stars to visited cells would effectively help the other members of its group to identify the best cells, since it would often revisit these cells. The average score of the Opt-2 agents is $S / S_{\max }=43 \%$, which is only slightly better than the average score of human subjects or MIMIC agents.

However, in our experiment, to obtain the maximum monetary reward, individuals were not strictly required to maximize their score but rather had to optimize their ranking among the 10 individuals in the two groups of 5 participants. In this
condition, the optimized Opt-3 agent competing against 4 (in its group) plus 5 (in the other group) MIMIC agents behaves as a defector (see SI-Appendix, Figs. S17 and S19C and SI-Appendix, Tables S1I and S2). On average, the Opt-3 agent obtains a rank of 4.57 (compared to a mean rank of 5.5) when ranked among the 10 agents of the two groups, and a rank of 2.50 within its own group (mean rank equal to 3 ). It is remarkable that the model predicts that deception is an emerging behavior in the conditions of our experiment.

Finally, it is interesting to consider the visit and rating strategies maximizing the fidelity of the distribution of ratings to the distribution of cell values in the final round, $\mathrm{F}(\mathbf{P}(t=20), \mathbf{V})$ (see SI-Appendix, Fig. S18 and SI-Appendix, Tables S1 and S2). If the number of rounds were infinite, the optimal strategy for these agents (Opt-4) would be to explore the table randomly and to rate cells proportionally to their value on a full scale of 0 to 5 stars (corresponding to $u_{0}=0$ and $u_{1}=1$ in Fig. 4). By using this strategy, the agents achieve a fidelity of 0.76 at round 20 (compared to 0.4 in Fig. 2L), and the fidelity would ultimately converge to 1 in the limit of an infinite number of rounds. Clearly, these Opt-4 agents achieve a very mediocre mean score of $S / S_{\max }=11 \%$ compared to that of the previous optimized agents, and even compared to MIMIC agents reproducing the experimental results, and to the human participants. It is worth noting that there could exist a better strategy to maximize the fidelity at round $t=20$, specifically tailored for the finite 20 -round setting used in the actual experiment.

## Discussion

The ability to exploit the traces left in the environment by the action of organisms is one of the simplest and oldest mechanisms used to coordinate collective behaviors in biological systems (34-36). In humans, over the past thirty years, the massive development of the Internet, together with applications that extensively use digital traces left voluntarily or not by their users, have reinforced the need to understand how these traces influence individual and collective behaviors (25, 37-39).

In this work, we have measured and modeled the way groups of individuals leave and use digital traces in an information search task implementing a 5 -star rating system similar to the ones used by many online marketplaces and platforms such as Amazon, TripAdvisor, or eBay, in which users can evaluate products, services, or sellers. Although we certainly do not claim that our experimental setup captures all the processes at play in these real-life situations, it shares with them an exploration of the available options (cells in our experiment; products for an online store) greatly influenced by their current ratings, and a rating of the selected options by the participants, allowing the ratings to evolve dynamically. However, real rating systems usually provide the users with not only the mean rating of an available option, but also the number of ratings for this option, which allows them to modulate their confidence in the different ratings.

Our experiment considered two different rules, with Rule 2 implementing a monetary incentive for participants to perform well, resulting in an explicit competition, absent in Rule 1.

Our experimental results show that groups of individuals can use colored traces resulting from their ratings to coordinate their search and collectively find the cells with the highest
values in a table of hidden numbers. These traces constitute a form of long-term collective memory of the past actions performed by the group $(21,40)$. Combined with the individual short-term memory of the value of the cells already visited, these traces determine the choice of the cells ultimately visited by the participants.

However, our results have also revealed profound disparities in the way individuals use social information resulting from these colored traces to guide them in their tasks, and also in the way they choose to deliver information to other group members through their ratings. We have identified three behavioral profiles (collaborators, defectors, and neutrals) that essentially account for the way in which individuals rate cells. Collaborators cooperate by leaving a trace whose intensity positively correlates with the hidden value of the cells, while the defectors adopt an opposite behavior. Neutral individuals constitute a sizable fraction of the group members ( $13 \%$ in Rule 1 and $49 \%$ in Rule 2) and their ratings are essentially uncorrelated with the actual value of the cells. Yet, the marks that they leave, even if they do not directly inform about the value of the cells, nevertheless induce a cooperative behavior, since neutrals often revisit the high-value cells in a way statistically indistinguishable from the collaborators and defectors.

The information contained in the traces can thus be manipulated by individuals depending on the context, competitive or not, in which the task is performed. Therefore, one may expect that when a situation becomes competitive, individuals should pay less attention to the socially generated traces since the reliability of the information contained in the trace decreases. Previous works in social decision-making have indeed shown that there exists a causal link between mistrust and a decrease in information sharing, and that the fear of being exploited can be a reason for group members to withhold accurate information (41, 42). This clearly occurs in Rule 2 , where $87 \%$ of individuals provide indiscriminate (neutrals) or false (defectors) information, whereas $84 \%$ of individuals (collaborators) provide reliable information in Rule 1.

Despite participants achieving higher scores in the competitive Rule 2 than in Rule 1, by exploring less and revisiting the best cells more, the fidelity of the cumulative trace resulting from their ratings is more faithful to the actual distribution of cell values in Rule 1 than in Rule 2. In other words, there is a better relation (more faithful) between the final rating of a cell and its true value in Rule 1 than in Rule 2, although this relation that we measured remains nonlinear.

We used these experimental observations to build and calibrate a model that quantitatively reproduces the dynamics of collective exploration and ratings, as well as the individual and collective performances observed in both experimental conditions. In particular, this agreement between the model and the experiment is quantified by exploiting a series of subtle observables: PDF of the score, fidelity, inverse participation ratio, probability of revisiting cells depending on their values... Note that an important added value of our model is to offer (via the analysis of its parameters) a direct and quantitative interpretation of the visit and rating strategies for the three observed behavioral profiles of human participants, and also for different types of optimized agents. The analysis of individual behaviors combined with the simulations of the computational model shows that competition reinforces the weight of private
information (i.e., the individual's memory of the cells already visited) compared to social information (i.e., the collective memory of the group shown on the shared colored table) in the choice of cells that are visited.

The analysis of the model shows that a cooperative effect induced by the trace emerges as soon as there exists a minimal level of marking on cells, and that the fidelity of the ratings increases with cooperation. The model also shows that the trace induces weak cooperation even in groups of defectors, provided they rate cells with a large enough number of stars, simply because they revisit the cells whose values are the highest. In this case, individual memory plays a major role in the collective performance of these defectors. Furthermore, the model predicts that the cooperative effect induced by the traces and the average performance of individuals increases with group size. This property results from the stigmergic interactions between individuals that make it possible to amplify at the group level the information about the location of cells whose values are the highest. Similar properties are observed in many species of ants that use pheromone trail laying to coordinate collective foraging activities and to find the best food sources in their environment $(43,44)$. The model also allowed us to explore the dynamics of the system in different conditions (number of agents and their behavioral strategy, size of the table, number of rounds...), and to investigate the optimal agents' strategy depending on diverse specified objectives. Our analysis shows that the maximal score is obtained for collaborative agents (Opt-1), suggesting that inner-group collaboration should emerge from intergroup competition. Interestingly, the model also predicts that a defector behavior emerges for an agent (Opt-3) aiming at optimizing its rank among the 10 participants of 2 groups, in the same conditions as in our experiment.

As our model was deliberately designed to prioritize relative simplicity, it consequently presents a notable limitation by not incorporating a possible explicit time-dependence in the parameters that quantify the visit and rating strategies. Indeed, the perceived importance of a cell with a given color may vary between the beginning and the end of an experimental run. In fact, in the model, the time-dependence of a subject's actions only results from the explicit time-dependence of the cell colors and of their 3 best discovered cells. Again, we did not consider, say, time-dependent visit parameters ( $\varepsilon$ and $\alpha$ parameters), for the sake of simplicity of the model, but also due to the fact that identifying the possible time-dependence of these parameters with reasonable statistical accuracy would require a much larger dataset. Yet, despite the model's imperfection in reproducing certain observables, the worst agreement between experimental and model results typically remains within 2 experimental standard errors (for instance, see Fig. 2I for Rule 1). Considering the number and diversity of observables that we have considered (see figures in the main text and the SI-Appendix), this level of agreement can be regarded as very satisfactory, suggesting that the model grasps the main ingredients of the actual visit and rating dynamics.

Finally, we would like to strongly emphasize that our experimental setup coupled to our predictive model is extremely rich and versatile. Indeed, it can be straightforwardly adapted to the investigation of many other interesting aspects of stigmergic processes, as well as the respective impacts of intragroup and intergroup competition on the emergence of cooperation
in human groups. In fact, our web application also permits the inclusion of bots (for instance, MIMIC or OPT agents) competing with human subjects in the same group of controllable size, which offers the possibility to investigate the behavior of a subject depending on the composition of their group. Moreover, we have also designed an identical version of our interactive web application which can be deployed on the Internet, and which could be used to conduct large-scale experiments. We plan to explore these different avenues in future works.

Ultimately, understanding and modeling the processes that govern the influence of social information embedded in digital traces on individual and collective behavior is a crucial step to developing personalized decision-making algorithms as well as artificial collective intelligence systems based on stigmergy (26, 45,46 ).

## Materials and Methods

Ethics statement. The aims and procedures of the experiments were approved by the Ethics Committee of the Toulouse School of Economics (TSE). All participants provided written consent for their participation.

Experimental procedure. We conducted two series of experiments, the first one in December 2021 to study the competitive condition (Rule 2) and the second one in December 2022 to study the non-competitive condition (Rule 1). A total of 175 participants were recruited, of which 75 ( 40 females, 35 males) participated in experiments with Rule 1 and 100 ( 47 females, 53 males) participated in experiments with Rule 2. Each participant could participate in a maximum of two different sessions. The participants were mostly students at the University of Toulouse, with an average age of 22 .

All experiments were carried out at the TSE Experimental Laboratory. After entering the experimental room and before starting the experiment, the participants signed the consent form, were explained the rules, the payment conditions, the anonymity warranty, and were asked to shut down their mobile phones. The participants would then be seated in randomly assigned cubicles (anonymously linked to an ID in our database) that prevented interactions between them (see Fig. 1B).

Experiments were conducted using a custom-made interactive web application developed in part in collaboration with the company Andil (www.andil.fr). Participants were presented with the same $15 \times 15$ table of 225 cells on their respective computer screen, with each cell associated with a hidden value in the range $0-99$. Examples of such tables were provided during the instruction phase. The tables used in the experiments were generated by randomly shuffling the same set of values (see SI-Appendix, Fig. S1B). Thus, all tables contained the same set of values, only randomly arranged in the table (see SI-Appendix, Fig. S1A).

We conducted a total of 10 sessions with Rule 1 and 15 sessions with Rule 2. At the beginning of each session, each participant performed two consecutive experiments alone (see SI-Appendix, Supplementary Text for the analysis of these experiements). The main goal was to ensure that each participant understood the use of the web interface and to measure their spontaneous behavior when the only information available was the digital trace resulting from its own activity. Then, the participants were randomly divided into two groups of five and performed 10 successive experiments. During each experiment, the two groups explored different tables that changed during the different experiments.

Each experiment consisted of 20 consecutive rounds, in which each participant had to visit and rate 3 different cells within a recommended time of 20 seconds per round, beyond which a warning would flash on the screen of late participants. A round would end when all participants in the group had visited and rated 3 cells, and the color of the cells in the table would be updated according to a palette of shades of red that translate the fraction of stars allocated to each cell since the start of the experiment (see SI-Appendix, Fig. $\mathrm{S} 1 C$ ). participants would then move on to the next round.

In the non-competitive condition (Rule 1), each participant had to find the cells with the highest values in the table, but their actions (visiting and rating cells) were not translated into a score. In the competitive condition (Rule 2), the score of each participant would increase at each round by the value of the 3 cells they had visited, but it remained independent of the ratings given to these visited cells. Hence, in Rule 2, the participants' main task was to discover the cells with the highest values, while maximizing their score, and ultimately, their payment at the end of the session. Note that we ultimately introduced a notion of score in Rule 1, to compare the results in the two rules (see Fig. 2 A and B), although, again, the participants in Rule 1 experiments were never told about any notion of score.

Accordingly, all participants were paid the same $10 €$ at the end of a Rule 1 session. In Rule 2, the 10 participants, from the 2 groups of 5 , were ultimately ranked and paid according to their cumulated score at the end of the session. The participant ranked first was paid $25 €$, the second was paid $20 €$, the third was paid $15 €$, and the participants ranked from the 4 th to the 10 th place were paid $10 €$ each.

Observables used to quantify the collective behavior. We define $p_{c}(t)$ as the fraction of stars received by a cell $c$ at round $t$. The set of $p_{c}(t)$ for all cells $c$ forms a vector $\mathbf{p}(t)$ of size 225 (vectors are shown in boldface). Another vector of interest is the vector $\mathbf{P}(t)$ of the cumulated fraction of stars $P_{c}(t)$ that have been attributed to each cell from the beginning up to round $t$ included. Similarly, $\mathbf{q}(t)$ and $\mathbf{Q}(t)$ are vectors whose coordinates $q_{c}(t)$ and $Q_{c}(t)$ represent the fraction of visits received by each cell at round $t$ and up to round $t$, respectively.

From the definition of $p_{c}(t)$ and $P_{c}(t)$, we can define the average value of cells visited by the participants weighted by their ratings (fraction of stars) at round $t, p(t)=\sum_{c} p_{c}(t) V_{c} / v_{\max _{1}}$, where $v_{\max _{1}}=99$ is the highest value of a cell. In general, we have $p(t) \leq 1$, and $p(t)=1$ would correspond to all members of a group only giving a non-zero number of stars to the cell of value 99 at round $t$. Similarly, we define the cumulated quantity, $P(t)=\sum_{c} P_{c}(t) V_{c} / v_{\max _{1}}$, the average value of cells visited by the participants weighted by their ratings (fraction of stars) up to round $t$. Hence, $p(t)$ and $P(t)$ quantify the instantaneous and cumulated distribution of stars in relation to the value of the visited cells. In particular, a high value of $P(t)$ (in particular at the final round $t=20$ ) indicates that the participants have concentrated the allocation of stars on high-value cells. Conversely, a low value of $P(t)$ suggests a degree of deception, with participants allocating a high fraction of stars to low-value cells, as observed for Rule 2 where many participants are defectors.

In both rules, participants were explicitly asked to discover cells having high values. However, in Rule 2, their score would increase by the value of the cells they visit, thus providing an incentive that affects the way they visit and/or revisit cells during successive rounds. To quantify this (re)visiting behavior, we consider the normalized average value of the cells visited at round $t, q(t)=$ $\sum_{c} q_{c}(t) V_{c} \times 3 /\left(v_{\max _{1}}+v_{\max _{2}}+v_{\max _{3}}\right)$, where $\mathbf{V}$ is the vector of the cell values $V_{c}$, and $v_{\max _{1}}, v_{\max _{2}}, v_{\max _{3}}$ are respectively the first-best, second-best, and third-best values of the cells in the table. This observable is normalized so that $q(t)=1$ corresponds to the best theoretical performance, i.e., when every individual would visit the three best cells of the table at round $t$. Similarly, we introduce $Q(t)$ that cumulates all visits up to round $t$ and which is defined by the same expression replacing $q_{c}(t)$ by $Q_{c}(t)$. Note that, in Rule 2, since the score of the participants is increased by the value of their visited cells, $q(t)$ and $Q(t)$ directly quantify the instantaneous and cumulated performance of the group. In Rule 1, the participants had no notion of score, but $q(t)$ and $Q(t)$ allow us to characterize the dynamics of their visits, and to compare it with that for Rule 2.

To quantify the exploration behavior of the table by the participants, we introduce the inverse participation ratio (IPR) of the probability vectors $\mathbf{q}(t), \mathbf{Q}(t), \mathbf{p}(t)$, and $\mathbf{P}(t)$. For a given probability distribution $\mathbf{X}=\left\{X_{c}\right\}$, the IPR of $\mathbf{X}$ is defined as $\operatorname{IPR}(\mathbf{X})=1 / \sum_{c} X_{c}^{2}$. For the 4 vectors considered here, the IPR measures the effective number of cells on which the visits or the ratings are concentrated, at round $t$ or up to round $t$. Indeed, if a probability vector $\mathbf{X}$ is equally distributed over $n$ cells among $N$,
we have $X_{c}=1 / n$ on these cells, and $\operatorname{IPR}(\mathbf{X})=1 /\left[n \times(1 / n)^{2}\right]=n$, showing that the IPR measures the effective number of cells over which a probability distribution is spread.

We are also interested in the relationship between the hidden values of the cells in the table and the fraction of visits or ratings that these cells have received up to round $t$. This relation is quantified by the fidelity F , which is defined as $\mathrm{F}(\mathbf{X}, \mathbf{V})=\sum_{c} \sqrt{X_{c} V_{c} / \sum_{c^{\prime}} V_{c^{\prime}}}$, where $\mathbf{X}$ is $\mathbf{Q}(t)$ or $\mathbf{P}(t)$. The fidelity F takes values in the interval $[0,1]$ and is equal to 1 if and only if the probability vector $\mathbf{X}$ is proportional to the vector of cell values $\mathbf{V}$, which then corresponds to a perfect fidelity. Indeed, the fidelity can be seen as the scalar product between the vector of coordinates $\sqrt{X_{c}}$ (of unit Euclidean norm, since $\sum_{c^{\prime}}{\sqrt{X_{c^{\prime}}}}^{2}=\sum_{c^{\prime}} X_{c^{\prime}}=1$ ) and the normalized vector proportional to $\sqrt{V_{c}}$. Hence, the fidelity measures how wellaligned these two vectors are and is in fact related to the Hellinger distance between the two distributions. In the context of a real-life 5 -star rating system, a high fidelity of the cumulated ratings $\mathbf{P}(t)$ would indicate that the ratings provide a fair representation of the actual value of the different options. Of course, in this context, these intrinsic values of the available options are generally unknown. But our experimental setup provides a simpler context where this relation between the ratings (or the visits) of the different options (the cells, in our experiment) and their intrinsic value (the cell values) can be investigated.

Model. The agent-based stochastic model includes two components: (i) the agents' strategy for visiting cells; (ii) their strategy for rating the visited cells.

Visit strategy. In the first round $(t=1)$, the agents have no information, therefore the selection of the 3 cells is fully random. For the other rounds $(t>1)$, the agents adopt the following strategy. For each cell $i=1,2,3$ to visit, they either choose the $i$ thbest cell visited in the previous round, of value $V_{i}(t-1)$, with probability $P_{i}^{\mathrm{R}}\left(V_{i}(t-1)\right)$, or explore other cells with probability $1-P_{i}^{\mathrm{R}}\left(V_{i}(t-1)\right)$, with:
$P_{i}^{\mathrm{R}}\left(V_{i}(t-1)\right)=\left\{\begin{array}{l}0 \\ \frac{V_{i}(t-1)-a_{i}}{99} b_{i} \\ 1\end{array}\right.$
if $V_{i}(t-1)<a_{i}$
if $a_{i} \leq V_{i}(t-1)<a_{i}+\frac{99}{b_{i}}$
otherwise
where $a_{i}$ and $b_{i}>0$ are parameters. An agent never replays a cell of value $V_{i}(t-1)<a_{i}$ and always replays a cell of value $V_{i}(t-1)>a_{i}+99 / b_{i}$ (when this threshold is less than 99, the maximum value of a cell). Between these two thresholds, the probability to revisit the $i$ th-best cell linearly interpolates between 0 and 1. The functional form in Eq. 2 is rich enough to be able to capture diverse behaviors, while only using 2 free parameters for each of the 3-best cells, and is in fact consistent with indirect measurements of these probabilities.

When an agent does not visit one of the 3 cells visited in the previous round, it explores other cells in the table. This is done by associating to each cell $c$ a probability $P^{\mathrm{E}}(c, t)$ to be selected at round $t$ :

$$
\begin{equation*}
P^{\mathrm{E}}(c, t)=\varepsilon \frac{1}{N}+(1-\varepsilon) \frac{P_{c}^{\alpha}(t-1)}{\sum_{c^{\prime}} P_{c^{\prime}}^{\alpha}(t-1)} \tag{3}
\end{equation*}
$$

where $P_{c}(t-1)$ is the fraction of stars deposited in cell $c$ up to time $t-1$, and $\varepsilon \in] 0,1]$ and $\alpha>0$ are parameters. If the selected cell is one of the 3 cells visited in the previous round, another one is selected according to Eq. 3. In Eq. 3, the parameter $\varepsilon$ controls the amount of exploration of unmarked cells compared to the marked ones: the higher the value of $\varepsilon$, the more random the selection, i.e., independent of the cell color. The exponent $\alpha$ controls the selection of a cell among the marked ones. A high value for $\alpha$ would result in a preferential selection of the highly marked cells, while a small value for $\alpha$ would lead to a more homogeneous selection of a cell among the marked ones. The simple functional form in Eq. 3 is inspired by the experimental results of SI-Appendix, Fig. S4, which are well-fitted by the similar functional form in Eq. 1.

The values of the 8 parameters appearing in Eqs. 2 and 3 and characterizing the visit strategy of MIMIC agents in Rule 1 and Rule 2 are reported in SI-Appendix, Table S2.

Rating strategy. Looking at the probability of rating a cell with $s$ stars for each profile (SI-Appendix, Fig. S10), one notes that, except for the collaborators in Rule 1, individuals mostly rate a cell with 0 or 5 stars, and that the other ratings with $1,2,3$, or 4 stars are less common and have a comparable probability. Therefore, in the model, the probabilities of rating a cell with 1 to 4 stars are set equal and are obtained by imposing the probabilistic normalization condition $\sum_{s=0}^{5} P_{s}(v)=1$, for each value of $v$. In other words, for $s=1,2,3,4$, we obtain

$$
\begin{equation*}
P_{s}(v)=P_{1234}(v)=\frac{1}{4}\left(1-P_{0}(v)-P_{5}(v)\right) . \tag{4}
\end{equation*}
$$

For $s=0$ and $s=5$, the probability $P_{s}(v)$ to rate a cell of value $v$ with $s$ stars is given by
$P_{s}(v)= \begin{cases}c_{s}+d_{s} \tanh \left(\frac{v-e_{s}}{99} f_{s}\right) & \text { for collaborators/defectors } \\ c_{s}^{\prime}+d_{s}^{\prime} \frac{v}{99}, & \text { for neutrals }\end{cases}$
where $c_{s}, d_{s}, e_{s}, f_{s}, c_{s}^{\prime}$, and $d_{s}^{\prime}$ are parameters which must satisfy the property that, for all values of $v, P_{0}(v)+P_{5}(v) \leq 1$.

However, the $P_{1234}(v)$ approximation is not valid for the collaborators in Rule 1, who use the whole rating scale to rate cells proportionally to their values. Therefore, for these collaborators, we write for $s=1,2,3,4,5$,

$$
\begin{equation*}
P_{s}(v)=d_{s}^{\prime \prime} \exp \left(-\left(\frac{v-e_{s}^{\prime \prime}}{99} f_{s}^{\prime \prime}\right)^{2}\right), \tag{6}
\end{equation*}
$$

where $d_{s}^{\prime \prime}, e_{s}^{\prime \prime}$, and $f_{s}^{\prime \prime}$ are parameters which must satisfy the property that, for all values of $v, \sum_{s=1}^{5} P_{s}(v) \leq 1$. Finally, we set $P_{0}(v)=$ $1-\sum_{s=1}^{5} P_{s}(v)$.

The functional form of Eqs. 5 and 6 are well adapted to fit the corresponding probabilities observed in the experiment (see Fig. 5 ( $D-I$ ) and SI-Appendix, Fig. S10A), while allowing to capture very diverse behaviors. SI-Appendix, Table S1 presents the values of the parameters appearing in the fitting functional forms of Eqs. 5 and 6.

Determination of model parameters. For the MIMIC agents, the 8 parameters of the visit strategy have been determined by minimizing the error between a set of $n$ round-dependent observables, $O_{1}(t), \ldots, O_{n}(t)$, measured in the experiment (by averaging them over every experiment for each of the two considered rules) and the corresponding set of observables, $\hat{O}_{1}(t), \ldots, \hat{O}_{n}(t)$, obtained from extensive simulations of the model (averaging over 1,000,000 numerical experiments for each rule). The error is hence defined by

$$
\begin{equation*}
\Delta=\sum_{i=1}^{n} \frac{\sum_{t=1}^{20}\left(\hat{O}_{i}(t)-O_{i}(t)\right)^{2}}{\sum_{t=1}^{20} O_{i}^{2}(t)} \tag{7}
\end{equation*}
$$

The set of round-dependent observables considered for the computation of this error $\Delta$ consists in the following quantities: $q(t)$, $Q(t), p(t), P(t), \operatorname{IPR}(\mathbf{q}(t)), \operatorname{IPR}(\mathbf{Q}(t)), \operatorname{IPR}(\mathbf{p}(t)), \operatorname{IPR}(\mathbf{P}(t))$, $\mathrm{F}(\mathbf{Q}(\mathbf{t}), \mathbf{V}), \mathrm{F}(\mathbf{P}(\mathbf{t}), \mathbf{V}), V_{1}(t), V_{2}(t), V_{3}(t), B_{1}(t), B_{2}(t)$, and $B_{3}(t)$. We checked that other sets - in particular, smaller sets - of observables would lead to very comparable results (in particular, in Figs. 2 and 3), fitting some observables slightly better and some others slightly worse, and leading to similar results for the functions characterizing the visit strategy in Eqs. 2 and 3.

To minimize the error in Eq. 7, we have used a Monte Carlo method at zero temperature. At each Monte Carlo step, a small random change is introduced in one of the randomly selected parameters. If the error $\Delta$ decreases, the new value of the parameter is accepted; otherwise, the old value of the parameter is conserved. The minimization procedure ends when the error stops decreasing. To account for possible multiple local minima of the error, we started the Monte Carlo simulations from several initial values of the parameters. We kept the final parameters, leading to the smallest error. Note that the final parameters obtained in different low-error Monte Carlo runs were found to result in similar functions characterizing the visit strategy in Eqs. 2 and 3.

Finally, to obtain the parameters of the visit and rating strategies of the optimized agents (Opt-1, Opt-2, Opt-3, Opt-4), we have
exploited a similar zero-temperature Monte Carlo method as described above. However, instead of minimizing an error, we have maximized the score (Opt-1 and Opt-2) or the ranking (Opt-3) of the agent, or the fidelity $\mathrm{F}(\mathbf{P}(t=20), \mathbf{V})$ in the final round (Opt-4).

Computation of the error bars. Error bars for the experimentally measured observables correspond to a level of confidence of $68 \%$ and were determined by exploiting the bootstrap method. Bootstrap is a particular type of Monte Carlo method that evaluates the properties of statistical parameters from an unknown probability distribution by repeated random drawings with replacement from a sample (47). The bootstrap method starts by creating $M$ artificial sets of $N$ experiments by drawing with replacement $N$ experiments among the $N$ original ones. This means that some actual experiments can be drawn more than once in an artificial set, while other experiments may not occur in this set. One can then compute a given observable on every artificial set and obtain its distribution, ultimately leading to confidence intervals. In our case, the independent experiments are the 10 trials played by a group of 5 individuals. Therefore, we have $N=20$ experiments for Rule 1, and $N=15$ experiments for Rule 2, and we used $M=10,000$ artificial sets to generate bootstrap distributions.

For the numerical simulations of the model, the results correspond to an average over $1,000,000$ runs, so that the error bars are negligible on the scale of the presented graphs.
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## Supporting Information Text

A. Behavioral Profiles of Individuals Playing Alone versus in a Group. Before carrying out the experiments in groups, we studied the behavior of the participants playing alone, each individual exploring a different table during two successive rounds and seeing only their own traces (see SI-Appendix, Fig. S11). SI-Appendix, Fig. S12A shows that individuals rate the cells similarly to collaborators in groups, except that they rate a low-value cell with 1 star, presumably to remember the cells that they had already opened. Supplementary Fig. $11 B$ and $C$ show that in Rule 1, the majority of individuals adopt a collaborative behavior when alone and keep this behavior when they are in a group. On the other hand, in Rule 2, many individuals who adopted a collaborative behavior when playing alone switch to a neutral or defector behavior type when they are in a group.

## B. Additional Model Predictions.

B.1. Impact of the number of rounds and group size on individual performance and collective dynamics. SI-Appendix, Fig. S13 shows that after 100 rounds instead of 20 rounds, the normalized score of individuals and groups has increased by $60 \%$ in Rule 2. Beyond round 50 , the values of the observables used to quantify the dynamics of collective exploration and ratings begin to saturate. From one round to another, the MIMIC agents revisit almost exclusively the same cells whose values are very high. At the end of the 100 rounds, in Rule 2 the value of their best cell is $V_{1}(t=100) \simeq 84$, and the agents revisit their best cell with a probability $B_{1}(t=100) \simeq 1$.

SI-Appendix, Fig. S14 shows the impact of group size on the scores of individuals and groups and the dynamics of collective exploration and ratings. We compare the simulation results obtained with groups of 5 MIMIC agents exploring a table of 225 $(15 \times 15)$ cells and groups of 20 MIMIC agents exploring a table four times larger, 900 cells ( $30 \times 30$ ). These larger tables were obtained from the combination of four identical tables of 225 cells so that the proportion of each cell value does not change. For instance, in a table of 900 cells, there are four cells with a value of 99 , but their proportion $(1 / 225)$ is the same as in the smaller tables. The dynamics of the inverse participation ratio (IPR) of $\mathbf{p}(t), \mathbf{P}(t), \mathbf{Q}(t)$, and $\mathbf{Q}(t)$ reveal that large groups do not visit four times more cells than small groups, but instead, they concentrate their visits on a few cells with high values. Individuals also have a higher probability of finding the cells with the best values. However, despite these differences, the score remains unchanged. Finally, in Rule 1, the probability that individuals find the best cells at the end of an experiment is much larger in groups of 20 MIMIC agents. Altogether, these results suggest that cooperation induced by stigmergic interactions and the way individuals use the traces resulting from past actions increase with group size.
B.2. Impact of the rating strategy on agents' performance and the fidelity of ratings. To better understand the impact of the rating strategy on individual performance, we studied the collective behaviors of groups of 5 agents having a linear rating strategy. These agents rate a cell in proportion to its value, $v$, with $u_{0}+u_{1} \times 5 v / 99$ stars, where $u_{0}$ and $u_{1}$ are respectively the intercept and the slope of the line (see Fig. 4 of the main text). When $u_{1}>0$, the number of stars used to rate a cell increases with its value $v$ (like for a cooperator), while when $u_{1}<0$, the number of stars used to rate a cell decreases with its value $v$ (like for a defector). As $u_{0}$ increases, agents use a larger number of stars to rate a cell of a given value. Moreover, the combinations of parameters $u_{0} \leq 0$ and $u_{1} \leq 0$ correspond to a situation in which the agents rate all cells with 0 star, as some actual neutrals do in the experiment. Finally, the visit strategies of these agents are the same as those used by the MIMIC agents in each of the two conditions, Rule 1 and Rule 2 .

SI-Appendix, Fig. S20 presents the result of the respective impact of $u_{0}$ and $u_{1}$ on $(i)$ the average performance of individuals, (ii) the average value of cells visited by the participants weighted by their ratings, and (iii) the fidelity of ratings with respect to cell values, for each condition Rule 1 and Rule 2.

We first observe that when $u_{0}=0$, as soon as the agents start rating the cells with a non-zero number of stars, the resulting trace allows them to cooperate and significantly increase their performance, even for very low positive values of $u_{1}$. The results of the simulations also show that the agents get the best scores for negative values of $u_{0}$, which correspond to situations in which there exists a minimum threshold in the value of a cell that triggers the agents to rate that cell (e.g., when $u_{0}=-0.5$ and $u_{1}=0.5$ the threshold is at $v=20$ ). Moreover, the higher the value of $u_{0}$, the worse the performance of the agents. This results from the fact that in that condition, the agents use a very high number of stars with little discrimination in the ratings for different values of $v$. The resulting trace left on cells then provides much less information to the agents, leading to a lower level of cooperation and lower performance. Note however that for high values of $u_{0}$ (i.e., when $u_{0}>3$ ) and for weakly negative values of $u_{1}$ (i.e., when $-1<u_{1}<0$ ), there still exists weak cooperation between the agents. At first glance, this is rather counterintuitive, since for these parameters, agents are classified as neutrals or mild defectors. However, this phenomenon can be explained by the fact that, while the traces left by the agents in the initial rounds may not allow for the identification of cells with higher values, over time, cells with higher values will be revisited more often, resulting in a greater accumulation of marks compared to cells with lower values. Nevertheless, for values of $u_{1}$ that are even more negative, indicating strong defection, the tendency of agents to revisit high-value cells is insufficient to counterbalance the negative impact of assigning high ratings to cells with low values, which ultimately leads to decreased performance.

Finally, the presence of competition between agents (Rule 2) amplifies both the positive and negative effects of the trace compared to the non-competitive situation (Rule 1). Indeed, groups of agents with cooperative behavior ( $u_{1}>0$ ) increase their performance in Rule 2 with respect to the reference situation ( $u_{0}=u_{1}=0$ ); conversely, groups of agents with defective behavior $\left(u_{1}<0\right)$ strongly decrease their performance with respect to the reference situation.

A

| 44 | 99 | 0 | 28 | 3 | 0 | 4 | 2 | 1 | 9 | 1 | 0 | 8 | 11 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | 44 | 2 | 1 | 1 | 3 | 4 | 2 | 7 | 4 | 2 | 3 | 44 | 3 |
| 8 | 2 | 3 | 4 | 2 | 2 | 1 | 1 | 2 | 0 | 1 | 3 | 2 | 45 | 0 |
| 3 | 6 | 2 | 1 | 6 | 2 | 0 | 71 | 3 | 8 | 2 | 3 | 4 | 20 | 20 |
| 0 | 1 | 46 | 85 | 0 | 2 | 43 | 3 | 1 | 1 | 1 | 1 | 6 | 5 | 2 |
| 2 | 2 | 13 | 1 | 0 | 0 | 24 | 86 | 0 | 3 | 2 | 2 | 1 | 3 | 20 |
| 1 | 1 | 20 | 4 | 1 | 2 | 13 | 21 | 22 | 0 | 2 | 2 | 0 | 1 | 6 |
| 3 | 4 | 13 | 1 | 3 | 2 | 1 | 1 | 24 | 6 | 53 | 3 | 3 | 2 | 19 |
| 5 | 3 | 84 | 3 | 2 | 0 | 0 | 3 | 2 | 27 | 3 | 1 | 3 | 14 | 2 |
| 86 | 3 | 2 | 6 | 1 | 45 | 20 | 7 | 24 | 2 | 4 | 27 | 3 | 2 | 3 |
| 1 | 1 | 7 | 0 | 43 | 7 | 1 | 0 | 4 | 2 | 1 | 1 | 53 | 3 | 0 |
| 72 | 2 | 2 | 2 | 6 | 8 | 19 | 3 | 1 | 1 | 72 | 1 | 1 | 1 | 14 |
| 3 | 2 | 4 | 2 | 7 | 0 | 0 | 12 | 0 | 71 | 1 | 3 | 53 | 1 | 9 |
| 2 | 2 | 1 | 8 | 2 | 1 | 0 | 12 | 1 | 2 | 3 | 2 | 1 | 1 | 1 |
| 3 | 1 | 2 | 27 | 51 | 2 | 2 | 3 | 2 | 0 | 2 | 0 | 2 | 3 | 6 |
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Fig. S1. (A) Example of a $15 \times 15$ table used in the experiments and in the simulations of the model (see also SI-Appendix, Movies 1 and S 2 ). ( $B$ ) Distribution of the 225 values $v$ used in the tables. (C) Color scale of the visited cells as a function of the fraction of stars used to rate cells since the beginning of an experiment. White color corresponds to cells that have never been visited or to visited cells that have always been rated with 0 stars.


Fig. S2. Summary of the experimental protocol. During each round, each participant has to visit and rate successively 3 distinct cells. At the end of each round, the color of each cell in the table is updated according to the percentage of stars that has been used to rate the cell by the five individuals since the first round. The resulting color map on the table acts as a cumulative long-term collective memory for the group.


Fig. S3. ( $A$ ) First, ( $B$ ) second, and ( $C$ ) third-highest values discovered up to round $t$, as a function of the round $t$, in the non-competitive Rule 1 (blue) and the competitive Rule 2 (orange). The dots are the experimental data, and the solid lines are the predictions of the model. The highest values discovered are slightly higher in Rule 1 than in Rule 2, showing that the tendency of individuals to revisit cells (and thus to explore less) is higher in Rule 2 than in Rule 1.


Fig. S4. Average fraction of stars $\rho(v)$ used to rate cells of value $v$ at the final round $t=20$ in Rule $1(A)$ and Rule $2(B)$. The dots are the experimental data, and the solid lines are the predictions of the model. The black dashed lines correspond to Eq. 1 used to fit the data, with $\varepsilon=0.48$ and $\alpha=2.18$ in Rule 1 , and $\varepsilon=0.55$ and $\alpha=1.22$ in Rule 2.


Fig. S5. Average number of stars used to rate cells as a function of the cell's value $v$ in the non-competitive Rule 1 (blue) and the competitive Rule 2 (orange). The dots are the experimental data, and the solid lines are the predictions of the model. In Rule 1, the mean number of stars consistently increases with the value of the cell, showing that collaborators are prevailing in this case. On the other hand, in Rule 2, the early decay and ultimate saturation of the mean number of stars consitute a clear manifestation of the presence of a high fraction of defectors and neutrals among the participants.


Fig. S6. Average number of stars used to rate cells as a function of the cell's value in the non-competitive Rule 1. Each of the rectangles corresponds to the behavior of a single individual aggregated on the 10 experimental runs. The $x$-axis is the cell's value and goes from 0 to 100 and the $y$-axis is one-fifth of the number of stars used by the individual to rate a cell of a given value and goes from 0 to 1 . The dots are the experimental data, and the line is a linear fit of these data with the function $u_{0}+5 u_{1} v / 99$, where $u_{0}$ is the intercept and $u_{1}$ is the slope. Individuals are sorted from left to right and from top to bottom according to the value of the slope $u_{1}$. The color corresponds to the behavioral profile aggregated on the 10 experimental runs: green for collaborators, brown for neutrals, and red for defectors.
Note: Although the individuals' behavior has been defined on each experimental run in Fig. 4 of the main text, we chose to represent the aggregate behavior of each individual averaged over the 10 runs they played in a session, in order to limit the number of displayed graphs ( 100 instead of 1000 if all runs were shown). Therefore, the proportions of each behavioral profile slightly differ from those shown in Fig. 4 (see SI-Appendix, Table S3).


Fig. S7. Average number of stars used to rate cells as a function of the cell's value in the competitive Rule 2. Each of the rectangles corresponds to the behavior of a single individual aggregated on the 10 experimental runs. The $x$-axis is the cell's value and goes from 0 to 100 and the $y$-axis is one-fifth of the number of stars used by the individual to rate a cell of a given value and goes from 0 to 1 . The dots are the experimental data, and the line is a linear fit of these data with the function $u_{0}+5 u_{1} v / 99$, where $u_{0}$ is the intercept and $u_{1}$ is the slope. Individuals are sorted from left to right and from top to bottom according to the value of the slope $u_{1}$. The color corresponds to the behavioral profile aggregated on the 10 experimental runs: green for collaborators, brown for neutrals, and red for defectors.
Note: Although the individuals' behavior has been defined on each experimental run in Fig. 4 of the main text, we chose to represent the aggregate behavior of each individual averaged over the 10 runs they played in a session, in order to limit the number of displayed graphs ( 75 instead of 750 if all runs were shown). Therefore, the proportions of each behavioral profile slightly differ from those shown in Fig. 4 (see SI-Appendix, Table S3).


Fig. S8. Behavioral profiles of individuals in Rule $1(A)$ and Rule $2(B)$. For each subfigure: (Bottom-left) Scatter plot of the values of the two parameters $u_{0}$ and $u_{1}$ of the linear function used to fit each subject's ratings as a function of the value of the visited cells. The color of the symbols corresponds to the behavioral profile of the individuals: collaborator (green), neutral (brown), and defector (red). The two horizontal lines at $u_{\text {def }- \text { neu }}=-0.5$ and $u_{\text {neu-col }}=0.5$ are the delimitations between the profiles. (Top-left) Histogram of the values of $u_{0}$. (Bottom-right) Histogram of the values of $u_{1}$. (Top-right) The table gives the percentage of individuals for each of the behavioral profiles.


Fig. S9. Fraction of individuals with each behavioral profile (collaborator, neutral, and defector) found at ranks $r=1,2, \ldots, 5$ (rank determined by their score at the end of the experiment) in Rule 2. The colored bars correspond to experimental data for each behavioral profile: collaborator (green), neutral (brown), and defector (red). The black horizontal lines are the predictions of the model, and the horizontal dashed lines are the proportion of individuals of each behavioral profile in all experiments (null model).
The graph shows that collaborators are less likely to be ranked 1st and more likely to be ranked 5th than expected by the null model, and the opposite is true for defectors. This illustrates the advantage of defectors over collaborators in the competitive Rule 2.


Fig. S10. Probability of rating a cell with $s=0,1, \ldots, 5$ stars, $P_{s}(v)$ for the collaborators, neutrals, and defectors, and for the two rules. The solid lines correspond to the experimental data, and the black dashed lines correspond to the fitted Gaussians (Eq. 6) used in the model for collaborators in Rule 1.
Note that $P_{0}(v)$ and $P_{5}(v)$ have slightly different values in this figure compared to Fig. $5 D-l$ in the main text. Here, $P_{0}(v)$ and $P_{5}(v)$ are the actual experimental values, while in Fig. 5 their values have been slightly adjusted to keep the average number of stars put in a cell of value $v$ unchanged while using the condition $P_{1}(v)=P_{2}(v)=$ $P_{3}(v)=P_{4}(v)=P_{1234}(v)$.


Fig. S11. Collective performance and dynamics of collective exploration and ratings for the experiment in which individuals play alone for the non-competitive Rule 1 (blue) and the competitive Rule 2 (orange). (A) Probability distribution function (PDF) of the scores of individuals $S$, and $(B)$ of the groups $\hat{S}$, respectively normalized by their theoretical maxima $S_{\max }$ and $\hat{S}_{\max }=S_{\max }$. The dotted vertical lines are the mean score in the experiment, and the dashed vertical lines are the mean scores in the model. ( $C$ ) Average value of the cells visited at round $t, q(t)$ and $(E)$ up to round $t, Q(t)$. (D) Average value of the cells visited weighted by their ratings at round $t, p(t)$ and $(F)$ up to round $t, P(t)$. (G) and (I) Inverse participation ratio of the visits, $\operatorname{IPR}(\mathbf{q}(t))$ and $\operatorname{IPR}(\mathbf{Q}(t))$. (H) and (J) Inverse participation ratio of the ratings, $\operatorname{IPR}(\mathbf{p}(t))$ and $\operatorname{IPR}(\mathbf{P}(t))$. (K) Fidelity to the cell value distribution of the distribution of visits, $\mathrm{F}(\mathbf{Q}(t), \mathbf{V})$, and, $(L)$ of ratings, $\mathrm{F}(\mathbf{P}(t), \mathbf{V}) .(M-O) V_{1}(t), V_{2}(t), V_{3}(t)$ are respectively the value of the first-best cell, second-best cell, and third-best cell visited by the participants, as a function of the round $t$. ( $P-R$ ) Probability $B_{1}(t), B_{2}(t)$, $B_{3}(t)$ to revisit the first-best cell, the second-best cell, and the third-best cell of the previous round, as a function of the round $t>1$. (S) Probability to find the best cell, of value 99 . ( $T$ ) Probability to find one of the four cells whose values are $86(\times 2), 85$, or 84 . (U) Probability to find one of the four cells whose values are $72(\times 2)$ or $71(\times 2)$.
It is worth noting that there are two peaks in the PDF of scores in Rule $2(A)$. This phenomenon results from the fact that the probability for an individual alone to find a cell with a high-value cell is very low. As a result, their final score is based solely on exploration.


Fig. S12. (A) Mean number of stars as a function of the cell value $v$ for the experiments in which individuals play alone, for Rule 1 (blue) and Rule 2 (orange), which shows that most participants are "collaborating with themselves" (compare this figure to Fig. S5). ( $B, C$ ) Change in individuals' behaviors between the single-player and five-player experiments, for Rule 1 ( B ; blue dots) and Rule 2 ( C ; orange dots). The x -axis represents the average slope $u_{1}$ of individuals over the two experiments in which they play alone, while the $y$-axis represents the average slope $u_{1}$ of individuals over the ten experiments in which they play in groups of five. The two horizontal lines at $u_{\text {def }- \text { neu }}=-0.5$ and $u_{\text {neu }-\mathrm{col}}=0.5$ are the delimitations between the profiles. The percentages indicate the fraction of each behavioral profile: collaborators (green), neutrals (brown), and defectors (red). For Rule 1, we find a strong correlation between the behavioral profiles of a participant alone or in a group, in particular, for the vast majority of collaborators, and the few neutrals. For Rule 2, this correlation is mostly lost, and many collaborators while playing alone become defectors or neutrals when confronted with 4 other participants.


Fig. S13. Collective performance and dynamics of collective exploration and ratings in simulations with five MIMIC agents over 100 rounds in Rule 1 (blue), and in Rule 2 (orange). The dotted line at $t=20$ corresponds to the final round used in the experiments with humans. (A) Probability distribution function (PDF) of the scores of agents $S$, and $(G)$ of the groups $\hat{S}$, respectively normalized by their theoretical maxima $S_{\max }$ and $\hat{S}_{\max }=5 S_{\max }$. The dotted vertical lines are the mean score in the experiment, and the dashed vertical lines are the mean scores in the model. (B) Average value of the cells visited at round $t, q(t)$ and ( $C$ ) up to round $t, Q(t)$. ( $H$ ) Average value of the cells visited weighted by their ratings at round $t, p(t)$ and $(I)$ up to round $t, P(t)$. (D) and (E) Inverse participation ratio of the visits, $\operatorname{IPR}(\mathbf{q}(t))$ and $\operatorname{IPR}(\mathbf{Q}(t))$. (J) and $(K)$ Inverse participation ratio of the ratings, $\operatorname{IPR}(\mathbf{p}(t))$ and $\operatorname{IPR}(\mathbf{P}(t))$. $(F)$ Fidelity to the cell value distribution of the distribution of visits, $\mathbf{F}(\mathbf{Q}(t), \mathbf{V})$, and, $(L)$ of ratings, $\mathrm{F}(\mathbf{P}(t), \mathbf{V})$. (M-O) $V_{1}(t), V_{2}(t), V_{3}(t)$ are respectively the value of the first-best cell, second-best cell, and third-best cell visited by the participants, as a function of the round $t$. ( $P-R$ ) Probability $B_{1}(t), B_{2}(t), B_{3}(t)$ to revisit the first-best cell, the second-best cell, and the third-best cell of the previous round, as a function of the round $t>1$.


Fig. S14. Impact of the group size on the collective performance and the dynamics of collective exploration and ratings in simulations of MIMIC agents for Rule 1 (blue) and Rule 2 (orange). Dashed lines correspond to simulations with five MIMIC agents exploring a table with 225 ( $15 \times 15$ ) cells, as used in the experiments with humans. Solid lines correspond to simulations with twenty MIMIC agents exploring a table 4 times larger, with $900(30 \times 30)$ cells. (A) Probability distribution function (PDF) of the scores of agents $S$, and $(G)$ of the groups $\hat{S}$, respectively normalized by their theoretical maxima $S_{\max }$ and $\hat{S}_{\max }=5 S_{\max }$ for the dashed line and $\hat{S}_{\max }=20 S_{\max }$ for the solid line. The dotted vertical lines are the mean score in the experiment, and the dashed vertical lines are the mean scores in the model. (B) Average value of the cells visited at round $t, q(t)$ and $(C)$ up to round $t, Q(t)$. (H) Average value of the cells visited weighted by their ratings at round $t, p(t)$ and (I) up to round $t, P(t)$. (D) and (E) Inverse participation ratio of the visits, $\operatorname{IPR}(\mathbf{q}(t))$ and $\operatorname{IPR}(\mathbf{Q}(t))$. (J) and $(K)$ Inverse participation ratio of the ratings, $\operatorname{IPR}(\mathbf{p}(t))$ and $\operatorname{IPR}(\mathbf{P}(t))$. (F) Fidelity to the cell value distribution of the distribution of visits, $\mathrm{F}(\mathbf{Q}(t), \mathbf{V})$, and, $(L)$ of ratings, $\mathrm{F}(\mathbf{P}(t), \mathbf{V})$. $(M-O) V_{1}(t), V_{2}(t), V_{3}(t)$ are respectively the value of the first-best cell, second-best cell, and third-best cell visited by the participants, as a function of the round $t$. ( $P-R$ ) Probability $B_{1}(t), B_{2}(t), B_{3}(t)$ to revisit the first-best cell, the second-best cell, and the third-best cell of the previous round, as a function of the round $t>1$. (S) Probability to find the best cell, of value 99. ( $T$ ) Probability to find one of the four cells whose values are $86(\times 2), 85$, or 84. (U) Probability to find one of the four cells whose values are $72(\times 2)$ or $71(\times 2)$.


Fig. S15. Collective performance and dynamics of collective exploration and ratings in simulations with five Opt-1 agents optimizing the score $S$ (green solid lines) compared to the simulation results with five MIMIC agents (Rule 2, orange dashed lines) which are in good agreement with the experimental results (see Fig. 2 in the main text). (A) Probability distribution function (PDF) of the scores of agents $S$, and (G) of the groups $\hat{S}$, respectively normalized by their theoretical maxima $S_{\max }$ and $\hat{S}_{\max }=5 S_{\text {max }}$. The dotted vertical lines are the mean score in the experiment, and the dashed vertical lines are the mean scores in the model. (B) Average value of the cells visited at round $t$, $q(t)$ and $(C)$ up to round $t, Q(t)$. (H) Average value of the cells visited weighted by their ratings at round $t, p(t)$ and $(I)$ up to round $t, P(t)$. (D) and (E) Inverse participation ratio of the visits, $\operatorname{IPR}(\mathbf{q}(t))$ and $\operatorname{IPR}(\mathbf{Q}(t))$. (J) and $(K)$ Inverse participation ratio of the ratings, $\operatorname{IPR}(\mathbf{p}(t))$ and $\operatorname{IPR}(\mathbf{P}(t))$. (F) Fidelity to the cell value distribution of the distribution of visits, $\mathrm{F}(\mathbf{Q}(t), \mathbf{V})$, and, $(L)$ of ratings, $\mathrm{F}(\mathbf{P}(t), \mathbf{V})$. $(M-O) V_{1}(t), V_{2}(t), V_{3}(t)$ are respectively the value of the first-best cell, second-best cell, and third-best cell visited by the participants, as a function of the round $t$. ( $P-R$ ) Probability $B_{1}(t), B_{2}(t), B_{3}(t)$ to revisit the first-best cell, the second-best cell, and the third-best cell of the previous round, as a function of the round $t>1$.


Fig. S16. Collective performance and dynamics of collective exploration and ratings in simulations with one Opt-2 agent optimizing its score $S$ playing with four MIMIC agents (green solid lines) compared to the simulations results with five MIMIC agents (Rule 2, orange dashed lines) which are in good agreement with the experimental results (see Fig. 2 in the main text). (A) Probability distribution function (PDF) of the scores of agents $S$ normalized by its theoretical maxima $S_{\text {max }}$. The dotted vertical lines are the mean score in the experiment and the model. (G) Probability distribution function (PDF) of the rank $r$ of the optimized agent. The dotted vertical lines correspond to the mean rank $(B)$ Average value of the cells visited at round $t, q(t)$ and $(C)$ up to round $t, Q(t)$. (H) Average value of the cells visited weighted by their ratings at round $t, p(t)$ and $(I)$ up to round $t, P(t)$. (D) and (E) Inverse participation ratio of the visits, $\operatorname{IPR}(\mathbf{q}(t))$ and $\operatorname{IPR}(\mathbf{Q}(t))$. (J) and (K) Inverse participation ratio of the ratings, $\operatorname{IPR}(\mathbf{p}(t))$ and $\operatorname{IPR}(\mathbf{P}(t))$. (F) Fidelity to the cell value distribution of the distribution of visits, $\mathrm{F}(\mathbf{Q}(t), \mathbf{V})$, and, $(L)$ of ratings, $\mathrm{F}(\mathbf{P}(t), \mathbf{V})$.


Fig. S17. Collective performance and dynamics of collective exploration and ratings in simulations with one Opt-3 agent optimizing its rank $r$ while playing against four MIMIC agents (green solid lines) compared to the simulations results with five MIMIC agents (Rule 2, orange dashed lines) which are in good agreement with the experimental results (see Fig. 2 in the main text). (A) Probability distribution function (PDF) of the scores of agents $S$ normalized by its theoretical maxima $S_{\text {max }}$. The dotted vertical lines are the mean score in the experiment and the model. (G) Probability distribution function (PDF) of the rank $r$ of the optimized agent. The dotted vertical line corresponds to the mean rank. (B) Average value of the cells visited at round $t, q(t)$ and $(C)$ up to round $t, Q(t)$. (H) Average value of the cells visited weighted by their ratings at round $t, p(t)$ and $(I)$ up to round $t, P(t)$. (D) and $(E)$ Inverse participation ratio of the visits, $\operatorname{IPR}(\mathbf{q}(t))$ and $\operatorname{IPR}(\mathbf{Q}(t))$. (J) and (K) Inverse participation ratio of the ratings, $\operatorname{IPR}(\mathbf{p}(t))$ and $\operatorname{IPR}(\mathbf{P}(t))$. (F) Fidelity to the cell value distribution of the distribution of visits, $\mathrm{F}(\mathbf{Q}(t), \mathbf{V})$, and, $(L)$ of ratings, $\mathrm{F}(\mathbf{P}(t), \mathbf{V})$.


Fig. S18. Collective performance and dynamics of collective exploration and ratings in simulations with five Opt-4 agents optimizing the fidelity of ratings with respect to cell values at the end of the experiment $\mathrm{F}(\mathbf{P}(t=20), \mathbf{V})$ (green solid lines) compared to the simulations results with five MIMIC agents (Rule 1, blue dashed lines) which are in good agreement with the experimental results (see Fig. 2 in the main text). (A) Probability distribution function (PDF) of the scores of agents $S$, and ( $G$ ) of the groups $\hat{S}$, respectively normalized by their theoretical maxima $S_{\max }$ and $\hat{S}_{\max }=5 S_{\max }$. The dotted vertical lines are the mean score in the experiment, and the dashed vertical lines are the mean scores in the model. ( $B$ ) Average value of the cells visited at round $t, q(t)$ and ( $C$ ) up to round $t, Q(t)$. ( $H$ ) Average value of the cells visited weighted by their ratings at round $t, p(t)$ and $(I)$ up to round $t, P(t) .(D)$ and $(E)$ Inverse participation ratio of the visits, $\operatorname{IPR}(\mathbf{q}(t))$ and $\operatorname{IPR}(\mathbf{Q}(t))$. (J) and $(K)$ Inverse participation ratio of the ratings, $\operatorname{IPR}(\mathbf{p}(t))$ and $\operatorname{IPR}(\mathbf{P}(t)) .(F)$ Fidelity to the cell value distribution of the distribution of visits, $\mathrm{F}(\mathbf{Q}(t), \mathbf{V})$, and, $(L)$ of ratings, $\mathrm{F}(\mathbf{P}(t), \mathbf{V}) .(M-O)$ $V_{1}(t), V_{2}(t), V_{3}(t)$ are respectively the value of the first-best cell, second-best cell, and third-best cell visited by the participants, as a function of the round $t$. ( $P-R$ ) Probability $B_{1}(t), B_{2}(t), B_{3}(t)$ to revisit the first-best cell, the second-best cell, and the third-best cell of the previous round, as a function of the round $t>1$.


Fig. S19. Probability of rating a cell with 0 stars $\left(P_{0}(v)\right.$; magenta), 1 to 4 stars ( $P_{1234}(v)$; violet) and 5 stars $\left(P_{5}(v)\right.$; green) as a function of its value $v$, for the different kinds of optimized agents. The Opt-1 agents (maximizing their score in a group of 5 identical agents) are strong collaborators, also suggesting that a competition between groups should favor intragroup collaboration. The Opt-2 agents (maximizing their score against 4 MIMIC agents) are neutrals always giving a rating of 0 start, and hence not participating at all in the coloring of the table. Finally, the Opt-3 agents (optimizing their rank against 9 MIMIC agents in 2 groups of 5 ) are strong defectors, illustrating that deception naturally emerges from our competitive payment structure.

Rule 1
Rule 2



Fig. S20. Heatmap for Rule 1 (left column) and Rule 2 (right column) and for different combinations of values of intercept $u_{0}$ and slope $u_{1}$ of: $(A)$ and ( $B$ ) the average value of the score $S / S_{\max }-S_{\text {ref }},(B)$ and $(C)$ the average value of the cells visited weighted by their ratings at the end of the experiment $P(t=20)$, and $(E)$ and $(F)$ the average value of the fidelity of ratings with respect to cell values at the end of the experiment $\mathrm{F}(\mathbf{P}(t=20)$, $\mathbf{V})$. Each data point on the heatmap corresponds to the average over 10,000 simulations with five identical agents, defined by their intercept $u_{0}$ and slope $u_{1}$. $\ln (A)$ and (B), $S_{\text {ref }}$ is the normalized score obtained with simulations done with $u_{0}=0$ and $u_{1}=0$. Blue (resp. red) corresponds to positive (resp. negative) values, see color bars. The two horizontal lines at $u_{\text {def-neu }}=-0.5$ and $u_{\text {neu-col }}=0.5$ are the delimitation between the behavioral profiles, and the rectangle represents the rough location of the agents in the experiments.

(a) Collaborator (Rule 1)

(c) Neutral (Rule 1)

|  | $c_{s}$ | $d_{s}$ | $e_{s}$ | $f_{s}$ |
| :---: | :---: | :---: | :---: | ---: |
| $s=0$ | 0.50 | 0.45 | 39.4 | 3.86 |
| $s=5$ | 0.46 | 0.52 | 26.9 | -3.11 |

(e) Defector (Rule 1)

|  | $c_{s}$ | $d_{s}$ | $e_{s}$ | $f_{s}$ |
| ---: | ---: | :---: | :---: | ---: |
| $s=0$ | 0.5 | 0.95 | 63.7 | -5.17 |
| $s=5$ | 0.5 | 0.78 | 80.1 | 5.01 |

(g) Opt-1

|  | $c_{s}$ | $d_{s}$ | $e_{s}$ | $f_{s}$ |
| :---: | :---: | :---: | ---: | ---: |
| $s=0$ | 0.45 | 0.59 | 16.9 | 7.34 |
| $s=5$ | 0.51 | 0.55 | 9.8 | -18.48 |
| (i) Opt-3 |  |  |  |  |


|  | $c_{s}$ | $d_{s}$ | $e_{s}$ | $f_{s}$ |
| :---: | ---: | ---: | ---: | ---: |
| $s=0$ | 1113.4 | 1113.3 | -84.5 | -4.75 |
| $s=5$ | -1051.9 | 1052.8 | -304.5 | 1.24 |

(b) Collaborator (Rule 2)

(d) Neutral (Rule 2)


|  | $c_{s}^{\prime}$ | $d_{s}^{\prime}$ |
| :---: | :---: | :---: |
| $s=0$ | 1 | 0 |
| $s=5$ | 0 | 0 |

(h) Opt-2

Table S1. Parameters values used for the rating strategy (see Eqs. 5 and 6 in the main text) for MIMIC agents (collaborator, neutral, and defector) in both rules, and for the optimized agents (Opt-1, Opt-2, Opt-3). These values result from the fitting of the probabilities of rating a cell with $s$ stars described in the main text.

|  |  | $P^{\mathrm{E}}(c, t)$ |  | $B_{1}(t)$ |  | $B_{2}(t)$ |  | $B_{3}(t)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\varepsilon$ | $\alpha$ | $a_{1}$ | $b_{1}$ | $a_{2}$ | $b_{2}$ | $a_{3}$ | $b_{3}$ |
| Rule 1 | MIMIC (col, neu, def) | 0.78 | 0.89 | 57.6 | 2.19 | 25.0 | 2.29 | 1.4 | 2.64 |
| Rule 2 |  | 0.69 | 1.32 | -8.4 | 1.55 | -4.1 | 2.11 | -0.2 | 2.33 |
|  | Opt-1 | 1e-5 | 1.38 | 25.0 | 2.00 | 18.4 | 2.03 | 27.1 | 2.41 |
|  | Opt-2 | 0.58 | 2.75 | -2.4 | 2.15 | 4.0 | 2.54 | 9.1 | 2.90 |
|  | Opt-3 | 0.82 | 4.32 | 22.3 | 4.86 | 13.7 | 3.54 | 8.3 | 3.35 |
|  | Opt-4 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table S2. Parameters values used for the visiting strategy (see Eqs. 2 and 3 in the main text) for MIMIC agents (collaborator, neutral, and defector), and optimized agents (Opt-1, Opt-2, Opt-3, and Opt-4). These values result from the optimization procedure described in the Materials and Methods section.

|  | Col | Neu | Def |  |
| :---: | ---: | ---: | ---: | ---: |
| $\overline{\mathrm{Col}}$ | $96 \%$ | $4 \%$ | $0 \%$ | $84 \%$ |
| $\overline{\mathrm{Neu}}$ | $9 \%$ | $72 \%$ | $8 \%$ | $13 \%$ |
| $\overline{\mathrm{Def}}$ | $0 \%$ | $21 \%$ | $79 \%$ | $3 \%$ |
|  | $84 \%$ | $13 \%$ | $3 \%$ |  |
|  |  |  |  |  |
|  |  |  |  |  |

(a) Rule 1

|  | Col | Neu | Def |  |
| :---: | ---: | ---: | ---: | ---: |
| $\overline{\mathrm{Col}}$ | $70 \%$ | $28 \%$ | $1 \%$ | $11 \%$ |
| $\overline{\mathrm{Neu}}$ | $9 \%$ | $69 \%$ | $22 \%$ | $61 \%$ |
| $\overline{\text { Def }}$ | $1 \%$ | $11 \%$ | $88 \%$ | $28 \%$ |
|  | $13 \%$ | $49 \%$ | $38 \%$ |  |

(b) Rule 2

Table S3. Fractions of behavioral profiles adopted by participants, whether it is calculated on a single experimental run or over the ten experimental runs (average behavioral profile). In the table, col, neu, and def correspond respectively to collaborators, neutrals, and defectors The lines above col, neu, and def indicate the average profiles.
Observing the table row-wise reveals that individuals tend to maintain a consistent behavioral profile across the ten experiments. For instance, in Rule 2, an individual who has adopted on average a collaborator profile across the ten experiments was respectively a collaborator $70 \%$ of the experiments, a neutral $9 \%$ of the experiments, and a defector $1 \%$ of the experiments. By examining only the total fractions, shown in the bottom row and right column, one can observe that for each behavioral profile, these fractions remain the same whether they are calculated in single experimental runs or across the ten experiments in Rule 1, and quite similar in Rule 2.

Movie S1. Dynamics of the fraction of stars in each cell (in red) and of the fraction of visits in each cell (in blue), as a function of the round $t$, for Rule 1. ( $A$ ) and ( $C$ ): The first column corresponds to an experiment where the group of 5 participants achieved the mean final normalized score $\hat{S}(t=20) / \hat{S}_{\text {max }} \approx 0.24$ (where $\hat{S}_{\max }=5420 \times 5=27100$ is the maximum possible group score). ( $B$ ) and ( $\boldsymbol{D}$ ): The second column corresponds to a simulation of the model where a group of 5 MIMIC agents also obtained a normalized score close to 0.24 . Note that the participants (and the MIMIC agents in the model) only had access to the dynamics of the fraction of stars.

Movie S2. Dynamics of the fraction of stars in each cell (in red) and of the fraction of visits in each cell (in blue), as a function of the round $t$, for Rule 2. ( $A$ ) and ( $C$ ): The first column corresponds to an experiment where the group of 5 participants achieved the mean final normalized score $\hat{S}(t=20) / \hat{S}_{\text {max }} \approx 0.40$ (where $\hat{S}_{\text {max }}=5420 \times 5=27100$ is the maximum possible group score). ( $B$ ) and ( $D$ ): The second column corresponds to a simulation of the model where a group of 5 MIMIC agents also obtained a normalized score close to 0.40 . Note that the participants (and the MIMIC agents in the model) only had access to the dynamics of the fraction of stars.

Movie S3. Dynamics of the fraction of stars in each cell (in red) and of the fraction of visits in each cell (in blue), as a function of the round $t$, for Rule 1. ( $A$ ) and ( $C$ ): The first column corresponds to an experiment where the group of 5 participants achieved the final normalized score $\hat{S}(t=20) / \hat{S}_{\max } \approx 0.36$, which is $\mathbf{5 0 \%}$ higher than the mean oberved group score. The participants collaborated more than in Movie S1, resulting in a higher score. $(B)$ and $(D)$ : The second column corresponds to a simulation of the model where a group of 5 MIMIC agents also obtained a normalized score close to 0.36 . Note that the participants (and the MIMIC agents in the model) only had access to the dynamics of the fraction of stars.

Movie S4. Dynamics of the fraction of stars in each cell (in red) and of the fraction of visits in each cell (in blue), as a function of the round $t$, for Rule 2. ( $A$ ) and ( $C$ ): The first column corresponds to an experiment where the group of 5 participants achieved the final normalized score $\hat{S}(t=20) / \hat{S}_{\text {max }} \approx 0.60$, which is $50 \%$ higher than the mean oberved group score. The participants collaborated more than in Movie S2, resulting in a higher score. $(B)$ and $(D)$ : The second column corresponds to a simulation of the model where a group of 5 MIMIC agents also obtained a normalized score close to 0.60 . Note that the participants (and the MIMIC agents in the model) only had access to the dynamics of the fraction of stars.

Movie S5. Dynamics of the fraction of stars in each cell, as a function of the round $t$ (Rule 1 and Rule 2; experiment only). Compared to Movies S1-S4, we have removed the cell values to enhance the visibility of the different shades of red and to better reflect what the subjects actually saw during the experiment. Panels $A-D$ correspond to panel $A$ of Movie S1-S4, respectively. The first row corresponds to Rule 1 and the second row to Rule 2. The first column corresponds to experiments where the group achieved the mean oberved group score, while the second column corresponds to experiments where the group achieved a score $50 \%$ higher than the mean group score.

## SI Dataset S1 (DATA)

All data needed to evaluate and replicate the findings of the article are present in the article, the SI-Appendix, or available at the following online repository: https://github.com/Thomas-bssnt/Stigmer-article.git. Additionally, the repository contains the movies mentioned in the article.

