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Abstract

This paper is concerned with the modeling of elastic waves travelling at small

incidence angles through a randomly-fluctuating horizontally-layered slab, in

regimes where the wavelength is small compared to the thickness of the slab. The

wave propagation problem is reset in a frame following the coherent front, which

propagates in a homogenized medium. This homogenized medium is anisotropic

because of the layering, and the equations obtained account explicitly for the

coupling of quasi-P and quasi-S waves. The resulting model is governed by a set

of coupled stochastic ordinary differential equations that can be approximated

numerically very efficiently, and yields in particular estimates of the transmission

and reflections coefficients of the slab. The latter compare favorably to the

coefficients obtained in a full scale numerical simulation of the (micro-scale)

wave equation, for a fraction of the cost.
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Île-de-France.

Email address: regis.cottereau@cnrs.fr (R. Cottereau)

Preprint submitted to Wave Motion October 10, 2023

http://mesocentre.centralesupelec.fr/)


1. Introduction

In many applications, for instance in seismic engineering [1], exploration

geophysics [2] or non-destructive evaluation of composite media [3, 4], waves

propagate large distances in rapidly-fluctuating media that are approximately

horizontally-stratified. Computing accurately the wave patterns in these situ-5

ations is very difficult, and the precise knowledge of the mechanical properties

is in general not even available. In that case, modeling the mechanical prop-

erties as realizations of random fields provides an alternative approach, that

yields homogenized results in terms of averages, such as average transmitted

amplitudes. For instance, when the amplitude of the fluctuations is small and10

in the setting of the Rytov approximation [5], the O’Doherty-Anstey formula

for normal waves [6] (and its generalization to oblique and elastic waves [2])

relate the transmission coefficient to the correlation of the material parameters,

the frequency and the ratio of propagation distance to correlation length. The

same problem is tackled in [7], choosing a different asymptotic ansatz (closer15

to Born than Rytov) and assuming a more precise asymptotic relation between

the amplitude of the fluctuations of the material parameters, the correlation

length, the wavelength and the propagation distance (see the discussion in [2,

section 5.7]). Although more mathematically sound, the case of elastic materials

with oblique waves was not treated with the latter approach [7].20

The objective of this paper is therefore to derive an equation for the transmis-

sion coefficient of an oblique wave in a randomly-fluctuating horizontally-layered

elastic medium. Both the cases of incident P-wave and incident S-wave will be

treated, providing in each case a transmission coefficient towards P-waves and

S-waves, while only the P→P and S→S coefficients were derived in [2]. Besides25

the one-dimensional character of the random medium, the main hypotheses are

that the ratio of wavelength λ to propagation distance L and correlation length

ℓc to propagation length are small (λ/L ≈ ℓc/L ≈ ϵ≪ 1) as well as the variance

of the fluctuations (σ2 ≈ ϵ), and that the angle of incidence of the incoming

wave is small. Contrarily to the scalar case treated in [7], a closed formula will30
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not be obtained for the transmission coefficients, but the solution of the result-

ing 1D system of Stochastic Differential Equations (SDE) can be numerically

approximated very efficiently.

The outline of this paper is the following: in the next section (Section 2), the

elastodynamics equation is introduced and separated into two independent sys-35

tems: one for the scalar SH wave, and one for the coupled P-SV waves. The SH

case will be treated in Section 3, essentially summarizing the known approach

and results of [7]. The main results of this paper will be derived in Section 4,

that considers the coupled P-SV system. In that case it is necessary to assume

that the angle of incidence is small enough that there is no degeneracy of the40

system (if the velocities of the quasi-P and quasi-S waves of the homogenized or-

thotropic equation become equal). Finally, in Section 5.4, a discretization of the

resulting SDE is proposed and transmission coefficients are computed for a series

of examples, and compared to full 3D simulations of the wave equation (using

a Spectral Element Solver), as well as to the O-Doherty-Anstey formula [6, 2].45

2. Elastodynamic wave equation for a random slab

In this section, we introduce the heterogeneous wave equation and separate

it into two parts: a scalar SH wave, and a coupled P-SV wave system. Fourier

transforms are considered in both the time and the horizontal direction in or-

der to formulate the driving equations as ordinary differential equations in the50

vertical variable, whose parameters are random fields indexed on that same

variable.

2.1. Geometry of the slab and full elastodynamics system

We consider a geometry (see Fig. 1) composed of a horizontal slab Ω, of

finite thickness L, that is Ω = {(x, z), 0 < z < L}, where x = (x, y) denotes

the horizontal components. This slab is sandwiched between two half-spaces

Ω− = {(x, z), z < 0} and Ω+ = {(x, z), L < z}. The equilibrium equation
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states that, for any t ≥ 0:

∇ · σ = ρ
∂v

∂t
, (x, z) ∈ Ω− ∪ Ω ∪ Ω+, (1)

where σ(x, z, t) denotes the stress tensor, v(x, z, t) the velocity vector, and the

density ρ is assumed homogeneous.55

Assuming small deformations and that the behavior of the slab is elastic,

the constitutive relation in the slab is, for any t ≥ 0:

∂σ

∂t
= (K(z)− 2µ(z)) (∇ · v)I+ µ (z)

(
∇v + (∇v)

T
)
, (x, z) ∈ Ω, (2)

where I denotes the identity tensor, and the superscrit T denotes transposi-

tion. Note that the P-wave K(z) and shear µ(z) moduli only depend on the

vertical variable z. We additionally introduce the compressional wave veloc-

ity cP(z) =
√
K(z)/ρ, shear wave velocity cS(z) =

√
µ(z)/ρ and their ratio

α(z) = cS(z)/cP(z) < 1. In order to simplify as much as possible the reading60

of the core of the text, and insist on the important concepts rather than tech-

nicalities, the P-wave modulus K is hereafter assumed homogeneous, and the

P-wave velocity will be denoted cP. In Appendix B, the case where both the

bulk and shear moduli are heterogeneous is treated.

The shear modulus in the slab is modeled as a statistically stationary random

process with a given probability law. More precisely, the shear modulus in the

slab is modeled as

1

µ(z)
=

1

µ
(1 + ν(z)) , 0 ≤ z ≤ L, (3)

where ν(z) is the restriction to [0, L] of a z-homogeneous Markov ergodic process,65

centered E[ν(z)] = 0, with given autocovariance Cν(z) = E[ν(0)ν(z)], variance

σ2
ν = Cν(0), correlation length ℓc =

∫
R Cν(z)dz/σ

2
ν , and µ = E[1/µ(z)]−1 is the

harmonic average of µ(z).

The constitutive relation of the two half-spaces is given under Voigt notation

(σ = (σxx, σyy, σzz, σyz, σxz, σxy)
T

and ϵ = (ϵxx, ϵyy, ϵzz, 2ϵyz, 2ϵxz, 2ϵxy)
T
), for
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Figure 1: Representation of the wave propagation of an SV-polarized plane wave arriving with

incidence angle ψ on a random slab. The reflected waves are located upstream and can be

decomposed as a P-polarized wave associated to angle ψ
′ ̸= ψ and a S-polarized wave. The

transmitted waves are located downstream the random slab and can be decomposed with the

same polarization and the same angles as the reflected wave (the coefficients T0
SS, R

0
SS, T

1
SP

and R1
SP are defined in Eq. (58) and 59).

(x, z) ∈ Ω− ∪ Ω+, by

∂σ

∂t
= ρ



cP
2 cP

2 − 2cSh
2 cP

2 − 2cSh
2 0 0 0

cP
2 − 2cSh

2 cP
2 cP

2 − 2cSh
2 0 0 0

cP
2 − 2cSh

2 cP
2 − 2cSh

2 cP
2 0 0 0

0 0 0 cS
2 0 0

0 0 0 0 cS
2 0

0 0 0 0 0 cSh
2


∂ϵ

∂t
(4)

where ∂ϵ/∂t = (∇v + (∇v)
T
)/2 and the coefficients are related to those of the
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slab by

cS
2 = E

[
1

c2S(z)

]−1

, cSh
2 = E

[
c2S(z)

]
. (5)

The parameters of the half-spaces are thus those of a homogenized slab, which

is orthotropic because of the layering of the slab (see [8] for details). This70

choice means that (in the asymptotic regime considered below), there is no

average impedance mismatch between the half-spaces and the slab, and hence

no reflection on average at the interfaces (see for instance [7, Chapter 4] for more

details in the acoustic case). As with the homogeneous P-wave modulus, this

hypothesis of matching half-spaces is not necessary but allows to simplify some75

technicalities (without removing any significantly interesting feature). Note

that we will consider in this paper very weak contrast in the properties (small

amplitude of the fluctuations of ν(z)) so no propagating interface wave (such

as Stoneley waves for instance) are expected to take place. More specifically we

expect these effects to vanish in the limit of vanishing fluctuations that we will80

consider further down.

2.2. Systems of ordinary differential equations with random properties

As the properties and geometry of the problem of interest are invariant in

the horizontal directions, we perform a Fourier transform in these directions.

We are also interested in harmonic analysis so we perform an additional Fourier

transform in time:

v̂ (κ, z, ω) =

∫
R2

∫
R
eiω(t−κ·x)v(x, z, t)dtdx

σ̂ (κ, z, ω) =

∫
R2

∫
R
eiω(t−κ·x)σ(x, z, t)dtdx

(6)

We define the axes so that the wave vector is perpendicular to ey (the axis

orthogonal to the plane of the Fig. 1), so by definition κ · ey = 0, and the

y-derivative of the velocity field and stresses vanishes. Note that the number85

κ = κ ·ex is not the classical wave number ∥κ∥, but rather the amplitude of the

horizontal wave vector, with the incidence angle denoted ψ (and sinψ = κ/∥κ∥,

see Fig. 1). Note also that it is normalized by ω so it bears the units of a

slowness.
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These choices imply that Eq. (2) can be written into two uncoupled groups

of equations. The first system describes the so-called SH wave:

d

dz

 v̂y
σ̂yz

 = iω

 0 (ρc2S)
−1

ρ(1− κ2c2S) 0

 v̂y
σ̂yz

 . (7)

The second system describes the coupled behavior of the so-called P and SV

waves:

d

dz


v̂x

σ̂xz

v̂z

σ̂zz

 = iω


0 (ρc2S)

−1 −κ 0

ρ(1− 4κ2(1− α2)c2S) 0 0 −κ(1− 2α2)

−κ(1− 2α2) 0 0 (ρcP
2)−1

0 −κ ρ 0




v̂x

σ̂xz

v̂z

σ̂zz

 .
(8)

Note that, in the case of vertically-incident waves, for which κ = 0, this second90

system decouples itself into two systems, one for the P waves, and one for the SV

wave. In that case, the system for the SV wave is exactly the same as Eq. (7),

and the system for the P wave is of the same form, but with cP instead of cS.

2.3. Choice of asymptotic regime

We focus our attention on the so-called weak scattering regime [7, Chapter 5],

where the wavelength λ, the correlation length ℓc, the propagation distance L

and the variance σ2
ν verify

ℓc
λ

∼ 1,
L

λ
≫ 1, σ2

ν ≪ 1 (9)

More precisely, we introduce a small quantity ϵ, and consider the following

scalings:

λ ≈ ϵ2 ℓc ≈ ϵ2, L ≈ 1, σν ≈ ϵ (10)

With respect to Eq. (7) and (8), this means that in the regime of interest, the95

frequency is rescaled as ω/ϵ2 and the random process is rescaled as ϵν(z/ϵ2).

3. Transmission coefficient for a SH wave

In this section, we consider the system of Eq. (7), and show that, in the

weak scattering regime introduced in Section 2.3, localization takes place in the
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slab, prohibiting the transport of energy to the other side, provided it is thick100

enough. This localization takes place over a distance Lloc
SH(ω), depending on the

frequency ω of the incident wave. Only the main steps are recalled and more

details can be found in [7]. These steps can be broadly summarized as:

1. Projection of the wave equation on a modal basis (up-going and down-

going modes)105

2. Recentering of the modes to follow the coherent front

3. Transformation of the boundary value problem into a problem with initial

conditions for the so-called propagator

4. Homogenized SDE (for small ϵ) for the propagator

Eventually, this sequence of steps and the resulting homogenized equation for110

the propagator yield the transmission coefficient. In this scalar case, in the limit

of large thickness L, this transmission coefficient can be described by an explicit

formula.

3.1. Projection on a modal basis

The first step consists in projecting Eq. (7) on a basis of eigenmodes of a

well-chosen homogenized medium, which in this simple case follows the same

equation, with homogeneous velocity cS (see Eq. (5)). These eigenmodes are

gathered in matrix MSH:

MSH =
1√
2

ξS−1/2
ξS

−1/2

ξS
1/2 −ξS

1/2

 , M
−1

SH =
1√
2

ξ1/2S ξ
−1/2

S

ξ
1/2

S −ξ−1/2

S

 , (11)

where ξS = ρcS
2/cSκ and cSκ

2 = cS
2/(1 − κ2cS

2). These modes correspond to

eigenvalues λSH = ±1/cSκ. Eq. (7) can then be rewritten as

d

dz

ÂSH

B̂SH

 =
iω

ϵ2cSκ

 ∆
(+)
µκ

(
z
ϵ2

)
∆

(−)
µκ

(
z
ϵ2

)
−∆

(−)
µκ

(
z
ϵ2

)
−∆

(+)
µκ

(
z
ϵ2

)
ÂSH

B̂SH

 (12)

where

∆(±)
µκ (z) =

1

2

(
1− κ2c2S(z)

1− κ2cS
2 ± cS

2

c2S(z)

)
, and

ÂSH

B̂SH

 = M
−1

SH

 v̂y
σ̂yz

 . (13)
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The amplitudes ÂSH(κ, z, ω) and B̂SH(κ, z, ω) are those of the upgoing and

downgoing modes of the homogenized equation, respectively. Note that, us-

ing Eq. (3) (and remembering the discussion of Section 2.3), we have

∆(±)
µκ (z) =

1

2

(
1± 1 + ϵν(z)

(
κ2cS

2

1− κ2cS
2 ± 1

))
. (14)

3.2. Recentering of the modes115

The second step consists in centering the modes, that is to say writing

Eq. (12) in terms of the Fourier transforms (in time) of aSH(κ, z, t) = ASH(κ, z, t−

z/cSκ) and bSH(κ, z, t) = BSH(κ, z, t + z/cSκ) in a reference frame following an

initial pulse in the homogenized medium. In the frequency domain, this yields

d

dz

âSH
b̂SH

 =
iω

ϵ2cSκ

 ∆
(+)
µκ

(
z
ϵ2

)
− 1 ∆

(−)
µκ

(
z
ϵ2

)
e−2iωz/(cSκϵ

2)

−∆
(−)
µκ

(
z
ϵ2

)
e2iωz/(cSκϵ

2) 1−∆
(+)
µκ

(
z
ϵ2

)
âSH

b̂SH


(15)

Note that when the domain is homogeneous, that is to say ν(z) = 0, we observe

that ∆
(+)
µκ = 1 and ∆

(−)
µκ = 0, so that the right-hand side of the equation

vanishes. As expected, this means that incoming up-going and down-going

waves are conserved in a homogeneous medium.

Eventually, the system can be written

d

dz

âSH
b̂SH

 =
iω

2ϵ

cSκ

cS
2 ν
( z
ϵ2

) 1 −(1− 2κ2cS
2)e−2iωz/(cSκϵ

2)

(1− 2κ2cS
2)e2iωz/(cSκϵ

2) −1

âSH
b̂SH


(16)

3.3. Initial value problem for the propagator matrix120

Boundary conditions must be added to Eq. (16). It is assumed throughout

that the incident wave enters the slab from below and that no incoming wave

arrives from above (see Fig. 1). This means that âSH(κ, z = 0, ω) = 1 and

b̂SH(κ, z = L, ω) = 0, and that incidentally the transmission and reflection

coefficients are defined by RSH = b̂SH(κ, z = 0, ω) and TSH = âSH(κ, z = L, ω).

The third step of the derivation consists in transforming the boundary value

problem Eq. (16) into an initial value problem using a propagator technique.
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By definition, the propagator matrix Pϵ
SH(κ, z, ω) is defined as the solution of

the initial value problem (16) with condition in z = 0 equal to the identity

matrix. This implies thatâSH(z)
b̂SH(z)

 = Pϵ
SH(z)

âSH(z = 0)

b̂SH(z = 0)

 , (17)

where we have discarded the dependency of all variables on (κ, ω) for clarity.

Symmetries of the matrix in Eq. (16) indicate that the propagator can actually

be parameterized as

Pϵ
SH(z) =

αϵ
SH(z) (βϵ

SH(z))
∗

βϵ
SH(z) (αϵ

SH(z))
∗

 , (18)

where the star denotes a complex conjugate, and with the additional constraint

that |αϵ
SH(z)|2 − |βϵ

SH(z)|2 = 1. Eq. (17) means in particular thatTϵ
SH

0

 = Pϵ
SH(L)

 1

Rϵ
SH

 , Rϵ
SH = − βϵ

SH(L)

(αϵ
SH(L))

∗ and Tϵ
SH =

1

(αϵ
SH(L))

∗

(19)

3.4. Limit problem (small ϵ) for the propagator

Using limit theorems for ODE with stochastic processes as parameters (see

Appendix A, as well as more details in [7, Chapter 6]), it is possible to define

the limit, for vanishing ϵ, of the sequence of solutions Pϵ
SH(z) as a diffusion

process. That diffusion process can itself be characterized as the solution of

a SDE, driven by random noise modeled as Brownian motion processes. The

fourth step of the analysis therefore consists in considering the Eq. (16) for the

propagator, in the limit of small ϵ. This yields the coupled SDE limit system

for αSH and βSH (which are the limits of αϵ
SH and βϵ

SH, respectively):

dαSH(z) =
ωcSκ(κ)

2cS
2

(
i
√
γκ(0)αSH(z)dW0(z)−

(
1− 2κ2cS

2
)√γκ(ω)

2
βSH(z)

(
dW1(z) + idW̃1(z)

))

− ω2cSκ
2

8cS
4

(
γκ(0)−

(
1− 2κ2cS

2
)2
γκ(ω) + iγ(s)κ (ω)

)
αSH(z)dz (20)

10



dβSH(z) =
ωcSκ

2cS
2

(
−i
√
γκ(0)βSH(z)dW0(z)−

(
1− 2κ2cS

2
)√γκ(ω)

2
αSH(z)

(
dW1(z)− idW̃1(z)

))

− ω2cSκ
2

8cS
4

(
γκ(0)−

(
1− 2κ2cS

2
)2
γκ(ω)− iγ(s)κ (ω)

)
βSH(z)dz (21)

where W0(z), W1(z) and W̃1(z) are independent standard Brownian motions,

and

γκ (ω) = 2

∫ +∞

0

Cν(z) cos

(
2ωz

cSκ

)
dz, γ(s)κ (ω) = 2

∫ +∞

0

Cν(z) sin

(
2ωz

cSκ

)
dz.

(22)

The solution of this SDE system can be approximated numerically, and the

transmission coefficient TSH(κ, ω) then obtained using Eq. (19), in the limit of

small ϵ, where TSH(κ, ω) is the limit of Tϵ
SH(κ, ω). In this particular scalar case,

further computations (see [7, Chapter 7] for details) yield a direct formula in

the limit of thick slabs:

lim
L→+∞

1

L
ln |TSH(κ, ω)|2 = − 1

Lloc
SH(κ, ω)

, (23)

where

Lloc
SH(κ, ω) =

4cS
2
(
1− κ2cS

2
)(

1− 2κ2cS
2
)2
ω2γκ (ω)

. (24)

4. Transmission coefficients for P-SV coupled waves

In this section, we consider the coupled system of Eq. (8). Following the

same general steps as in the previous section, we obtain the limit equation for

the propagator in the case of P-SV coupled waves. The first step is to project125

Eq. (8) on a basis of eigenmodes of the homogenized medium.

4.1. Projection on a modal basis

As already previewed in Section 2, for such a medium with isotropic layers,

the homogenized medium is orthotropic [8] with behavior given by Eq. (4). In

order to stay away from inversions of modal orders, and be able to perform130

the projections unequivocally (see [9] for a description of modes in orthotropic

media), we assume that the angle of incidence is small (κcS ≪ 1). In that case,
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one mode is mainly polarized vertically, and identified as quasi-P, and the other

is mainly polarized horizontally, and identified as quasi-SV.

At first order in κcS, the quasi-P-SV modes in a homogeneous orthotropic

medium can be written in the matrix form

MPSV =
1√
2


ξS

−1/2
ξS

−1/2
0 0

ξS
1/2 −ξS

1/2
0 0

0 0 ξP
−1/2

ξP
−1/2

0 0 ξP
1/2 −ξP

1/2



+
κcS√
2


0 0 1

αξP
−1/2 − 1

αξP
−1/2

0 0 2αξP
1/2

2αξP
1/2

−ξS
−1/2

ξS
−1/2

0 0

−2ξS
1/2 −2ξS

1/2
0 0

+O((κcS)
2), (25)

where α = cS/cP, ξS = ρcS and ξP = ρcP. As expected, at vertical incidence,

κcS = 0, the modes completely decouple and we retrieve separated P and S

modes. The inverse matrix is

M
−1

PSV =
1√
2


ξS

1/2
ξS

−1/2
0 0

ξS
1/2 −ξS

−1/2
0 0

0 0 ξP
1/2

ξP
−1/2

0 0 ξP
1/2 −ξP

−1/2



+
κcS√
2


0 0 −2ξS

1/2 −ξS
−1/2

0 0 2ξS
1/2 −ξS

−1/2

2αξP
1/2 1

αξP
−1/2

0 0

−2αξP
1/2 1

αξP
−1/2

0 0

+O((κcS)
2), (26)

and projection of Eq. (8) onto the modes of Eq. (25) yields

d

dz


ÂSV

B̂SV

ÂP

B̂P

 =
iω

ϵ2cS
HPSV(z)


ÂSV

B̂SV

ÂP

B̂P

 , where


ÂSV

B̂SV

ÂP

B̂P

 = M
−1

PSV


v̂x

σ̂xz

v̂z

σ̂zz

 , (27)
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and

HPSV(z) =


∆

(+)
µ

(
z
ϵ2

)
∆

(−)
µ

(
z
ϵ2

)
0 0

−∆
(−)
µ

(
z
ϵ2

)
−∆

(+)
µ

(
z
ϵ2

)
0 0

0 0 α 0

0 0 0 −α



+ κcS


0 0 ∆(+)

(
z
ϵ2

)
∆(−)

(
z
ϵ2

)
0 0 ∆(−)

(
z
ϵ2

)
∆(+)

(
z
ϵ2

)
∆(+)

(
z
ϵ2

)
−∆(−)

(
z
ϵ2

)
0 0

−∆(−)
(

z
ϵ2

)
∆(+)

(
z
ϵ2

)
0 0

+O((κcS)
2) (28)

where

∆(±)
µ (z) =

1

2

(
1± µ

µ(z)

)
=

1

2
(1± (1 + ϵν(z))) , (29)

and

∆(±)(z) = −
√
α

(
1− µ

µ(z)
± α

(
1− µ(z)

µ

))
. (30)

with limϵ→0 ∆
(±)(z)/ϵ =

√
α(1 ∓ α)ν(z). Note also that ∆

(±)
µ corresponds to135

∆
(±)
µκ at vertical incidence κ = 0.

This last coefficient ∆(±) controls the coupling between P and SV waves.

The modal amplitudes ÂSV and B̂SV denote right- and left-going modes with

quasi-SV polarization and ÂP and B̂P denote right- and left-going modes with

quasi-P polarization.140

4.2. Recentering of the modes

We now perform a change of frame (in space-time) for each of the modes, to

follow the main pulses, each with its appropriate direction and velocity:

âSV(s, z) = ÂSV

(
s+

z

cS
, z

)
, b̂SV(s, z) = B̂SV

(
s− z

cS
, z

)
, (31)

for the quasi-SV modes, and

âP(s, z) = ÂP

(
s+

z

cP
, z

)
, b̂P(s, z) = B̂P

(
s− z

cP
, z

)
, (32)
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for the quasi-P modes. These changes of frame imply, in the wavenumber-

frequency domain, and separating the equations for the quasi-S modes and

quasi-P modes, that, to leading orders in κcS,

d

dz

âP
b̂P

 = − iωκ
ϵ2

H1
SP

( z
ϵ2

)âSV
b̂SV

 , (33)

and

d

dz

âSV
b̂SV

 =
iω

ϵ2cS
H0

SS

( z
ϵ2

)âSV
b̂SV

− iωκ

ϵ2
H1

PS

( z
ϵ2

)âP
b̂P

 , (34)

where the driving matrices are

H0
SS(z) =

 ∆
(+)
µ (z)− 1 ∆

(−)
µ (z)e−2iωz/cS

−∆
(−)
µ (z)e2iωz/cS 1−∆

(+)
µ (z)

 (35)

at the leading order in κcS, and

H1
PS(z) =

 ∆(+)(z)eiωz/δ−c −∆(−)(z)eiωz/δ+c

−∆(−)(z)e−iωz/δ+c ∆(+)(z)e−iωz/δ−c

 (36)

and

H1
SP(z) =

∆(+)(z)e−iωz/δ−c ∆(−)(z)eiωz/δ+c

∆(−)(z)e−iωz/δ+c ∆(+)(z)eiωz/δ−c

 (37)

at the following order in κcS, and where we introduced the harmonic average

and difference of velocities:
1

δ±c
=

1

cS
± 1

cP
. (38)

The harmonic average is always of the order of magnitude of the P-wave veloc-

ity cP, however the harmonic difference may become very small or very large

depending on the material. In geophysics, we often observe cP = 2cS so that

δ+c = cP/3 = 2cS/3 and δ−c = cP/3 = 2cS. Since cP ≥ cS, we also have the145

general ordering 0 ≤ δ+c ≤ min(cP/2, cS) ≤ cS ≤ δ−c .

Note that, at vertical incidence, the quasi-P modes are unmodified during

their propagation in the slab. This is related to the choice of homogeneous

P-wave modulus, and is not true when this modulus is heterogeneous (see Ap-

pendix B for the precise formulas). Note also that the matrix H0
SS is the same150
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that appeared for the propagation of SH waves at normal incidence (see for

instance Eq. (15) with κ = 0).

Expanding the solutions in κcS as âi = â0i + κcSâ
1
i + O((κcS)

2) et b̂i =

b̂0i + κcSb̂
1
i +O((κcS)

2) (where i represents either P or SV), we obtain that

d

dz

â0P
b̂0P

 = 0, (39)

and

d

dz

â1P
b̂1P

 = − iω

ϵ2cS
H1

SP

( z
ϵ2

)â0SV
b̂0SV

 , (40)

for the quasi-P mode, and

d

dz

â0SV
b̂0SV

 =
iω

ϵ2cS
H0

SS

( z
ϵ2

)â0SV
b̂0SV

 , (41)

and

d

dz

â1SV
b̂1SV

 =
iω

ϵ2cS
H0

SS

( z
ϵ2

)â1SV
b̂1SV

− iω

ϵ2cS
H1

PS

( z
ϵ2

)â0P
b̂0P

 (42)

for the quasi-SV modes.

We recognize that there are actually two independent systems:

d

dz


â0P

b̂0P

â1SV

b̂1SV

 =
iω

ϵ2cS

 0 0

−H1
PS

(
z
ϵ2

)
H0

SS

(
z
ϵ2

)


â0P

b̂0P

â1SV

b̂1SV

 . (43)

and

d

dz


â0SV

b̂0SV

â1P

b̂1P

 =
iω

ϵ2cS

 H0
SS

(
z
ϵ2

)
0

−H1
SP

(
z
ϵ2

)
0



â0SV

b̂0SV

â1P

b̂1P

 . (44)

so we will treat them separately, respectively in Sections 4.3 and 4.4.
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4.3. Initial value problem and limit problem for the propagator of Eq. (43)155

4.3.1. Initial value problem for the propagator of Eq. (43)

We observe that (H0
SS)

†∗ = −H0
SS and (H1

PS)
†∗ = H1

PS, where the dagger †

represents the inversion of lines and columns. Note that the dagger is different

from the classical transpose operator. For instance, for a general 2× 2 matrix,

we havea11 a12

a21 a22

†

=

a22 a21

a12 a11

 , while

a11 a12

a21 a22

T

=

a11 a21

a12 a22

 . (45)

Thanks to that observation and the particular form of Eq. (43), the correspond-

ing propagator is necessarily of the form

Pϵ
P(z) =


1 0 0 0

0 1 0 0

α0,ϵ
P (z) −(β0,ϵ

P (z))∗ α1,ϵ
SV(z) (β1,ϵ

SV(z))
∗

β0,ϵ
P (z) −(α0,ϵ

P (z))∗ β1,ϵ
SV(z) (α1,ϵ

SV(z))
∗

 . (46)

Using Jacobi formula, we also have that

ddetPϵ
P

dz
= detPϵ

PTr

(
(Pϵ

P)
−1 d

dz
Pϵ

P

)
= 0, (47)

which imposes an additional constraint on the parameters of the propagator

matrix: the determinant of the propagator Pϵ
P must be a constant. Since its

value in z = 0 is given, we have that |α1,ϵ
SV(z)|2 − |β1,ϵ

SV(z)|2 = 1.

Assuming an incoming P-polarized wave, the boundary conditions for that

system read 
T0,ϵ

PP

0

T1,ϵ
PS

0

 = Pϵ
P(L)


1

R0,ϵ
PP

0

R1,ϵ
PS

 , (48)

which implies

T0,ϵ
PP = 1, R0,ϵ

PP = 0, R1,ϵ
PS = −

β0,ϵ
P

(α1,ϵ
SV)

∗
and T1,ϵ

PS = α0,ϵ
P − β0,ϵ

P

(
β1,ϵ
SV

α1,ϵ
SV

)∗

.

(49)
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4.3.2. Limit problem (small ϵ) for the propagator of Eq. (43)160

The definition of the propagator in Eq. (46) and Eq. (43) means that the

propagator verifies

d

dz
Pϵ

P (z) =
1

ϵ
FP

(
Pϵ

P (z) , ν
( z
ϵ2

)
,
z

ϵ2

)
(50)

where

FP (X,Ω, y) =
ω

2cS
Ω

[
h0 + sin

(
2ωy

cS

)
h1 + cos

(
2ωy

cS

)
h2

]
X

− ω

cS
Ω
√
α

[
− (1 + α)

(
sin

(
ωy

δ+c

)
h3 + cos

(
ωy

δ+c

)
h4

)
+(1− α)

(
− sin

(
ωy

δ−c

)
h5 + cos

(
ωy

δ−c

)
h6

)]
X (51)

and

h0 =

02 02

02 iσ3

 , h1 =

02 02

02 −σ1

 , h2 =

02 02

02 σ2

 , h3 =

 02 02

−iσ2 02

 ,
h4 =

 02 02

iσ1 02

 , h5 =

 02 02

−σ3 02

 , h6 =

02 02

iI2 02

 (52)

where the σ1, σ2 and σ3 denote the Pauli spins :

σ1 =

0 1

1 0

 , σ2 =

0 −i

i 0

 , σ3 =

1 0

0 −1

 . (53)

Following the same limit theorems for ODE as earlier (see [7, Chapter 6] and

Appendix A), in the limit of small ϵ, the solution Pϵ
P(z) of Eq. (50) converges

to the solution PP(z) of the following stochastic differential equation:

dPP =
ω
√
γ (0)

2cS
h0PP◦dW0 (z)+

ω
√
γ (ω)

2
√
2cS

(
h1PP ◦ dW1 (z) + h2PP ◦ dW̃1 (z)

)
+

ω√
2cS

(1 + α)
√
αγ+ (ω)

(
h3PP ◦ dW2 (z) + h4PP ◦ dW̃2 (z)

)
+

ω√
2cS

(1− α)
√
αγ− (ω)

(
h5PP ◦ dW3 (z)− h6PP ◦ dW̃3 (z)

)
− γ(s)(ω)ω2

8cS
2 h0PPdz (54)
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where W0(z), W1(z), W̃1(z), W2(z), W̃2(z), W3(z) and W̃3(z) are independent

standard Brownian motions, and the correlations are

γ (ω) = 2

∫ +∞

0

Cν(z) cos

(
2ωz

cS

)
dz, γ(s) (ω) = 2

∫ +∞

0

Cν(z) sin

(
2ωz

cS

)
dz,

γ± (ω) = 2

∫ +∞

0

Cν(z) cos

(
ωz

δ±c

)
dz, γ

(s)
± (ω) = 2

∫ +∞

0

Cν(z) sin

(
ωz

δ±c

)
dz

(55)

4.4. Initial value problem and limit problem for the propagator of Eq. (44)

4.4.1. Initial value problem for the propagator of Eq. (44)

Observing that (H0
SS)

†∗ = −H0
SS and (H1

SP)
†∗ = H1

SP, and thanks to the

particular form of Eq. (44), the corresponding propagator is necessarily of the

form

Pϵ
SV(z) =


α0,ϵ
SV(z) (β0,ϵ

SV(z))
∗ 0 0

β0,ϵ
SV(z) (α0,ϵ

SV(z))
∗ 0 0

α1,ϵ
P (z) −(β1,ϵ

P (z))∗ 1 0

β1,ϵ
P (z) −(α1,ϵ

P (z))∗ 0 1

 . (56)

Jacobi formula also implies the additional condition |α0,ϵ
SV(z)|2 − |β0,ϵ

SV(z)|2 = 1.

Finally, assuming an SV-polarized incoming wave, the boundary conditions

for that system read 
T0,ϵ

SS

0

T1,ϵ
SP

0

 = PSV(L)


1

R0,ϵ
SS

0

R1,ϵ
SP

 , (57)

which implies

T0,ϵ
SS =

1

(α0,ϵ
SV)

∗
, R0,ϵ

SS = −
β0,ϵ
SV

(α0,ϵ
SV)

∗
, (58)

and

R1,ϵ
SP = −β1,ϵ

P − (α1,ϵ
P )∗

β0,ϵ
SV

(α0,ϵ
SV)

∗
T1,ϵ

SP = α1,ϵ
P + (β1,ϵ

P )∗
β0,ϵ
SV

(α0,ϵ
SV)

∗
. (59)
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4.4.2. Limit problem (small ϵ) for the propagator of Eq. (44)

Following the same method as above, the propagator in Eq. (56) and Eq. (44)

mean that the propagator verifies the general form Eq. (50) where

FP (X,Ω, y) =
ω

2cS
Ω

[
h0

† + sin

(
2ωy

cS

)
h1

† + cos

(
2ωy

cS

)
h2

†
]
X

− ω

cS
Ω
√
α

[
(1 + α)

(
sin

(
ωy

δ+c

)
h3 + cos

(
ωy

δ+c

)
h4

)
+(1− α)

(
sin

(
ωy

δ−c

)
h5 + cos

(
ωy

δ−c

)
h6

)]
X (60)

and the Pauli spins and hi matrices were defined in Eq. (53) and Eq. (52),165

respectively.

Then, in limit of small ϵ, the solution Pϵ
SV(z) of Eq. (50) converges to the

solution PSV(z) of the following stochastic differential equation:

dPSV =
ω
√
γ (0)

2cS
h†
0PSV◦dW0 (z)+

ω
√
γ (ω)

2
√
2cS

(
h†
1PSV ◦ dW1 (z) + h†

2PSV ◦ dW̃1 (z)
)

+
ω√
2cS

(1 + α)
√
αγ+ (ω)

(
h3PSV ◦ dW2 (z) + h4PSV ◦ dW̃2 (z)

)
+

ω√
2cS

(1− α)
√
αγ− (ω)

(
h5PSV ◦ dW3 (z) + h6PSV ◦ dW̃3 (z)

)
− γ(s)(ω)ω2

8cS
2 h0PSVdz (61)

where W0(z), W1(z), W̃1(z), W2(z), W̃2(z), W3(z) and W̃3(z) are independent

standard Brownian motions, and the correlations are defined in Eq. (55).

5. Validation of our proposal with semi-analytical and numerical re-

sults.170

In this final section, we illustrate the interest of the previous Eq. (54-61),

the solution of which can be easily approximated, and propose two validations:

one with a semi-analytical formula, and the other with a large-scale numerical

simulation. We consider the propagation of an SV-polarized incident wave in

a particular randomly-fluctuating layered medium, in which we approximate175

Eq. (61) and compute the corresponding transmission coefficient, and compare
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it to the transmission coefficient obtained (i) from the O’Doherty-Anstey ap-

proach [6, 2], and, (ii) from full scale results, obtained solving the wave equation

with rapidly fluctuating properties. The first part of this section defines the par-

ticular case being considered, describing in particular the mechanical properties180

of the randomly-fluctuating medium. Then, the numerical scheme used to solve

Eq. (61) is introduced (Section 5.2), as well as the O’Doherty-Anstey estimates

for transmission coefficients (Section 5.3) and the spectral element solver for the

full-scale wave equation (Section 5.4). Finally, comparisons are provided and

discussed in Section 5.5.185

5.1. Description of the physical case

The random slab of Fig. 1 is considered, with an extension of L0 = 5000 m in

the vertical direction, and unbounded in the other two directions. The random

slab is embedded between two (deterministic) homogeneous half-spaces. The

parameters describing the mechanical properties of the random slab are reported

in Table 1: the velocities and density are homogenized properties, and the

fluctuations follow a Gaussian correlation model whose correlation length ℓc

and variance σK are also provided in Table 1. The choice of correlation model

implies the following power spectrum densities:

γ (ω) = ℓcσ
2
Ke

−ℓ2cω
2π/cS

2

, γ(s) (ω) =
1

2
√
π
γ (ω) erfi

(
ℓcωπ

cS

)
, (62)

where erfi is the imaginary error function, and

γ±(ω) = ℓcσ
2
Ke

−ℓ2cω
2π/4(δ±c )2 , γ

(s)
± (ω) =

1

2
√
π
γ± (ω) erfi

(
ℓcωπ

2δ±c

)
. (63)

Table 1: Mechanical properties of the medium (for the half-spaces, and homogenized properties

of the slab) and parameters of the random fluctuations in the slab.

ρ cP cS σK ℓc

2800 kg/m3 1750 m/s 1000 m/s 0.3 50 m

The incident wave on the slab is considered to have SV polarization. Three

incidences will be considered: vertical incidence κ = 0◦, for which there is no

coupling, as well as κ = 5◦ and κ = 10◦.
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5.2. Numerical approximation of SDE (our proposal)190

In this part, we describe the numerical scheme used for the approximation

of the solution of Eq. (61), namely a Euler-Maruyama scheme. The numerical

integration is performed considering independent realizations of the brownian

motion jumps [10]. The discrete equations under Îto form are written in Eq. (64-

67), where the Gn
i , n ≥ 0, 0 ≤ i ≤ 3 and G̃n

i , n ≥ 0, 1 ≤ i ≤ 3, are all

independent centered Gaussian random variable with variance equal to the space

step ∆z = L/N , assumed to be constant here, and where N is the total number

of space steps. The coupled system for (α0
S)

n and (β0
S)

n, 0 ≤ n ≤ N , is first

solved, with initial conditions (α0
S)

0 = 1 and (β0
S)

0 = 0.

(α0
S)

n+1 = (α0
S)

n+
ω

2cS

(
i
√
γ(0)(α0

S)
nGn+1

0 −
√
γ(ω)

2
(β0

S)
n
(
Gn+1

1 + iG̃n+1
1

))

− ω2

8cS
2

(
γ(0)− γ(ω) + iγ(s)(ω)

)
(α0

S)
n∆z, (64)

(β0
S)

n+1 = (β0
S)

n− ω

2cS

(
i
√
γ(0)(β0

S)
nGn+1

0 +

√
γ(ω)

2
(α0

S)
n
(
Gn+1

1 − iG̃n+1
1

))

− ω2

8cS
2

(
γ(0)− γ(ω)− iγ(s)(ω)

)
(β0

S)
n∆z. (65)

Then the rest of the equations are solved, for (α1
P)

n and (β1
P)

n, 0 ≤ n ≤ N , with

initial conditions (α1
P)

0 = 0 and (β1
P)

0 = 0, and taking the (α0
S)

n and (β0
S)

n,

0 ≤ n ≤ N as given.

(α1
P)

n+1 = (α1
P)

n +
ω√
2cS

(
1 + α2

)√
αγ+(ω)(β

0
S)

n
(
Gn+1

2 + iG̃n+1
2

)
− ω√

2cS

(
1− α2

)√
αγ−(ω)(α

0
S)

n
(
Gn+1

3 − iG̃n+1
3

)
+ i

ω2

2cS
2 γ

(s)
+ (α0

S)
n∆z (66)

(β1
P)

n+1 = (β1
P)

n − ω√
2cS

(
1 + α2

)√
αγ+(ω)(α

0
S)

n
(
Gn+1

2 − iG̃n+1
2

)
+

ω√
2cS

(
1− α2

)√
αγ−(ω)(β

0
S)

n
(
Gn+1

3 + iG̃n+1
3

)
− i

ω2

2cS
2 γ

(s)
+ (ω)(β0

S)
n∆z

(67)
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After solving these two coupled systems (for each frequency ω), transmission

coefficients (see Eq. (58) and Eq. (59)) are computed. In the simulations dis-

cussed in Section 5.5, the step ∆z = 1.65×10−5 is used, and 30 realizations are

computed for each transmission coefficient by repeating the process 30 times.

5.3. O’Doherty Anstey formula approach [2]195

The O’Doherty-Anstey formula for normally-incident acoustic waves, and

subsequent refinements (for oblique waves, as well as for elastic waves), are

described in detail in [2]. The formula are derived under an hypothesis of small

fluctuations of the mechanical parameters, and assuming that the thickness is

not too large (of the order of the inverse of the variance of the fluctuations).

Following the setting of the Rytov approximation (a Taylor expansion of the

phase of the wave field is considered rather than that of the wave field itself),

the transmission coefficient is computed as an exponentially-decreasing function

of the depth in the slab, whose characteristic length for S-wave is the localization

length given by

(
Lloc

)−1
=
ω2γ (ω)

4

(
1− 8κ2cS

2(1− κ2cS
2)
)2

cS
2(1− κ2cS

2)

+
ω2κ2√

1− κ2cS
2
√

1− κ2cP
2

[(
1− 2κ2cS

2
)√

1− κ2cP
2 (γ− (ω)− γ+ (ω))

−α2
√

1− κ2cS
2(1− 2κ2cP

2) (γ− (ω) + γ+ (ω))
]

(68)

where the wavenumber is assumed small enough (κ < 1 and κ < 1/cP), and

the correlation functions γ+(ω) and γ−(ω) are given in Eq. (63). When κ = 0,

this formula simplifies to Lloc = 4cS
2/(ω2γ(ω)), and the formula in Eq. (24) is

recovered.

The main issue with this approach is that limited information is provided200

concerning transfer of energy between different polarization. Losses are ac-

counted for in the incident polarization, but the energy transferred from that

incident polarization to the other polarization is not monitored. For instance,

in the present case of an incident SV-wave, there is no information on the P-

polarized waves, and hence on the SV-to-P transmission coefficient TSP(ω).205
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5.4. Numerical approximation of wave equation

Finally we introduce a full-scale numerical approach, to solve directly the

equilibrium Eq. (1), in time and in 3D, based on one realization of the ran-

dom material properties. The Spectral Element Method is used, which is a

high order Finite Element Method with low numerical dispersion and high effi-210

ciency [11, 12]. It computes the displacement field at any point in the domain

and the transmission coefficient can be estimated from this. More specifically,

the implementation used in this study is the SEM3D code, jointly developed by

CEA, IPGP, CentraleSupélec and CNRS [13].

As with any Finite Element Method, the computational domain must be215

bounded, as presented in Fig. 2, where the positions of the receivers, used to

estimate the transmission coefficients are also represented. This truncation cre-

ates parasitic reflected waves when simulating for an unbounded model (as in

our case of interest, see Fig. 1). In our application, the dimensions of the com-

putational domain are chosen to be 6×6×11 km3, and we consider free surface220

conditions at all boundaries. This is deemed enough to minimize the impact

of the reflections on wavefields of interest over the simulation time considered.

The use of more elaborate boundary conditions (such as Perfectly Match Layers)

would also be possible but would have resulted in even higher computational cost

(current simulations required 4 hours of computational time on 600 processors,225

which means close to 2500 hours of CPU time). The solution is approximated

on tensorized polynomials (of order 4 in each direction) in each element, and

element size is fixed at h = 27 m, which ensures that waves at frequencies below

20 Hz are well approximated. Fig. 3 displays a representative map of cS (z) for

one particular realization of the random field described in Section 5.1.230

As described in Section 5.1, the incident field is a plane wave, SV-polarized,

and inclined (with an angle ψ around the axis ey). This is created by introducing

a series of point-sources, along a plane orthogonal to eP = sinψ ex + cosψ ez,

with separations much smaller than the wavelength, and with directions along

eSV = cosψ ex − sinψ ez. The signal for each of these sources is represented in235

Fig. 4. It has an almost flat spectrum between 2 Hz and 20 Hz, which makes
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Figure 2: Section of the 3D geometry for SEM3D solver. The dimensions are Lx = 5 km,

Lz = 11 km, and the thickness in the unrepresented dimension is Ly = 5 km. There are 1680

receivers and three incidence angles are considered: ψ = 0◦, ψ = 5◦ and ψ = 10◦.

comparisons of transmission coefficients with the other two methods easier in

that frequency range. Note that the boundedness of the computational domain

means that the plane wave is only partially represented. This translates into

parasitic effects at the boundary of the domain, that can be seen for instance240

in Fig. 5, frame t = 1 s, for P-polarization (right column).

The full wavefield is simulated at all times (see Fig. 5 for some snapshots of

the components of the velocity field along eSV and eP, respectively). It is ob-

served that there is initially no velocity along eP (except a boundary effect along

the loading line, note the ten-folds difference in amplitude for the SV-velocity245

and P-velocity). This P-velocity grows along when the S-wave propagates in-

side the domain, and propagates with a different direction than the SV-velocity
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Figure 3: Shear velocity cS(x) in a section of one realization of the SEM3D model (ℓc = 50 m,

σK = 0.3% and L0 = 5 km).

Figure 4: Time signal injected at source point (left) and its associated frequency content

(right).

(actually the angle corresponding to the same κ for a P-wave, as predicted by

Fresnel equations). In order to compute the transmission coefficients, 1680 re-

ceivers are placed regularly on a plane 200 m downstream (see Fig. 2) to measure250

the signal coming out of the random layer. The results are analyzed in frequency

and the spectra are averaged over all receivers in order to remove the influence

of local phenomena. Also, to follow the polarization of the wave through the
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Figure 5: Components of the velocity field along eSV (SV-velocity) and eP (P-velocity) at

several times for an SV-polarized wave with incidence ψ = 10◦. Note the ten-folds difference

in amplitude for the SV-velocity and P-velocity.

propagation, the velocity field is projected in the rotated space (eSV,eP).

The main advantage of considering these very expensive simulations is that255

both SV-to-SV and SV-to-P transmission coefficients can be evaluated. How-
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ever, comparisons should be done with care because results here correspond

to only one realization of the mechanical parameters, contrarily to the previ-

ous methods that consider homogenization and predict an average transmission

coefficient, expected to be much smoother. To simplify comparisons, three sim-260

ulations are considered (each for different realizations of the mechanical param-

eters). Simulating for more realizations appears unnecessarily expensive.

5.5. Transmission coefficients computed with the three different methods

The normal incidence (ψ = 0◦) is first considered. The transmission coeffi-

cients are estimated for the three methods and plotted in Figure 6). In the case265

of the SEM3D simulations, 3 realizations are plotted, along with the average.

For our method, 30 realizations are considered and the average as well as a con-

fidence interval for one standard deviation are plotted. Our approach appears

to give results very similar to those of ODA. The full-scale results also compare

reasonably well with the others, considering in particular the issues with the270

boundary conditions in the numerical model.

We then move to higher angles of incidences: ψ = 5◦ and ψ = 10◦. The

SV-to-SV transmission coefficients TSS(ω) are plotted in Fig. 7 and the SV-to-P

transmission coefficients TSP(ω) are plotted in Fig. 8. Concerning the SV-to-

SV transmission, it seems that the observations made for the normal incidence275

still apply in the low-frequency range (below 10 Hz approximately): all three

approaches seem to correspond. At higher frequencies, our approach seems

less efficient and cannot predict the decrease in transmission with respect to

the normal case. This is most probably due to the hypothesis of small angle

of incidence, that could be eventually removed by considering more accurate280

propagation modes in Eq. (25) (see [14] for instance).

Finally, concerning the SV-to-P transmission coefficients, the ODA does not

provide estimates so only the expensive full-scale approach and our approach

are available. Given the differences discussed above, comparisons in Fig. 8 seem

convincing that our approach can provide accurate prediction of the SV-to-P285

transmission in a horizontally stratified slab.
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Figure 6: SV-to-SV transmission coefficient TSS(ω) for normal incidence (ψ = 0◦): 3 realiza-

tions (dashed grey lines) and average (green solid line) computed with the SEM3D approach

(Section 5.4), ODA formula (blue line) of Section 5.3, and average (red solid line) plus or

minus one standard deviation (pink shade) estimated with 30 realizations of our approach

(Section 5.2).

6. Conclusions

In this paper, we have proposed a method to determine the transmission co-

efficients for an elastic wave propagating at an angle in a horizontally-stratified

randomly-fluctuating slab as the solution of a set of coupled stochastic differen-290

tial equations. Solutions of that set of equations can be easily simulated because

small scales of fluctuation of the mechanical properties have been homogenized.

The SV-to-SV transmission coefficient obtained with our method compares fa-

vorably to the ODA formula [2] and additionally provides the evaluation of the

SV-to-P transmission coefficient. The behavior in the higher frequency range295

could be improved by removing the Taylor expansion in κ. Finally, it would be

interesting to try and derive an analytical formula for the elastic case, in the

manner of Eq. (23-24).
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Figure 7: SV-to-SV transmission coefficients TSS(ω) for incidences ψ = 5◦ (upper plot)

and ψ = 10◦ (lower plot): 3 realizations (dashed grey lines) and average (green solid line)

computed with the SEM3D approach (Section 5.4), ODA formula (blue line) of Section 5.3,

and average (red solid line) plus or minus one standard deviation (pink shade) estimated with

30 realizations of our approach (Section 5.2).
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Figure 8: SV-to-P transmission coefficients TSP(ω) for incidences ψ = 5◦ (upper plot) and

ψ = 10◦ (lower plot): 3 realizations (dashed grey lines) and average (black solid line) computed

with the SEM3D approach (Section 5.4), and average (red solid line) plus or minus one

standard deviation (pink shade) estimated with 30 realizations of our approach (Section 5.2).
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[12] D. Göddeke, D. Komatitsch, M. Möller, Finite and spectral element meth-340

ods on unstructured grids for flow and wave propagation problems, in:

Numerical Computations with GPUs, Springer, 2014, pp. 183–206.

[13] S. Touhami, F. Gatti, F. Lopez-Caballero, R. Cottereau,
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Appendix A. Limit theorem for ODEs with stochastic parameters

We recall here the main theorem that is used in this paper. It is described350

in more detail, along with a proof in [7]. The main idea is that the limit of a

sequence of solutions of ordinary differential equations with random parameters

can be described (in the regime that we are interested in) as a diffusion Markov

process. The characterization of that diffusion process can then be performed,

among other possibilities, as the solution of a stochastic differential equation.355
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This is the characterization that is proposed in this paper (following [7]). The

theorem goes as below.

Theorem 1. Let the process Xϵ(z) be defined by the following system of ordi-

nary differential equations with random parameter:

dXϵ

dz
=

1

ϵ
F
(
Xϵ(z), Y

( z
ϵ2

)
,
z

ϵ2

)
, (A.1)

starting from Xϵ(0) = x0 ∈ Rd. We assume that Y (z) is a z-homogeneous

Markov ergodic process with generator satisfying the Fredholm alternative. The

Rd-valued function F (x, y, τ) is assumed to be at most linearly growing and

smooth in x, to be periodic with period Z0 with respect to τ , and to satisfy the

centering condition
∫ Z0

0
E [F (x, Y (0), τ)] dτ = 0, for all x, where E[·] denotes

expectation with respect to the invariant probability distribution of Y (z). Then

the random processes Xϵ(z) converge in distribution to the diffusion Markov

process X(z) with generator

Lϕ(x) = 1

Z0

∫ Z0

0

∫ ∞

0

E [F (x, Y (0), τ) · ∇xF (x, Y (z), τ + z) · ∇xϕ(x)] dzdτ.

(A.2)

Appendix B. Case of a heterogeneous P-wave modulus

Adding to the fluctuation properties defined for shear modulus Eq. (3), P-

wave modulus is considered to randomly fluctuate inside the random slab. This

P-wave modulus is modeled as :

1

K(z)
=

1

K
(1 + νK(z)) , 0 ≤ z ≤ L, (B.1)

where νK(z) satisfies the same properties as ν(z) (see Eq. (3)) with a given

autocovariance CK(z), its variance σ2
K = CK(0), the correlation length ℓc,K =∫

R CK(z)dz/σ2
K and K = E[1/K(z)]−1 the harmonic average. K and µ are
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assumed to be independant. Considering cP(z), Eq. (8) becomes :

d

dz


v̂x

σ̂xz

v̂z

σ̂zz

 = iω


0 (ρc2S)

−1 −κ 0

ρ(1− 4κ2(1− α2)c2S) 0 0 −κ(1− 2α2)

−κ(1− 2α2) 0 0 (ρc2P)
−1

0 −κ ρ 0




v̂x

σ̂xz

v̂z

σ̂zz

 .
(B.2)

In this case, the constitutive relation of the two half-spaces is given, for (x, z) ∈

Ω− ∪ Ω+, by

σ = ρ



cPh
2 cPh

2 − 2cSh
2 cP

2(1− 2α2) 0 0 0

cPh
2 − 2cSh

2 cPh
2 cP

2(1− 2α2) 0 0 0

cP
2(1− 2α2) cP

2(1− 2α2) cP
2 0 0 0

0 0 0 cS
2 0 0

0 0 0 0 cS
2 0

0 0 0 0 0 cSh
2


ϵ (B.3)

where the coefficients are :

cP
2 = E

[
1

c2P(z)

]−1

, cS
2 = E

[
1

c2S(z)

]−1

, cSh
2 = E

[
c2S(z)

]
, (B.4)

and

c2Ph = 4c2Sh + c2P
(
1− 2α2

)2 − 4

ρ
E

[
µ2(z)

K(z)

]
, α2 = E[α(z)2] (B.5)

From this behavior, we can proceed to the projection and the recentering of

the modes (see sections 4.1 and 4.2). Then, the asymptotic extension under the

assumption of a small angle yields :

d

dz



â0S

b̂0S

â1P

b̂1P

â0P

b̂0P

â1S

b̂1S



= − iω

ϵ2cS


H0

SS 02 02 02

H1
PS H0

PP 02 02

02 02 H0
PP 02

02 02 H1
SP H0

SS





â0S

b̂0S

â1P

b̂1P

â0P

b̂0P

â1S

b̂1S



(B.6)
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where:

H0
SS =

 ∆
(+)
µ − 1 ∆

(−)
µ e−2iωz/cS

−∆
(−)
µ e2iωz/cS 1−∆

(+)
µ

 (B.7)

H0
PP =

 α(∆
(+)
K − 1) α∆

(−)
K e−2iωz/cP

−α∆(−)
K e−2iωz/cP α(1−∆

(+)
K )

 (B.8)

H1
SP =

 ∆(+)eiωz/δ−c −∆(−)eiωz/δ+c

−∆(−)e−iωz/δ+c ∆(+)e−iωz/δ−c

 (B.9)

H1
PS =

∆(+)e−iωz/δ−c ϵ2 ∆(−)eiωz/δ+c

∆(−)e−iωz/δ+c ϵ2 ∆(+)eiωz/δ−c

 (B.10)

and

∆(±)
µ (z) =

1

2
(1± (1 + ϵν (z))) , ∆

(±)
K (z) =

1

2
(1± (1 + ϵνK (z))) (B.11)

and

√
α∆(±) = ±α2ϵ (νK (z)− ν (z))− α (−ϵν (z)± ϵανK (z)) (B.12)

Considering the first block of the matrix Eq. B.6 corresponding to the Eq. 44

including heterogeneous P-wave modulus, the propagator Pϵ
SV(z) is given by :

Pϵ
SV(z) =


α0,ϵ
SV(z) (β0,ϵ

SV(z))
∗ 0 0

β0,ϵ
SV(z) (α0,ϵ

SV(z))
∗ 0 0

α1,ϵ
P (z) −(β1,ϵ

P (z))∗ α0,ϵ
P (z) (β0,ϵ

P (z))∗

β1,ϵ
P (z) −(α1,ϵ

P (z))∗ β0,ϵ
P (z) (α0,ϵ

P (z))∗

 . (B.13)

The definition of the propagator means that Pϵ
SV(z) verifies the equation :
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d

dz
Pϵ

SV (z) =
ω

2ϵcS
ν (z)

[
h0

† + sin

(
2ωz

ϵ2cS

)
h1

† + cos

(
2ωz

ϵ2cS

)
h2

†
]
Pϵ

SV (z)

+
ω

2ϵcP
νK (z)

[
h0 + sin

(
2ωz

ϵ2cP

)
h1 + cos

(
2ωz

ϵ2cP

)
h2

]
Pϵ

SV (z)

+
ω

ϵcS
ν (z)

[(
−α1/2 − α3/2

)
sin

(
ωz

ϵ2δ+c

)
h3 +

(
−α1/2 − α3/2

)
cos

(
ωz

ϵ2δ+c

)
h4

+
(
−α1/2 + α3/2

)
sin

(
ωz

ϵ2δ−c

)
h5 +

(
−α1/2 + α3/2

)
cos

(
ωz

ϵ2δ−c

)
h6

]
Pϵ

SV (z)

+
ω

ϵcS
νK (z)

[(
−α1/2 + α3/2

)
sin

(
ωz

ϵ2δ+c

)
h3 +

(
−α1/2 + α3/2

)
cos

(
ωz

ϵ2δ+c

)
h4

+
(
α1/2 − α3/2

)
sin

(
ωz

ϵ2δ−c

)
h5 +

(
α1/2 − α3/2

)
cos

(
ωz

ϵ2δ−c

)
h6

]
Pϵ

SV (z)

(B.14)

Where hi are the same than Eq. (52). Following the work the limit of small ϵ,

the solution Pϵ
SV(z) converges to the solution PSV(z) of the following stochastic360

differential equation:

dPSV (0, z) =
ω
√
γ (0)

2cS
h†
0PSV◦dW0 (z)+

ω
√
γ (ω)

2
√
2cS

h†
1PSV◦dW1 (z)+

ω
√
γ (ω)

2
√
2cS

h†
2PSV◦dW̃1 (z)

+
ω
√
γK (0)

2cP
h0PSV◦dW2 (z)+

ω
√
γK (ω)

2
√
2cP

h1PSV◦dW3 (z)+
ω
√
γK (ω)

2
√
2cP

h2PSV◦dW̃3 (z)

+
ω√
2cS

√(
α1/2 + α3/2

)2
γ+(ω) +

(
−α1/2 + α3/2

)2
γK+(ω)h3PSV ◦ dW6 (z)

+
ω√
2cS

√(
α1/2 + α3/2

)2
γ+(ω) +

(
−α1/2 + α3/2

)2
γK+(ω)h4PSV ◦ dW̃6 (z)

+
ω√
2cS

√(
−α1/2 + α3/2

)2
γ+(ω) +

(
α1/2 − α3/2

)2
γK+(ω)h5PSV ◦ dW7 (z)

+
ω√
2cS

√(
−α1/2 + α3/2

)2
γ+(ω) +

(
α1/2 − α3/2

)2
γK+(ω)h6PSV ◦ dW̃7 (z)

− γ(s)ω2

8cS
2 h†

0PSVdz −
γ
(s)
K ω2

8cP
2 h0PSVdz

− i
ω2

2cS
2

[(
α1/2 + α3/2

)2
γ
(s)
+ (ω) +

(
−α1/2 + α3/2

)2
γ
(s)
K+(ω)

]
h5PSVdz

(B.15)
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Where γ(ω) , γ(s)(ω) , γ±(ω) are defined Eq. (55) and :

γK (ω) = 2

∫ +∞

0

CνK
cos

(
2ωz

cP

)
dz, γ

(s)
K (ω) = 2

∫ +∞

0

CνK
sin

(
2ωz

cP

)
dz

γK± (ω) = 2

∫ +∞

0

CνK
cos

(
ωz

δ±c

)
dz, γ

(s)
K± (ω) = 2

∫ +∞

0

CνK
sin

(
ωz

δ±c

)
dz

(B.16)
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