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Kawasaki dynamics beyond the uniqueness threshold

Roland Bauerschmidt∗ Thierry Bodineau† Benoit Dagallier‡
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Abstract

Glauber dynamics of the Ising model on a random regular graph is known to mix fast below the
tree uniqueness threshold and exponentially slowly above it. We show that Kawasaki dynamics
of the canonical ferromagnetic Ising model on a random d-regular graph mixes fast beyond the
tree uniqueness threshold when d is large enough (and conjecture that it mixes fast up to the tree
reconstruction threshold for all d > 3). This result follows from a more general spectral condition
for (modified) log-Sobolev inequalities for conservative dynamics of Ising models. The proof of this
condition in fact extends to perturbations of distributions with log-concave generating polynomial.

1 Introduction and results

We first discuss our results for Kawasaki dynamics on random regular graphs, which are our primary
motivation, in Section 1.1, and then the more general results for conservative dynamics of Ising
models that these follow from, in Section 1.2.

1.1. Result for random regular graphs. Let G = ([N ], E) be a random d-regular graph onN vertices.
Glauber dynamics of the ferromagnetic Ising model on G is known to mix fast when β < βc and
exponentially slowly when β > βc, where βc = artanh(1/(d − 1)) ∼ 1/(d − 1) is the uniqueness
threshold for the Ising model on the infinite d-regular tree, see [38] for fast mixing (or [8, Example 6.15]
for a perspective closer to that of this work) and [24,29] for slow mixing. Different from the situation
on finite-dimensional lattices, the Ising model on the infinite d-regular tree has a second phase
transition which occurs at the reconstruction threshold βr = artanh(1/

√
d− 1) ∼ 1/

√
d− 1, see for

example [32] and the further discussion below. While the uniqueness transition of the ferromagnetic
Ising model is related to the magnetisation (the average of all spins), which is an order parameter for
this transition on random regular graphs, the magnetisation becomes irrelevant for the canonical Ising
model, which is the Ising model conditioned on its magnetisation. The natural analogue of Glauber
dynamics for the canonical Ising model is Kawasaki dynamics, which randomly swaps neighbouring
spins, and thus conserves the total magnetisation.

Our following main result shows that, for d > d0, Kawasaki dynamics of the ferromagnetic
Ising model mixes fast on a random d-regular graph beyond the tree uniqueness threshold, at which
Glauber dynamics slows down exponentially.

Theorem 1.1. For d > 3 and β < 1/(8
√
d− 1), the Kawasaki dynamics of the canonical Ising model

on a random d-regular graph on N vertices (quenched, and ferromagnetic or antiferromagnetic) mixes
in Od,β(N log6N) steps, with high probability on the randomness of the graph.
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In particular, since βc = artanh(1/(d− 1)) < 1/(8
√
d− 1) for d > d0 large, it follows that indeed

Kawasaki dynamics is fast beyond βc. Our result also applies under a more general condition which
we expect (but do not prove) holds for β < βr, see the later discussion. Further we expect that the
power of the logarithm is 1 instead of 6 in the optimal mixing time estimate. As part of the proof,
we obtain this mixing time for a dynamics in which all exchanges of spins are permitted rather than
only those of neighbours.

Interpretation of the result. Theorem 1.1 shows in some sense that, on random regular graphs, the
magnetisation is the only bottleneck responsible for the critical slowdown at the uniqueness threshold
βc (at least for d > d0). From the point of view of finite-dimensional lattices, where already at high
temperatures Kawasaki dynamics is slower (and much more difficult to understand) than Glauber
dynamics (with spectral gap of order L−2 on a d-dimensional cube of side length L, for all d > 1,
proved in [34] and [19,20,44]), it might initially seem surprising that Kawasaki dynamics on random
regular graphs can be much faster than Glauber dynamics. Furthermore, on finite-dimensional lat-
tices, it is expected that Kawasaki dynamics slows down at the same critical temperature as Glauber
dynamics (the unique critical temperature of the phase transition of the equilibrium measure); this
is known at least in d = 2 [18]. Both points, that the critical β for slow down of Kawasaki dynamics
is higher than that for Glauber dynamics, and that Kawasaki dynamics is fast (spectral gap of order
1) at small β, are related to the expansion properties of random regular graphs (and will be true on
more general expander graphs). Indeed, that the magnetisation is the only bottleneck for random
regular graphs beyond the uniqueness threshold is less surprising when compared with the behaviour
of the Ising model on the complete graph, where at any temperature Kawasaki dynamics is simply
the symmetric simple exclusion process. That Kawasaki dynamics on random regular graphs is not
slowed down at high temperature is also intuitive: the slow behaviour of Kawasaki dynamics on
finite-dimensional lattices results from the diffusive behaviour of the spin motion (viewing spins as
particles and holes), while a simple random walk on a random regular graph is ballistic (and thus
fast). From a different point of view, the two thresholds βc ∼ 1/d and βr ∼ 1/

√
d are parallel to the

two largest eigenvalues λ1 = d and λ2 ∼ 2
√
d of the adjacency matrix of the random regular graph

and the existence of a second threshold is the analogue of random regular graphs being expanders.

Nonetheless, the hard constraint on the magnetisation is well known to make Kawasaki dynamics
significantly more difficult to study than Glauber dynamics. Moreover, the established approaches
to Kawasaki dynamics on lattices are based on comparison with the Ising model without constraint
through mixing conditions [19,20,34,44], and one therefore cannot hope that these methods extend
beyond the uniqueness threshold where the canonical and unconstrained models behave differently.
Our perspective also provides a different approach to Kawasaki dynamics on lattices.

About the condition on β. The conclusion of Theorem 1.1 applies either under the stated assumption
β < 1/(8

√
d− 1), or under a more general condition on the covariance matrices of the canonical Ising

model stated in (CC) below. We expect but do not prove that the latter condition holds for all β up
to the reconstruction threshold βr which we also expect to be a unique critical point for the canonical
Ising model on the random regular graph, but are not aware of results that show this, see also the
discussion below. A proof that Kawasaki dynamics remains fast up to βr (either by establishing the
covariance condition or in another way) would be very interesting.

Under essentially the same assumption as ours, namely β < 1/(C
√
d− 1), and with a somewhat

related motivation, it was recently shown that the Ising model on the infinite d-regular tree is a factor
of IID [39].

About the canonical Ising model. Ising models on random regular graphs have been studied exten-
sively, mostly due to their motivation in the spin glass context [36]. This motivation is even more
relevant for the canonical Ising model as the constraint on the magnetisation can lead to frustration
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while the randomness of the graph produces disorder, and indeed, it is expected that the canoni-
cal Ising model displays spin-glass like behaviour at low temperatures. In support of this, it has
been proved that in the limit d → ∞ and β → ∞ the quenched free energy of the canonical Ising
model (with magnetisation 0) coincides with that of the Sherrington–Kirkpatrik model given by the
Parisi formula [25]. More generally, for finite β we expect that similar considerations show that the
quenched free energy Fβ of the canonical Ising model with m = 0 satisfies, as d→ ∞ with β/

√
d− 1

of order 1 in our normalisation (discussed below),

(1.1) Fβ/
√
d−1 = Pβ +Oβ/

√
d−1(

1√
d
),

where Pβ is the free energy of the Sherrington–Kirkpatrik model given by the Parisi solution. In
particular, Pβ is given by the replica symmetric solution for β < 1 and nontrivial for β > 1. Thus it
seems natural to expect that the canonical Ising model has a related unique transition at β/

√
d− 1 =

βr/
√
d− 1 ∼ 1, but we are not aware of results proving this. It would be especially interesting to

construct a test function that shows that Kawasaki dynamics indeed becomes slow beyond this
transition. The vanishing of the spectral gap of Glauber dynamics of the Sherrington–Kirkpatrik
model at low temperature was proved in [10].

The above picture for the canonical Ising model on random regular graphs is different from that
of the standard Ising model (without constraint of the magnetisation), whose behaviour we briefly
summarise now. As a consequence of the local convergence of the random d-regular graph to the
infinite d-regular tree, it has been shown at any temperature that the Ising model on a random regular
graph converges weakly to the symmetric mixture of the plus and minus states of the Ising model
on the infinite d-regular tree and further that the Ising model conditioned on positive magnetisation
converges to the plus state on the infinite d-regular tree [37]. However, while the local correlations of
the Ising model on the random regular graph are closely related to those of the infinite tree, its global
behaviour is more subtle. It was shown [29] that the reconstruction problem for the Ising model on
the random d-regular graph is solvable for β > βc = artanh(1/(d−1)), the tree uniqueness threshold,
whereas the reconstruction threshold on the infinite d-regular tree is βr = artanh(1/

√
d− 1). The

solution of the reconstruction problem for the unconditioned Ising model on random d-regular graph
is mediated through the magnetisation and its solvability amounts to showing that the latter is a
bottleneck for Glauber dynamics. Therefore, for the unconditioned Ising model on a random regular
graph, there is a standard ferromagnetic phase transition at the tree uniqueness threshold βc (and
this transition is well understood).

Further related literature. Glauber dynamics of Ising models on finite and infinite trees has been
studied in detail [11, 35], but we emphasise again that the global behaviour on finite trees is quite
different from that of random regular graphs. Results on Glauber dynamics of random regular graphs
include [29, 38] which establish fast and slow mixing below respectively above the tree uniqueness
threshold βc and also [17] which investigates metastability properties. Swenden–Wang and block
dynamics are also known to mix fast up to the tree uniqueness threshold [12].

For the spin-glass Ising model on a random regular graph, where each edge has an independent
±1 coupling constant (but without the constraint on the magnetisation), it is known that Glauber
dynamics mixes fast under the condition β < 1/(4

√
d− 1), and again fast mixing is expected up to βr

which is, in fact, also the critical point for the spin glass Ising model on the infinite d-regular tree [21].
The fast mixing of Glauber dynamics for β < 1/(4

√
d− 1) was observed in [27] as a consequence

of the recent spectral criteria for the Glauber dynamics log-Sobolev inequality [6], spectral gap [27],
or the modified log-Sobolev inequality [3], and is analogous to the simple criterion β < 1/4 for the
Sherrington–Kirkpatrik model from [6]. Recent advances in sampling the Sherrington–Kirkpatrik
model up to β < 1 (but not using Glauber dynamics) include [1].
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1.2. General results for conservative dynamics. Let A be a symmetric matrix with constant eigenvec-
tor 1 = (1, . . . , 1), i.e., A1 = λ11, and remaining eigenvalues λ2 6 · · · 6 λN . We write δλ = λN − λ2
for the length of the support of the nontrivial spectrum.1 The canonical Ising measure with coupling
matrix A = (Aij) and external field h = (hi) is defined by

(1.2) Eν[F ] ∝
∑

σ∈ΩN,m
e−

β
2
(σ,Aσ)+(h,σ)F (σ),

where, for m ∈ [−1, 1] such that Nm is an integer,

(1.3) ΩN,m = {σ ∈ {±1}N :

N
∑

i=1

σi = Nm}.

For σ ∈ ΩN,m and i, j ∈ [N ], denote by σij ∈ ΩN,m the spin configuration with σi and σj exchanged.
Given any measure ν and a function F > 0 the variance and relative entropy are defined by

Entν(F ) = Eν [Φ(F )]− Φ(Eν [F ]), Φ(x) = x log x,(1.4)

Varν(F ) = Eν [Φ(F )]− Φ(Eν [F ]), Φ(x) = x2.(1.5)

In all of our results, we assume either of the following conditions:

Spectral condition (SC). Let δλ = λN − λ2 be the length of the support of the nontrivial spectrum
of the coupling matrix A, assume β < 1/(2δλ) and set

(1.6) Cβ =
1

1− 2βδλ
.

Covariance condition (CC). Let χ̄0(β) be an upper bound on the largest eigenvalue of the covariance
matrix (Covνβ,h(σi;σj))i,j of the canonical Ising model on ΩN,m, uniformly in h ∈ R

N , and set

(1.7) Cβ = exp

[
∫ β

0
χ̄0(t) dt

]

.

The spectral condition (SC) is easy to verify and applies at sufficiently high temperatures. The
Glauber dynamics analogue of the spectral condition appeared in [6] for the log-Sobolev inequality
and other functional inequalities under this condition were later considered in [3, 22,27]. Compared
to the previously existing high temperature conditions the spectral condition on the coupling matrix
for Glauber dynamics covers the SK model up to β < 1/4 (which is still the best known condition for
fast relaxation of Glauber dynamics for the SK model, but see [1] for a different sampling strategy up
to β < 1). The Glauber version of the spectral condition involves the smallest eigenvalue λ1 instead
of the second smallest eigenvalue λ2 here.

The more general covariance condition (CC) is implied by (SC). The Glauber dynamics analogues
(in which the uniform in external field condition is automatically guaranteed as a consequence of [26])
appeared in [9] and [22], see also the review [8]. For Glauber dynamics of the Ising model it applies up
to the critical point, in a very general setting, and it moreover implies a polynomial dependence of the
log-Sobolev constant near the critical temperature under the mean-field bound on the susceptibility
which holds on Λ ⊂ Z

d if d > 5, see [9].

1We will sometimes refer to λ1 as the smallest eigenvalue and to λ2 as the second smallest one, because this is the

situation for Laplacian matrices of regular graphs, but in principle the value of λ1 has no significance for the following.
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Theorem 1.2. Assume either (SC) or (CC), and assume further maxi
∑

j 6=i |Aij | 6 Ā and maxi |hi| 6
h̄. Then uniformly in size N and magnetisation m, the canonical Ising model satisfies

(1.8) Entν(F ) 6 CβC(βĀ, h̄)Dν(F, log F ),

where

(1.9) Dν(F,G) =
1

2N

N
∑

i,j=1

Eν

[

(F (σ)− F (σij))(G(σ) −G(σij))
]

.

We expect that under the assumptions of the last theorem, and in addition m ∈ [−1+ε, 1−ε], the
corresponding (unmodified) log-Sobolev inequality is also true, i.e., that one can replace Dν(F, log F )
by Dν(

√
F ) = Dν(

√
F,

√
F ) on the right-hand side of the inequality, but unfortunately we currently

do not have a proof of this. Because of the much better comparison techniques available for log-
Sobolev inequalities, this would strengthen our subsequent results. However, it was recently shown
in a general setting that the modified log-Sobolev inequality implies the usual log-Sobolev inequality
at the cost of a factor that is Oβ,h(logN) in our situation [41]. Therefore these conclusions still apply
at the cost of this additional logarithmic factor.

Corollary 1.3. Under the same assumption as in Theorem 1.2 (and with the same Dirichlet form),

(1.10) Varν(F ) 6 CβC(βĀ, h̄)Dν(F ),

and

(1.11) Entν(F ) 6 CβC(βĀ, h̄)(logN)Dν(
√
F ).

The constants C(βĀ, h̄) in the different inequalities can be different, but Cβ is always the constant
in either the condition (SC) or (CC).

Proof. It is a standard fact that the modified log-Sobolev inequality implies the spectral gap inequal-
ity (1.10). The log-Sobolev inequality (1.11) with the additional factor Oβ,h(logN) follows from
the main result of [41] since the minimal transition probability associated with the dynamics of the
standard Dirichlet form is of order 1/N under our assumptions on A and h.

At the cost of a nonoptimal (but still polynomial) dependence on N , one can also obtain versions
of the above inequalities that do not require boundedness assumptions on the entries of A or h, see
Remark 2.3 below. For the standard Dirichlet form (1.9), the log-Sobolev inequality will not be
true with constant of order 1 without restrictions on m and h, see [33, Theorem 5] which shows a
logarithmic correction for m very close to ±1. However, it is possible that there exists a choice of
rates that is equivalent to that of the standard Dirichlet form when A and h have bounded entries
and m ∈ [−1 + ε, 1 + ε] for which this inequality is true.

The above inequalities apply to the Dirichlet form (1.9) associated with a dynamics in which
exchanges for all pairs of spins are permitted (also called the Bernoulli–Laplace Dirichlet form [33]).
In Kawasaki dynamics only nearest-neighbour swaps are allowed. For the usual log-Sobolev inequality
and the spectral gap, the change from the Bernoulli–Laplace Dirichlet form to the nearest-neighbour
Dirichlet form can be achieved by comparison inequalities, called moving particle lemmas. The next
corollaries therefore follow from Corollary 1.3 and versions of the moving particle lemma (combined
with simple estimates of the geometry in the case of the random regular graph).

Corollary 1.4. Let d > 3. For the canonical nearest-neighbour Ising model on a random d-regular
graph on N vertices with β 6 1/(8

√
d− 1), the inverse log-Sobolev constant of Kawasaki dynamics

is bounded by C(d, β, h) log5N . Hence Kawasaki dynamics mixes in at most Od,β,h(N log6N) steps.
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Corollary 1.5. Let d > 1, let Λ ⊂ Z
d be a hypercube of side length L, and assume that either condition

(SC) or (CC) holds. Assume further that maxi
∑

j 6=i |Aij | 6 Ā and h̄ = maxi |hi| are bounded, and
that the finite-range condition Aij = 0 if dist(i, j) > R for some R <∞ holds.

Then, uniformly in the magnetisation m, the spectral gap of Kawasaki dynamics on Λ is of order
L−2 and the log-Sobolev constant is at least of order L−2(logL)−1.

Proof of Corollary 1.4. For the ferromagnetic (respectively antiferromagnetic) Ising model on a ran-
dom regular graph on [N ], the coupling matrix A is minus the adjacency matrix (respectively the adja-
cency matrix) of the random regular graph. Thus −A has Perron–Frobenius eigenvalue d with eigen-
vector 1, and it is known that the remaining eigenvalues are contained in [−2

√
d− 1−ε, 2

√
d− 1+ε]

for any ε > 0, with probability tending to 1 as N → ∞, see [28]. The spectral condition (SC)
therefore holds for β < 1/(8

√
d− 1), with high probability. Thus Theorem 1.2 implies the uniform

modified log-Sobolev inequality (1.8) with respect to the mean-field Dirichlet form, and by Corol-
lary 1.3, the (unmodified) log-Sobolev inequality (still with respect to the mean-field Dirichlet form)
holds with an additional factor Oβ,h(logN):

(1.12) Entν(F ) 6 C(d, βĀ, h̄)
logN

N

∑

i,j

Eν

[

(
√
F (σ)−

√
F (σij))2

]

.

The comparison inequality from Corollary 4.3 now allows to replace the mean-field Dirichlet form by
the Kawasaki (nearest-neighbour exchange) Dirichlet form:

(1.13) Entν(F ) 6 C(d, βĀ, h̄) log5N
∑

i∼j
Eν

[

(
√
F (σ)−

√
F (σij))2

]

.

Finally, it is well known that the mixing time is controlled by the log-Sobolev constant γ [42]:

(1.14) tmix(1/e) 6
2

γ

(

1 +
1

4
log log

(

max
σ

1

ν(σ)

))

6
2

γ

(

1 +
1

4
logN +C(βδλ, h)

)

,

where we used that, for σ ∈ ΩN,m,

(1.15) log
1

ν(σ)
6 N log 2 + (βδλ + 2max

i
|hi|)N.

This completes the proof.

Proof of Corollary 1.5. By Theorem 1.2 and Corollary 1.3, we again have

Varν(F ) 6 CβC(βĀ, h̄)
1

Ld

∑

i,j

Eν

[

(
√
F (σ)−

√
F (σij))2

]

,(1.16)

Entν(F ) 6 CβC(βĀ, h̄)
logL

Ld

∑

i,j

Eν

[

(
√
F (σ)−

√
F (σij))2

]

,(1.17)

and the proof is completed by the moving particle lemma, Corollary 4.2.

1.3. Proof overview. The starting point for our results is the strategy of the proof of the Glauber log-
Sobolev inequality under a spectral condition from [6] and much further developed in [3, 7, 9, 22,27].
The set-up is recalled and adapted to the setting of conservative dynamics in Section 2. For a general
introduction, also see [8].

The constraint on the magnetisation makes the analysis much more subtle, though, and several
new ingredients are required. An important input is a (modified or unmodified) log-Sobolev inequality
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for the infinite temperature case β = 0, for which we make use of the results for the down-up walk (or
bases exchange walk) from [3,23] which are based on the deep log-concavity results of [4,15,16]. These
are also recalled in Section 2, and a different presentation of the proof of the modified log-Sobolev
inequality for the down-up walk is included in Appendix A.

A crucial new ingredient is a comparison estimate that connects the down-up walk and Kawasaki
dynamics through the measure decomposition of Section 2. This estimate is given in Section 3.

In Section 4, we recall the moving particle lemma and apply it to the case of the random regular
graph using well-known estimates on the geometry of these graphs.

Finally, in Appendix B, we state the extension of Theorem 1.2 to more general perturbations of
log-concave distributions mentioned in the abstract.

1.4. Open questions. Our result leaves several natural questions open which we summarise here.
1. Can one extend the fast mixing result for Kawasaki dynamics on random regular graphs from

β < 1/(8
√
d− 1) to β < βr, for example by establishing the covariance condition (CC)?

2. Can one show that Kawasaki dynamics on random regular graphs becomes slow for β > βr (or
at least for β sufficient large) by choice of trial function in the spectral gap inequality? See [18] for
such results on finite-dimensional lattices and [1] for hard sampling results for the related SK model.

3. Can one remove the logarithmic factor in the log-Sobolev inequality (1.11) for suitable choice
of jump rates depending on h and m which are equivalent to those of the standard Dirichlet form
when h is bounded and m ∈ [−1 + ε, 1− ε]?

4. Can one remove the logarithmic factor in the Dirichlet form comparison estimate for random
regular graphs, Corollary 4.3? This would imply that Kawasaki dynamics has spectral gap of order 1
on random regular graphs (rather than with a logarithmic correction), and therefore make this
estimate suitable to deduce correlation decay [30].

5. Can one show that the covariance condition (CC) gives a polynomial gap near βc on Λ ⊂ Z
d

when d > 5, and in general that it applies up to β < βc? Moreover, can one show that (CC) follows
from spatial mixing assumptions?

1.5. Notation and conventions. Given a probability measure π, the relative entropy with respect to
π is defined for any function F > 0 by

(1.18) Entπ(F ) = Eπ[Φ(F )] −Φ(Eπ[F ]), where Φ(x) = x log x.

Given also a Dirichlet form Dπ, we use the convention that the log-Sobolev constant γ, the modified
log-Sobolev constant γm, and the spectral gap λ are given as the best constants in the inequalities

Entπ(F ) 6
2

γ
Dπ(

√
F )(1.19)

Entπ(F ) 6
1

2γm
Dπ(F, log F )(1.20)

Varπ(F ) 6
1

λ
Dπ(F )(1.21)

so that always γ 6 γm 6 λ, see for example [13].

2 Proof of Theorem 1.2

2.1. Initial decomposition of the measure. For m ∈ [−1, 1] such that Nm is an integer, recall that

(2.1) ΩN,m = {σ ∈ {±1}N :

N
∑

i=1

σi = Nm},

7



and also define the continuous analogue

(2.2) XN,0 = {ϕ ∈ R
N :

N
∑

i=1

ϕi = 0}.

The proof of Theorem 1.2 starts from a decomposition of the canonical Ising measure ν on ΩN,m into
two measures: an infinite temperature part π with random external field on ΩN,m and a renormalised
measure ν0 on XN,0 which determines the statistics of the external field. This decomposition is
analogous to the decompositions that we used in [6, 9] for Glauber dynamics of Ising models, which
is also equivalent to the one implicit in [22], with the constraint on the magnetisation the only
but crucial difference. All of the subsequent additional difficulties and improvements (in the high
temperature condition to use the second smallest instead of smallest eigenvalue) are due to this
constraint.

To define this decomposition, we may from now on assume that A regarded as an operator
XN,0 → XN,0 has spectrum contained in (0, 1). Indeed, by replacing A by A + cP with c > −λ2,
where P is the orthogonal projection onto XN,0, we may assume without loss of generality that A is
positive definite on XN,0 (the shift by cP does not affect the canonical Ising measure since σ2i = 1
for all i), and by rescaling β we can further assume ‖A‖ < 1 where ‖A‖ is the operator norm of A
on XN,0. By taking a limit, all estimates extend to the case in which A has spectrum in [0, 1] rather
than (0, 1).

We then set

(2.3) Ct = (tA+ (β − t)P )−1

where the inverse is taken on XN,0 and note that Ct is strictly increasing as a quadratic form in
t ∈ [0, β]. The following Gaussian convolution identity then holds: for any σ ∈ ΩN,m and t ∈ [0, β),

(2.4) e−
β
2
(σ,Aσ) ∝ e−

1

2
(σ,C−1

β
σ) ∝

∫

XN,0

e−
1

2
(σ−ϕ,C−1

t (σ−ϕ))e−
1

2
(ϕ,(Cβ−Ct)−1ϕ) dϕ,

where all inverses are as operators on XN,0 and are extended to act trivially orthogonal to it, and ∝
denotes proportionality up to a constant independent of σ but dependent on t and β. For t = 0, in
particular,

(2.5) e−
β
2
(σ,Aσ) ∝

∫

XN,0

e−
β
2
(σ−ϕ,σ−ϕ)e−

1

2
(ϕ,C−1ϕ) dϕ

where C = Cβ − C0 = (βA)−1 − β−1P . The canonical Ising measure then decomposes as

(2.6) Eν [F ] = Eν0 [EπN,m,h+βϕ [F ]].

Here πN,m,h denotes the infinite temperature canonical Ising model with external field h ∈ R
N , i.e.,

the probability measure on ΩN,m with probabilities

(2.7) πN,m,h(σ) ∝
N
∏

i=1

eσihi .

The renormalised measure ν0 on XN,0 has density proportional to

(2.8) ν0(ϕ) ∝ e−
1

2
(ϕ,C−1ϕ)−V0(ϕ),

8



where the renormalised potential V0 is given by

(2.9) V0(ϕ) = − log
∑

σ∈ΩN,m
e−

β
2
(ϕ−σ,ϕ−σ)πN,m,h(σ).

Using (2.4) instead of (2.5), the decomposition (2.6) generalises to

(2.10) Eν [F ] = Eνt[Eµϕt [F ]],

where the renormalised measure νt on XN,0 and the fluctuation measure µϕt on ΩN,m, for ϕ ∈ XN,0,
are defined analogously by

dνt
dϕ

(ϕ) ∝ e−
1

2
(ϕ,(Cβ−Ct)−1ϕ)−Vt(ϕ), (ϕ ∈ XN,0),(2.11)

µϕt (σ) ∝ e−
1

2
(σ−ϕ,C−1

t (σ−ϕ))+(σ,h) ∝ e−
1

2
(σ,C−1

t σ)+(C−1
t ϕ+h,σ), (σ ∈ ΩN,m),(2.12)

with Vt(ϕ) = − log
∑

σ∈ΩN,m e
− 1

2
(ϕ−σ,C−1

t (ϕ−σ)) the renormalised potential. Thus µϕ0 = πN,m,βϕ and

µϕt is again a canonical Ising measure at inverse temperature t with general field C−1
t ϕ.

2.2. Infinite temperature measure. We first collect properties of the infinite temperature measure
πN,m,h. One can equivalently view πN,m,h as a probability measure on subsets I ⊂ [N ] of cardinality
|I| = k = 1

2N(m+1), where I = {i ∈ [N ] : σi = +1}. It is well known that this measure satisfies the
strong Rayleigh property [15]. In particular, it is negatively correlated for all h ∈ R

Λ:

(2.13) CovπN,m,h(σi, σj) 6 0 (i 6= j),

and hence its covariance matrix satisfies (using also 2|fifj| 6 f2i + f2j and
∑

j:j 6=i σj = −σi +Nm):

VarπN,m,h((f, σ)) =
∑

i

f2i VarπN,m,h(σi) +
∑

i 6=j
fifj CovπN,m,h(σi, σj)

6
∑

i

f2i VarπN,m,h(σi) +
∑

i

f2i
∑

j:j 6=i
CovπN,m,h(σi,−σj)

= 2
∑

i

f2i VarπN,m,h(σi) 6 2|f |22, with |f |22 =
∑

i

f2i .(2.14)

A related (but different) consequence of the strong Rayleigh property is the log-concavity of the
generating polynomial z ∈ [0,∞)N 7→ gπ(z) = Eπ[z

I ] where zI =
∏

i∈I zi, see [2, 16]. Note that the
log-concavity property is also established for much more general measures. The log-concavity of gπ(z)
has been used to prove a modified log-Sobolev inequality for the so-called down-up or bases-exchange
walk [3, 23] which we define next.

For any measure π on ΩN,m, we assume there are jump rates (c(σ, σ′))σ,σ′ = (cπ(σ, σ
′))σ,σ′ re-

versible with respect to π with corresponding Dirichlet form

(2.15) Dπ(F ) = Dπ(F,F ) =
1

2

∑

σ′

Eπ

[

cπ(σ, σ
′)(F (σ) − F (σ′))2

]

.

We will always assume that cπ(σ, σ
′) = 0 unless σ′ = σij for some i, j ∈ [N ], where σij is obtained

from σ by swapping the spins at i and j (not necessarily neighbours).
A canonical choice of jump rates are those of the standard Dirichlet form which are cπ(σ, σ

′) =
1
2N (1 + π(σ′)/π(σ)) and using which the Dirichlet form takes the simple form

(2.16) Dπ(F ) =
1

2

∑

σ′

Eπ

[

cπ(σ, σ
′)(F (σ) − F (σ′))2

]

=
1

2N

∑

σ′

Eπ

[

(F (σ) − F (σ′))2
]

.

9



Another choice of jump rates we will use are those of the down-up walk (also called bases-exchange
walk) studied in [3, 5, 23]. For σ ∈ ΩN,m, recall that I(σ) =

{

i ∈ [N ] : σi = 1
}

denotes the set of
sites with + spins (particles). The down-up walk acts by removing a particle uniformly at random
(down step) to obtain a distribution with k − 1 particles and then selects a k particle distribution
according to π from those containing the former distribution. In terms of spins, this corresponds to
the jump rates:

(2.17) c(σ, i → j) = cπN,m,h(σ, i → j) = 1σi=11σj=−1
π(σij)

∑

k/∈(I(σ)\{i}) π(σ
ik)
.

More precisely, we use this choice if m 6 0 (i.e., the number of particles is at most N/2), and instead
the down-up walk for m > 0 whose jump rates would be c′(σ, i → j) = cπN,m,−h(−σ, i → j). Note
that the number N − k + 1 of terms in the sum in the denominator of the jump rate is always of
order N (this is the reason for considering different jump rates depending on the sign of m).

We emphasise that the rates of the down-up walk are asymmetric in (i, j), i.e., c(σ, i → j) 6=
c(σ, j → i) – in fact if the left-hand side is nonzero the right-hand side is zero. This should simply
be understood as the fact that, if a particle (+ spin) and a hole (− spin) exchange position, then
we think of the particle as making the jump rather than the hole. Nonetheless the jump rates are
reversible with respect to π since π(σ)c(σ, i → j) = π(σji)c(σji, j → i) where on the right-hand side
we wrote σji = σij to emphasise that the plus particle of σij (among the sites i, j) is at j if the one
of σ is at i. In the following the value of the jump rate will always be clear from the context, so we
will use the more convenient notation:

(2.18) c(σ, σij) := c(σ, i → j).

If C−1π(σ) 6 π(σij) 6 Cπ(σ) for all i, j ∈ [N ], note moreover that

(2.19) c(σ, σij) 6 C21σi=11σj=−1

N − k + 1
6

2C2

N
1σi=11σj=−1.

Thus under the condition C−1π(σ) 6 π(σij) 6 Cπ(σ) the Dirichlet forms of the down-up walk and
the standard Dirichlet form are equivalent, but the jump rates become inequivalent for large fields.

The following modified log-Sobolev inequality for πN,m,h has been proven as a consequence of the
log-concavity of its generating polynomial [3, 23]. We have included an alternative presentation of
the proof in Appendix A.

Theorem 2.1. Let Dπ be the Dirichlet form of the down-up walk (2.17). Then for any F : ΩN,m → R,
the measure π = πN,m,h satisfies the modified log-Sobolev inequality (uniformly in N,m, h):

(2.20) Entπ(F ) 6 Dπ(F, log F ).

Remark 2.2. The choice (2.17) of normalisation of the jump rate differs from the one in [3, 23], in
which (2.17) is further divided by the number m of particles. We prefer (2.17) as it corresponds to
a + spin typically getting updated once per unit time.

Remark 2.3. We remark that we use the down-up walk as an ingredient to obtain an optimal constant
in our modified log-Sobolev inequality for the canonical Ising model. For a nonoptimal rate, one could
use the log-Sobolev inequalities for πN,m,h obtained in [31, Theorem 3] as a consequence of the strong
Rayleigh property satisfied by πN,m,h. Note that here the lower bound on the log-Sobolev (or modified
log-Sobolev) constant is 1/N instead of 1: For any F : ΩN,m → R, the measure π = πN,m,h satisfies

(2.21) Entπ(F ) 6 2NDπ(
√
F ),
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where the Dirichlet form is the standard Dirichlet form. The use of this inequality would simplify
the arguments and yield results without assumptions on maxi

∑

j 6=i |Aij | or maxi |hi| but without the
optimal rate obtained by using the down-up walk. To recover the optimal rate one could imagine
using instead [31, Theorem 2]. However, the rates there are not explicit (though perhaps could be
made explicit), while we need explicit rates for a comparison estimate to recover the original measure.

2.3. Proof of Theorem 1.2. Next we collect properties of the renormalised measure νt and the fluc-
tuation measure µϕt defined in (2.11) respectively (2.12). The following convexity is a key observation
for the proof of Theorem 1.2.

Lemma 2.4. For β > 0 and ϕ ∈ XN,0, the renormalised potential

(2.22) V0(ϕ) = − log
∑

σ∈ΩN,m
e−

β
2
(ϕ−σ,ϕ−σ)πN,m,h(σ)

has Hessian on XN,0 bounded below by β − 2β2.

Proof. For f : [N ] → R with
∑

i fi = 0, the Hessian of V0 is:

(2.23) f Hess V0(ϕ)f = β|f |22 − β2 VarπN,m,h+βϕ((f, σ)).

Thus (2.14) implies Hess V0(ϕ) > β − 2β2 as claimed.

Lemma 2.5. Assume ‖A‖ 6 1 and let β < 1/2. Then the canonical Ising model with inverse temper-
ature β and external field h ∈ R

N satisfies

(2.24) Varνβ,h((f, σ)) 6 (12 − β)−1|f |2.

In particular, Cov(µϕt ) 6 (12 − t)−1.

Proof. Using the decomposition (2.6), with ν = νβ,h and π = πN,m,h with h = βϕ,

Varν((f, σ)) = Eν0 [Varπ((f, σ))] + Varν0(Eπ(f, σ))

6 2|f |22 +
β2

β − 2β2
Eν0

[

|∇hEπ((f, σ))|22
]

(2.25)

where the bound of the first term is (2.14) and that of the second term the Bakry–Émery criterion
for the spectral gap of ν0 which is strictly log-concave for β < 1/2 by Lemma 2.4. The second term
can be simplified by again using (2.14):

|∇hEπ((f, σ))|22 = sup
|g|261

(g,∇hEπ[(f, σ)])
2 = sup

|g|261
Covπ((f, σ), (g, σ))

2
6 4|f |22.(2.26)

This gives the claim:

(2.27) Varν((f, σ)) 6

(

2 +
4β2

β − 2β2

)

|f |22 =
(

2β

β − 2β2

)

|f |22.

The following key estimate connects the Dirichlet forms of the down-up walk of the product
measure (conditioned on its sum) with that of the canonical Ising model via the decomposition (2.6).
Its proof is postponed to Section 3.
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Lemma 2.6. Let Dπ = DπN,m,βϕ be the Dirichlet form with the jump rates of the down-up walk (2.17)
and likewise for Dν . Assume that maxj

∑

k 6=j |Ajk| 6 Ā. There is K(βĀ) > 0 independent of N,m, h
and the test function F : ΩN,m → R+ such that:

(2.28) Eν0 [DπN,m,βϕ(F, log F )] 6 CβK(βĀ)Dν(F, log F ).

The same bound also holds with Dπ(F ),Dν(F ) replacing Dπ(F, log F ),Dν(F, log F ).

Proof of Theorem 1.2. We first apply the entropic stability estimate from [22, Proposition 39]. In
the notation and set-up we use, it is also reviewed in [8, Section 3.7]. It states that

(2.29) Entν(F ) 6 CβEν0 [Entπ(F )], Cβ = e
∫ β
0
αt dt

provided that the numbers αt satisfy (recall that µϕt is defined in (2.12))

(2.30) ĊtC
−1
t Cov(µϕt )C

−1
t Ċt 6 αtĊt.

Since ĊtC
−2
t = (1 −A) and ‖A‖ 6 1, this condition follows from Cov(µϕt ) 6 αt as in the covariance

condition (CC), where we recall that µϕt is again a canonical Ising measure at inverse temperature t.
For β < 1/2, by Lemma 2.5, one can take αt = (12 − t)−1 and thus Cβ = exp(log(12 )− log(12 − β)) =
(1− 2β)−1 which is as in the spectral condition (SC).

Next we apply the modified log-Sobolev inequality for the down-up walk for π from Theorem 2.1,
followed by Lemma 2.6:

(2.31) Entν(F ) 6 CβEν0 [Dπ(F, log F )] 6 CβK(βĀ)Dν(F, log F ),

where Dν is the Dirichlet form associated with rates of the down-up walk (2.17). As discussed below
(2.19), the down-up walk Dirichlet form is equivalent to the standard Dirichlet form (which is the
one in the statement of Theorem 1.2) provided that (2.19) holds. This is the case with constants
depending on Ā and h̄.

3 Recovering the Dirichlet form of the down-up walk

In this section, we prove Lemma 2.6 which we restate below as Lemma 3.1 for convenience. Also
recall that the jump rates of the down-up walk for a measure π on ΩN,m with m 6 0 are given by:

(3.1) c(σ, σij) = cπ(σ, σ
ij) = 1σi=11σj=−1

π(σij)
∑

k/∈(I(σ)\{i}) π(σ
ik)
,

with I(σ) ⊂ [N ] the set of + spins in σ. If instead m > 0, the dynamics to consider has the jump
rates of the up-down walk given by considering the above choice for −σ.

Lemma 3.1. Let Dπ be the Dirichlet form with the jump rates of the down-up walk (3.1) associated with
the measure π = πN,m,h+βϕ. Assume that maxj

∑

k 6=j |Ajk| 6 Ā. There is K(βĀ) > 0 independent
of N,m, h and the test function F : ΩN,m → R+ such that:

(3.2) Eν0 [Dπ(F )] 6 K(βĀ)Dν(F ) = K(βĀ)
∑

σ,σ′∈ΩN,m
ν(σ)cν(σ, σ

′)
[

F (σ′)− F (σ)
]2
,

where the canonical Ising model ν is defined in (1.2) and the renormalised measure ν0 in (2.8).
The same bound also holds with Dπ(F ),Dν(F ) replaced by Dπ(F, log F ),Dν(F, log F ).
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Proof. Fix F : ΩN,m → R+. The jump rates for π = πN,m,h+βϕ read:

cπ(σ, σ
ij) = 1σi=11σj=−1

e(σi−σj)
(

β(ϕj−ϕi)+hj−hi
)

∑

k/∈(I(σ)\{i}) e
(σi−σk)

(

β(ϕk−ϕi)+hk−hi
)

= 1σi=11σj=−1
e2(βϕj+hj)

∑

k/∈(I(σ)\{i}) e
2(βϕk+hk)

.(3.3)

It suffices to prove that, for each σ ∈ ΩN,m, each i ∈ I(σ), and each j /∈ I(σ), all henceforth fixed:

(3.4) Eν0

[

π(σ)cπ(σ, σ
ij)
]

6 Kν(σ)cν(σ, σ
ij)

with a constant K = K(βĀ). (We remark that if π(σ)cπ(σ, σ
ij) were a concave function of π, then

this inequality would hold with constant K = 1. This is unfortunately not the case.)

Recall that Eν0 [π(σ)] = ν(σ) by definition. From the expressions for ν0 and πN,m,h+βϕ in Sec-
tion 2.1, the left-hand side of (3.4) reads:

Eν0

[

π(σ)cπ(σ, σ
ij)
]

∝
∫

XN,0

exp

[

− (ϕ,C−1ϕ)

2
− β(ϕ− σ, ϕ− σ)

2
+ (h, σ)

]

× e2(βϕj+hj)
∑

k/∈(I(σ)\{i}) e
2(βϕk+hk)

dϕ

= ν(σ)Eγ

[

e2(βϕj+hj)
∑

k/∈(I(σ)\{i}) e
2(βϕk+hk)

]

,(3.5)

where Eγ is the expectation with respect to a Gaussian distribution γ on XN,0 with covariance matrix
(C−1 + βP )−1 and mean:

(3.6) aσ := β(C−1 + βP )−1σ.

This quantity is well defined since C is a positive definite matrix. For later use, we note that in fact

(3.7) aσ = σ −Aσ.

Indeed, from C = (βA)−1 − β−1P where |A|XN,0 < 1 is the operator norm of A acting on XN,0 and
P is the identity on XN,0, we get

(3.8) (βC)−1 = (A−1 − P )−1 =
A

P −A

as operators on XN,0. This implies, again on XN,0,

(3.9) β(C−1 + βP )−1 =

[

A+ (P −A)

P −A

]−1

= P −A.

Writing γ0 for the centred Gaussian distribution with covariance (C−1 + βP )−1, we get:

Eν0

[

π(σ)cπ(σ, σ
ij)
]

= ν(σ)Eγ0

[ e2β(ψj+a
σ
j )+2hj

∑

k/∈(I(σ)\{i}) e
2β(ψk+a

σ
k
)+2hk

]

.(3.10)
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To bound this last expectation by cν(σ, σ
ij), we first rewrite cν(σ, σ

ij). By (3.1), one has:

(3.11) cν(σ, σ
ij) = 1σi=11σj=−1

exp
[

2hj − β
2∇ij(σ,Aσ)

]

∑

k/∈(I(σ)\{i}) exp
[

2hk − β
2∇ik(σ,Aσ)

] ,

where ∇ijF (σ) = F (σij)− F (σ). Therefore, defining

(3.12) ck =
β

2
∇ij(σ,Aσ) −

β

2
∇ik(σ,Aσ),

one has

(3.13) cν(σ, σ
ij) =

e2hj
∑

k/∈(I(σ)\{i}) e
2hk+ck

.

Let Uh = U i,jh denote the following probability measure on [N ] \ (I(σ) \ {i}):

(3.14) Uh(k) =
1

Zh
e2hk+ck , Zh = Zh(σ) =

∑

k/∈(I(σ)\{i})
e2hk+ck .

Then, multiplying and dividing the right-hand side of (3.10) by cν(σ, σ
ij) and using Jensen’s inequal-

ity for the convex function x ∈ (0,∞) 7→ 1/x:

Eν0

[

π(σ)cπ(σ, σ
ij)
]

= ν(σ)cν(σ, σ
ij)Eγ0

[ e2β(ψj+a
σ
j )

EUh

[

e2β(ψ·+aσ· )−c·
]

]

6 ν(σ)cν(σ, σ
ij)EUh

[

Eγ0

[

e2β(ψj−ψ·+aσj −aσ· )
]

ec·
]

.(3.15)

Thus (3.4) holds with

(3.16) K = max
i,j

EUh

[

Eγ0

[

e2β(ψj−ψ·+aσj −aσ· )
]

ec·
]

.

Let us check that K is bounded in terms of βĀ uniformly in σ, where maxj
∑

k 6=j |Ajk| 6 Ā. For
each k /∈ (I(σ) \ {i}), the Gaussian expectation on the right-hand side is:

(3.17) Eγ0

[

e2β(ψj−ψk+a
σ
j −aσk )

]

= e2β(a
σ
j −aσk )e2β

2

(

δj−δk,(C−1+βP )−1(δj−δk)
)

.

By (3.6) and (3.9), the two terms in the exponent can be written as

2β2
(

δi − δk, (C
−1 + βP )−1(δi − δk)

)

= 2β
(

δj − δk, (P −A)(δj − δk)
)

(3.18)

2β(aσj − aσk) = 2β(σ, (P −A)(δj − δk)),(3.19)

which are both bounded by Cβ + CβĀ, and

(3.20) −β
2
∇ij(σ,Aσ) = β

∑

ℓ/∈{i,j}
σℓ(σi − σj)(Aiℓ −Ajℓ),

and analogously for β
2∇ik(σ,Aσ), so that also |ck| 6 CβĀ. Hence K 6 eCβ+CβĀ as claimed.
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4 Moving particle lemmas

The following lemma was proved in [40, Section 5] and [43, Theorem 6.1].

Lemma 4.1 (Moving particle lemma). Let Λ ⊂ Z be an interval and assume the canonical Ising model
ν on Λ has bounded couplings maxi

∑

j 6=i |Aij | 6 Ā and fields maxi |hi| 6 h̄ and that it satisfies the
finite range property Aij = 0 if dist(i, j) > R for some R <∞. Then for i < j with i, j ∈ Λ,

(4.1) Eν [(F (σ) − F (σij))2] 6 C(βĀ, h̄, R)|i − j|
j−1
∑

k=i

Eν [(F (σ) − F (σk,k+1))2].

Proof. It suffices to consider the case that j = iℓ where ik = i+ k(R+ 1) and show that

(4.2) Eν[(F (σ) − F (σij))2] 6 C(βĀ, h̄, R)|ℓ|
ℓ−1
∑

k=i

Eν [(F (σ) − F (σik ,ik+1))2].

The general case then follows by bounding (with a different constant)

(4.3) Eν [(F (σ) − F (σik,ik+1))2] 6 C(βĀ, h̄, R)

R
∑

m=0

Eν [(F (σ) − F (σi+m,i+m+1))2],

whose proof we omit (and which is easy since R is fixed). To verify (4.2), let I = {i0, . . . , iℓ}. By
the finite-range property, conditional on the spins outside I, the canonical Ising measure restricted
to σ|I is a product Bernoulli measure conditioned on its sum with marginal probabilities ∝ eαkσik

where αk ∈ [−B,B] for B = Ā+ h̄. Hence by [40, Lemma 5.2], the inequality (4.2) follows.

A standard consequence of the above moving particle lemma is the following comparison estimate
for the Kawasaki Dirichlet form on cubes Λ ⊂ Z

d.

Corollary 4.2. Let d > 1. For the canonical Ising model on a cube Λ ⊂ Z
d of side length L,

(4.4)
1

Ld

∑

i,j

Eν[(F (σ) − F (σij))2] 6 C(d, β, h)L2
∑

i∼j
Eν [(F (σ)− F (σij))2],

where the sum on the left runs over all vertices i and j and the sum on the right over pairs of nearest
neighbours.

Proof. This is a standard consequence which we include for completeness and in preparation for the
argument on random regular graphs. For each i, j ∈ Λ, let γij be the nearest-neighbour path from i
to j that moves first in the first coordinate direction, then in the second, and so on. By conditioning
on the spins outside this path, Lemma 4.1 can be applied to the one-dimensional Ising model along
the path (which has the same range with respect to the graph distance). This gives

(4.5) Eν [(F (σ)− F (σij))2] 6 C(d, β, h)|γij |
∑

kℓ∈γij
Eν [(F (σ)− F (σkℓ))2],

and the assertion follows from the simple path counting argument

(4.6) max
e

1

Ld

∑

i,j

|γij |1e∈γij 6 C(d)L2

where e runs over the nearest-neighbour edges of Λ.
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The next corollary applies the moving particle lemma to compare Dirichlet forms for the canonical
Ising model on a random regular graph. We expect that the logarithmic factor in the statement is
technical since the adjacency matrix of the random regular graph has a uniform spectral gap. Our
argument below effectively amounts to estimating this spectral gap using the path counting method
which is too crude to obtain the optimal estimate.

Corollary 4.3. Let d > 3. For the canonical Ising model on a random d-regular graph on N vertices,

(4.7)
1

N

∑

i,j

Eν [(F (σ) − F (σij))2] 6 C(d, β, h) log4N
∑

i∼j
Eν [(F (σ) − F (σij))2],

with high probability under the randomness of the random regular graph, and again the sum on the
left runs over all vertices i and j and the sum on the right over pairs of nearest neighbours.

Proof. For each pair of vertices i, j ∈ [N ], fix some geodesic nearest-neighbour path γij of length |γij |
between i and j. In particular, γij 6= γkℓ if {i, j} 6= {k, ℓ} and the canonical Ising model conditioned
on the spins outside γij again has the same range as the original one since γij is a geodesic. Therefore
it suffices to bound

(4.8) max
e

1

2N

∑

i,j

|γij |1e∈γij .

For every edge e, one has the trivial bound

(4.9)
1

2

∑

i,j

1e∈γij 6 number of simple paths containing e of length at most D,

where D is the diameter of the graph. It is known [14, Theorem 10.14] that the diameter of a random
regular graph satisfies (again with high probability)

(4.10) D 6 logd−1N + logd−1 logN + C.

There are at most (d−1)k simple paths of length k+1 containing e at the m-th position, 1 6 m 6 k.
Therefore there are at most k(d − 1)k simple paths of length k + 1 containing e and the above sum
is crudely bounded by

(4.11)
D−1
∑

k=1

k(d− 1)k 6 D2(d− 1)D.

Using (4.10) gives

(4.12)
1

2N

∑

i,j

|γij |1e∈γij 6
D

2N

∑

i,j

1e∈γij 6
1

N
D3(d− 1)D 6 Cd log

4N

and the claim follows from Lemma 4.1.

A Proof of Theorem 2.1

In this appendix, we include an alternative version of the proof of Theorem 2.1, i.e., we prove:

(A.1) Entπ(F ) 6 Dπ(F, log F ), F : ΩN,m → R+,
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where π = πN,m,h for a field h ∈ R
N , and where Dπ is the Dirichlet form of the bases-exchange

dynamics (down-up walk) defined in (2.17). It is convenient to see + spins as particles: we write
ΩN,k for ΩN,m with k = N(1 +m)/2 and

(A.2) I = {i ∈ [N ] : σi = +1}.

Our proof below uses the same entropy contraction argument as in [3,23] for the bases-exchange
walk. A main difference in our presentation is that we decouple this entropy contraction argument
from the specific dynamics. In particular, we explain how to deduce log-Sobolev inequalities (rather
than modified log-Sobolev) and modified log-Sobolev inequalities with respect to other dynamics.

A.1. Entropic independence estimate. The key ingredient is the following contraction estimate, re-
ferred to as entropic independence [3]: For a probability measure π on ΩN,k, introduce the probability
vector in [0, 1]N (equivalently viewed as a probability distribution on ΩN,1):

(A.3) πDk→1 =
1

k
(Eπ[1σi=1])i∈[N ].

The 1-entropic independence of π is the property that, for any probability measure µ on ΩN,k:

(A.4) H
(

µDk→1|πDk→1) 6
1

k
H
(

µ|π),

where H(µ1|µ2) is the relative entropy between two probability measures µ1, µ2.

Proposition A.1. If gπ(z) = Eπ[z
I ] is log-concave on (0,∞)N then (A.4) holds (where zI =

∏

i∈I zi
and I was defined in (A.2)).

Proof. This is shown in [3, Section 3]. Let p = πDk→1 and q = µDk→1. Then log-concavity implies

(A.5)
1

k
log gπ(z) 6 log

[

∑

i

pizi

]

.

The entropy inequality with eG = zI implies, for any z ∈ (0,∞)N ,

(A.6) H(µ|π) = sup
G

{

Eµ[G]− logEπ[e
G]
}

> Eµ[log z
I ]− logEπ[z

I ] = k
∑

i

qi log zi − log gπ(z).

Combining both estimates with the choice zi = qi/pi yields the claim:

(A.7) H(µ|π) > k
∑

i

qi log zi − k log
(

∑

i

pizi

)

= k
∑

i

qi log(qi/pi) = kH(q|p).

A.2. Entropy contraction. We decompose π in terms of the number of particles as follows. For each
0 6 ℓ 6 k, let νℓ be the probability measure on ϕ ∈ ΩN,k−ℓ defined by

(A.8) νℓ(ϕ) =
1
(k
ℓ

)π(σ > ϕ),

where σ > ϕ means σi > ϕi for each i ∈ [N ] and
(k
ℓ

)

is the number of configurations in ΩN,k−ℓ
smaller than a given σ ∈ ΩN,k. Let also µℓ = µϕℓ be the measure π on ΩN,k conditioned on σ > ϕ:

(A.9) µϕℓ (σ) = π(σ|σ > ϕ).
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Then we have a decomposition analogous to (2.10): for any 0 6 ℓ 6 k,

(A.10) Eπ[F ] = Eνℓ[Eµϕℓ
[F ]].

Let Pℓ,ℓ+1 = Pℓ,ℓ+1(ψ, ·) be the probability measure on ΩN,k−ℓ that adds a particle to ψ ∈ ΩN,k−(ℓ+1):

(A.11) Eνℓ[F (ϕ)] = Eνℓ+1
[Pℓ,ℓ+1F (ψ)], Pℓ,ℓ+1Eµℓ [F ] = Eµℓ+1

[F ].

Explicitly, for ψ ∈ ΩN,k−(ℓ+1):

(A.12) Pℓ,ℓ+1F (ψ) =
1

ℓ+ 1

∑

i∈[N ]

π(σ > ψ + 1i)

π(σ > ψ)
1ψi=−1F (ψ + 1i),

and Pℓ,ℓ+1(ψ, ·) can equivalently be seen as a probability measure (Pψℓ,ℓ+1(i))i on [N ]:

(A.13) Pψℓ,ℓ+1(i) = Pℓ,ℓ+1(ψ,ψ + 1i) = 1ψi=−1
1

ℓ+ 1

π(σ > ψ + 1i)

π(σ > ψ)
.

Indeed, one then has:

Pℓ,ℓ+1Eµℓ [F ] :=
1

ℓ+ 1

∑

j∈[N ]

π(σ > ψ + 1j)

π(σ > ψ)
1ψj=−1Eπ(·|σ>ψ+1j)[F ]

=
1

ℓ+ 1

∑

j∈[N ]

1ψj=−1Eπ(·|σ>ψ)[F1σj=1]

= Eπ(·|σ>ψ)[F ] =: E
µψ
ℓ+1

[F ],(A.14)

where the third line comes from the fact that any σ ∈ ΩN,k with σ > ψ has exactly ℓ + 1 particles
that are not present in ψ.

Proposition A.2. Assuming that π has log-concave generating polynomial gπ, then for any 1 6 p 6 k,

(A.15) Entπ(F ) = Eνk [Entµk(F )] 6
k

p
Eνp[Entµp(F )].

Proof. The first equality in (A.15) follows from the observation that µk = π. The inequality in
(A.15) will be derived by reducing recursively the number of particles and using the contraction
estimate (A.4) which provides a bound on the loss of removing a particle. Writing Entℓ,ℓ+1 for the
entropy associated with Pℓ,ℓ+1, we are going to prove that:

(A.16) Entℓ,ℓ+1(Eµℓ [F ]) 6
1

ℓ+ 1
Entµℓ+1

(F ).

Admitting (A.16), let us conclude the proof of (A.15). Decomposing the measure using (A.10) with
ℓ = k − 1, noticing that νk−1(·) = Pk−1,k(−1, ·) with −1 the configuration with no particle and
using (A.16),

Entπ(F ) = Eνk−1
[Entµk−1

(F )] + Entνk−1

(

Eµk−1
[F ]
)

6 Eνk−1
[Entµk−1

(F )] +
1

k
Entµk(F ).(A.17)
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As µk = π, we get:

(A.18) Entπ(F ) 6
k

k − 1
Eνk−1

[Entµk−1
(F )].

One can then analogously decompose µk−1 to obtain:

(A.19) Entπ(F ) 6
k

k − 1
· k − 1

k − 2
Eνk−2

[Entµk−2
(F )] =

k

k − 2
Eνk−2

[Entµk−2
(F )].

Iterating this procedure p times proves the proposition assuming (A.16), established next.
Fix ψ ∈ ΩN,k−(ℓ+1). By definition of µϕℓ = π(·|σ > ϕ) (ϕ ∈ ΩN,k−ℓ) and Pℓ,ℓ+1 (see (A.12)),

Entℓ,ℓ+1(Eµℓ [F ]) =
∑

i∈[N ]

E
µ
ψ+1i
ℓ

[F ] log
( E

µ
ψ+1i
ℓ

[F ]

Pℓ,ℓ+1Eµℓ [F ]

)

Pψℓ,ℓ+1(i).(A.20)

Recall that Pℓ,ℓ+1Eµℓ [F ] = Eµℓ+1
[F ] and notice:

(A.21) E
µ
ψ+1i
ℓ

[F ] =
Eπ(·|σ>ψ)[1σi=1F ]

Eπ(·|σ>ψ)[1σi=1]
=

E
µψ
ℓ+1

[1σi=1F ]

E
µψ
ℓ+1

[1σi=1]
.

With Dℓ+1→1 defined in (A.3), we find:

Entℓ,ℓ+1(Eµℓ [F ]) =
1

ℓ+ 1

∑

i∈[N ]

1ψi=−1Eµψ
ℓ+1

[F1σi=1] log

(

E
µψ,F
ℓ+1

[1σi=1]

E
µψ
ℓ+1

[1σi=1]

)

= E
µψ
ℓ+1

[F ]H
(

µψ,Fℓ+1Dℓ+1→1

∣

∣

∣
µψℓ+1Dℓ+1→1

)

,(A.22)

where µψ,Fℓ+1 = Fµψℓ+1/Eµψ
ℓ+1

[F ]. The measure µψℓ+1 is strongly log-concave as it is just π conditioned

on the position of some particles. The 1-entropic independence (A.4) therefore gives (A.16):

(A.23) Entℓ,ℓ+1(Eµℓ [F ]) 6
1

ℓ+ 1
E
µψ
ℓ+1

[F ]H
(

µψ,Fℓ+1

∣

∣

∣
µψℓ+1

)

=
1

ℓ+ 1
Ent

µψ
ℓ+1

[F ].

A.3. Bases-exchange dynamics. The bases-exchange dynamics is very particular in the sense that
it is designed to be compatible with the decomposition in terms of the number of particles. This
can be understood from the following two observations. First, the bases-exchange jump rates are
invariant under conditioning on the position of particles. Indeed, let J ⊂ [N ] with |J | 6 k − 2, let
(i, j) ∈ ([N ] \ J)2 with i 6= j. Write πJ for the conditional measure π(·|σℓ = 1 for ℓ ∈ J) and let
σ ∈ ΩN,k satisfy σi = 1 and σℓ = 1 for ℓ ∈ J . Then:

cπ(σ, σ
ij) =

π(σij)

π(σ) +
∑

k:σk=−1 π(σ
ik)

=
πJ(σij)

πJ(σ) +
∑

k:σk=−1 π
J(σik)

= cπJ (σ, σ
ij).(A.24)

This will be used to relate the jump rates for π and π conditional on having + spins in a certain set.
The second property is the following. Let P̃ denote the semigroup of the bases-exchange dynam-

ics (A.1), i.e., with jump rates c̃(σ, σ′) = k−1c(σ, σ′) (the k−1 ensures that P̃ is a stochastic matrix).
It has the important property that it can be decomposed as the following product of stochastic
matrices:

(A.25) P̃ = Dk→k−1Uk−1→k,
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where Dk→k−1 is the operation that removes one particle uniformly at random, and Uk−1→k adds a
particle with probability relative to π:

Dk→k−1 : (σ, σ
′) ∈ ΩN,k × ΩN,k−1 7−→

1

k
1

{

σ′ = σi for some i ∈ I(σ)
}

,

Uk−1→k : (σ
′, σ) ∈ ΩN,k−1 × ΩN,k 7−→ 1I(σ′)⊂I(σ)

π(σ)
∑

i/∈I(σ′) π((σ
′)i)

.(A.26)

Lemma A.3. The modified log-Sobolev inequality of Theorem 2.1 holds for k = 2:

(A.27) Entπ(F ) 6 Dπ(F, log F ).

Proof. For any F : ΩN,k → R+, writing π
F for the probability measure Fπ/Eπ[F ], one has

Entπ(P̃ F ) = Eπ[F ]H(πF P̃ |π) 6 Eπ[F ]H(πFDk→k−1|πDk→k−1).(A.28)

The first equality follows from the reversibility of P̃ with respect to π :

π(σ)P̃ F (σ) = Eπ(P̃F 1σ) = Eπ[F ]EπF (P̃1σ) = Eπ[F ]π
F P̃ (σ).(A.29)

The inequality in (A.28) is the so-called data-processing inequality (i.e., the Jensen inequality) and
the fact that Uk−1→k is a stochastic matrix.

For k = 2, combining (A.28) and the contraction estimate (A.4) implies for any F : ΩN,2 → R+

(A.30) Entπ(P̃F ) 6 Eπ[F ]H(πFD2→1|πD2→1) 6
1

2
Eπ[F ]H(πF |π) = 1

2
Entπ(F ).

This contraction of the entropy is equivalent to the modified log-Sobolev inequality (A.1) when k = 2
by standard arguments, see, e.g., [3, Lemma 16] or [13].

Proof of Theorem 2.1. To clarify the exposition, we restrict to configurations with k > 2 particles in
the following proof. The case k = 1 is also accessible, see [23].

Applying the modified log-Sobolev inequality for the two-particle measure from Lemma A.3 to
µ2, we get:

(A.31) Eν2 [Entµ2(F )] 6 Eν2 [Dµ2(F, log F )].

Under the measure ν2 ⊗ µ2, the variable (ϕ, σ) ∈ ΩN,k−2 × ΩN,k is distributed such that σ ∼ π and
I(ϕ) = {i : ϕi = 1} is uniform on subsets of I(σ) = {i : σi = 1} of size 2:

(A.32) Eν2Eµ2 [F ] =
∑

ϕ∈ΩN,k−2

2

k(k − 1)

∑

σ∈ΩN,k
π(σ)1σ>ϕF (σ).

From this fact and using the observation (A.24) that the bases-exchange jump rates for µ2 are the
same as for π, the right-hand side of (A.31) is:

(A.33) Eν2 [Dµ2(F, log F )] = Eν2

[

∑

σ∈ΩN,k
π(σ|σ > ϕ)

∑

i∈I(σ)\I(ϕ)

∑

j∈[N ]

c(σ, σij)∇ijF (σ)∇ij logF (σ)
]

.

Note that the sum over j has been extended from [N ] \ I(ϕ) to [N ], as exchanges between two sites
i, j occupied by particles do no contribute due to ∇ijF (σ) = 0. From (A.32), we then get

Eν2 [Dµ2(F, log F )] =
2

k(k − 1)

∑

σ∈ΩN,k
π(σ)

∑

i,j∈[N ]

∇ijF (σ)∇ij logF (σ)
∑

ϕ∈ΩN,k−2

1σ>ϕ1σi=1=−ϕi

=
2

k
Dπ(F, log F ),(A.34)

where we used that there are exactly k− 1 configurations ϕ ∈ ΩN,k−2 with ϕ 6 σ and σi = 1 = −ϕi.
Combining with (A.15) proves the claim.
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A.4. Other dynamics. The entropy contraction argument of Proposition A.2 is not related to the
specific choice of dynamics. In particular, to prove a modified log-Sobolev inequality for other
dynamics, it is enough to prove it with one (or a few) particles only as we now explain.

Let 1 6 k 6 ⌊N/2⌋ and consider any family of jump rates (q(σ, σ′))ij on ΩN,k such that π
is the stationary measure of the associated dynamics (which does not even have to be reversible).
Proposition A.2 applies unchanged: for any 1 6 p 6 k,

(A.35) Entπ(F ) = Eνk

[

Entµk(F )
]

6
k

p
Eνp[Entµp(F )].

Take for instance p = 1. In that case µ1 = π(·|ϕ) (ϕ ∈ ΩN,k−1) can be identified as a measure on a
single particle jumping on the N − k + 1 sites of [N ] \ I(ϕ). Write qϕ(i, j) = 1σi=1q(σ, σ

ij) for the
associated jump rates when σ > ϕ. It is convenient to assume qϕ(i, j) = 0 even when σj = 1, say
qϕ(i, j) = 1. This is to avoid considering a one-particle dynamics on possibly disconnected subsets
of [N ]. For such jumps, the value of qϕ(i, j) does not affect the Dirichlet form for the test functions
we consider as F (σij) = F (σ) if σj = 1 = σi.

Let γ(q, ϕ) be the corresponding log-Sobolev constant (the argument is identical with the modified
log-Sobolev constant):

(A.36) Entµ1(G) 6
2

γ(q, ϕ)

∑

i∈[N ]

µ1(i)
[1

2

∑

j∈[N ]

qϕ(i, j)
[
√

G(i) −
√

G(j)
]2
]

, G : [N ] → R+.

Then:

Entπ(F ) 6 kEν1

[ 1

4γ(q, ϕ)

∑

i,j∈[N ]

µ1(i)q
ϕ(i, j)

[
√
F (ϕ+ 1j)−

√
F (ϕ+ 1i)

]2
]

=
1

4

∑

σ∈ΩN,k
π(σ)

∑

i,j∈[N ]

q(σ, σij)[∇ij

√
F (σ)]2

(

∑

ϕ∈ΩN,k−1

1

γ(q, ϕ)
1σi=1=−ϕi1σ>ϕ

)

=
1

4

∑

σ∈ΩN,k
π(σ)

∑

i,j∈[N ]

1

γ(q, σ − 1i)
q(σ, σij)[∇ij

√
F (σ)]2.(A.37)

Proving the log-Sobolev inequality for the k-particle dynamics is therefore reduced to a bound on
the 1-particle log-Sobolev constant uniformly on subsets of [N ] with size N − (k − 1).

B Interacting measures on the bases of a matroid

The same proof as that of Theorem 1.2 also implies the following result.

Example B.1. Let π be the uniform distribution on the bases of a matroid, viewed as a probability
measure on ω ∈ {0, 1}N , and consider the perturbed probability measure

(B.1) µ(ω) ∝
∏

e,f

(1 + εefωeωf )π(ω).

There is ε̄0 > 0 independent of π such that if ε̄ = maxe
∑

f |εef | 6 ε̄0 then the bases exchange walk
(down-up walk) on µ satisfies a uniform modified log-Sobolev inequality:

(B.2) Entµ(F ) 6 C(ε̄)Dµ(F, log F ).

Moreover, a spectral condition involving the matrix (log(
1−εef
1+εef

))e,f∈[N ] can be formulated as well.
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Tyler Helmuth pointed out that the following application of the above extension is of interest:
let π be the uniform spanning tree measure on a graph so that ωe = 1 if e is an edge in the spanning
tree and 0 otherwise. The set of spanning tree on a graph is a prototypical example of a matroid, and
the above example gives a modified log-Sobolev inequality for weakly non-uniform spanning trees,
e.g., measures on spanning trees where parallel edges are favoured.

Proof. The proof is identical to the proof for Kawasaki dynamics. Indeed, converting to Ising variables
σe ∈ {±1} defined by ωe =

1
2 (σe + 1), one has

(B.3)
∏

e,f

(1 + εefωeωf ) ∝
∏

e,f

(1 + εef (σe + 1)(σf + 1)) ∝ e−
β
2

∑
e,f Aefσeσf+

∑
e heσe

with βAef = log(
1−εef
1+εef

) = O(εef ) and some he ∈ R depending on the (εef ). By adding a multiple of

the identity and normalising, we can again assume that A has spectrum in [0, 1] and the condition
on the (εef ) then implies that β = O(ε̄) is sufficiently small.

In the situation of Kawasaki dynamics, π was the product measure conditioned on its sum, but the
only assumptions about π we actually used in the proof of (2.31) is that it is the uniform distribution
over the bases of a matroid (so that its generating polynomial is homogeneous and log-concave) and
that the covariance bound (2.14) holds. Both properties follow from the strong Rayleigh property
for the measure π satisfied by the uniform distribution conditioned on its sum, see Section 2.2. More
generally, the results of [4, 16] imply the log-concavity for the uniform distribution of any matroid,
and a version of the covariance bound with the factor 2 replaced by 4 can also be deduced from the
log-concavity.
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