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From photons to electrons: a complete 3D
simulation flow for CMOS image sensor

Axel Crocherie, Pierre Boulenc, Jérdme Vaillangwén Hirigoyen, Didier Hérault, Clément Tavernier
STMicroelectronics, 850 rue Jean Monnet, 389201€spFrance

Abstract — This paper presents the 3-Dimensional simulation interested in a frequency averaging around the lwagéh of

flow we have developed at STMicroelectronics for CI@S Image
Sensor modeling. In this purpose, we coupled Opti€aimulations
with TCAD process and device simulations to combinéioth
approaches benefits. After describing the electrongmetic
simulation of the light propagation inside the pixé structure and
the framework for the simulation of the photo-geneated electrons
collection by the photodiodes, a comparison is madeetween our
coupled Optical/TCAD simulations results and real image
Sensors optical measurements. The accuracy and piethbility of

this methodology is demonstrated on various 1.75upitch pixels.

Index Terms—Image sensors, Simulation, FDTD methods,
Optical propagation, Semiconductor devices modelingrCAD.
AS pixel size shrinks in CMOS image sensors markhts,

crosstalk effects become more and more criticakyTh
can be divided in two components: the optical dedkglue to
the light propagation inside the pixel itself (inding color
filters transmission curves), and the electricalsstalk related
to the minority carrier diffusion and collectionfiefency
inside the substrate. Since these crosstalks angdy
interdependent, coupled Optical/TCAD simulationse ar
mandatory to accurately reproduce this interacaod thus
real pixel performances.

The next section deals with the methodology we used
one hand for the Optical simulation tool, and om ¢ther hand
for the Electrical simulation tool. The third sectipresents the

whole simulation flow calibration and the companidzetween
obtained results and experimental measurements.

I. INTRODUCTION

Il. METHODOLOGY

A. Optical part

1) FDTD

For small pixels that are used nowadays in CMOSgéana
sensors, diffraction effects can substantially cffdight
propagation and photon collection. Thus, ray-trgcin
description is not accurate anymore [1] and we nuset a
more fundamental description to simulate thesecap#ffects.
We chose to adopt an electromagnetic simulatioh llased
on Finite Difference Time Domain (FDTD) [2,3], alaile
from Lumerical Solutions [4], to describe light pamgation
and photon collection inside the pixels while cothe
simulating diffraction effects.

FDTD is a fully vectorial method that gives botmé-
domain and frequency domain information by exphojti
Fourier Transforms, i.e. when a broadband pulsesésl as the
source, the response of the system over a wideerafg
wavelengths could be obtained in a single simutatibhus,
this method is well adapted to our topic as we Vbd

interest (450nm, 532nm, and 633nm). We will disclager
about this subject.

2) Pixel modeling

Lumerical software allows us to import the GDS latgo
created by designers to generate a 3-Dimensional
representation of the pixels. Besides, specific pgshaf
microlenses could also be imported in the softwWesen the
AFM data. This allows a complete and real modetfighe
pixels as we could see on Fig. 1 below for a 1.7 pjixal.

GDS (2D)

7

3D modeling

AFM (3D)

B o

_am P
Fig. 1 3D modeling of pixels with the optical siratibn tool

In the simulation, we are interested in the respaoufsthe
blue, the green, and the red pixels of the strectés the
layout is periodic for the four pixels of the Baymattern, we
will only simulate these pixels with periodic bowmy
conditions at the four lateral sides of the strietiBesides,
absorbing boundary conditions are used at the tap the
bottom of the structure to avoid unwanted reflettio

Materials used, like oxides, nitrides, silicon, arofilters,
are based on STMicroelectronics experimental datba
Refractive indexes of these materials are parameterin
Lumerical tool to rigorously simulate their dispers on the

._whole visible spectrum of the simulation [4, 5]n&lly, metal

for the interconnections are considered as pedestiuctors
(in this way, any wave reaching the metal lineei$ected with
the same incident angle and without any attenuption

3) Accuracy of simulation: mesh step

The mesh step affects the accuracy of the simulatio
smaller mesh step will give more accurate resultsréquires
more resources. One defines a parametéhat represents the
number of mesh cells per wavelength as shown by:
- A (1)

Ax.n
with 4x the mesh step along one direction of the grithe
smallest wavelength of the simulation source, mttie highest

A
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refractive index of the simulation structure. Thest step has G into the electrical tool to simulate the behawbrcarriers
been fixed td\,=10 here with the adaptive grid, a good tradein the substrate. As we want to understand theusldh,
off between mesh accuracy and resources requirefme8D recombination, and collection of all generated tetets, the

simulations [5]. depth in the silicon is parameterized to ensura #tlathe
photons are absorbed (3um in blue, 6um in greeri@pd in
4) Source modeling red).

The source development is a key part of this mettoay.
We need a source that reproduces a product-liumitiation,

keeping reasonable computation time and memoryaiRéuy 1) Principle _ _
scaling problems between the objective-lens (sévera W€ use the Synopsys Sentaurus TCAD [9] suite riilyi

millimeters) and the pixels (several micrometews,chose to perform. process simulations that deal with modelfgiront-
adopt a local approach by simulating a group ofelsix end-of-line (FEOL) steps in the sensor manufacturifhen,

. : ; - . . device simulations are the electro-optical behavidrthe
receiving the same uniform illumination from thatepupil of svstem in operating conditions. Both simulations gquired
the objective-lens (see Fig. 2). We have demorstran a Y P 9 ) e

) . . . to allow the most advanced description of complaysical,
previous paper [6] tha_t this kind of diffuse-likeusce could_be optical and electrical phenomenon encountered InOSM
represented by the incoherent sum of angularly oumify Image Sensors.
distributed plane waves with incidence angles &ahiby the f-
number of the objective-lens. 2) 3D Bayer modeling

: The FEOL part of the 3D Bayer has been built thaoke

Q@@ following methodology. We firstly perform layout $ed

: & process simulations of 2D domains that are perpeiati to
- the pixels transfer gates: these different cutsictem topology

that might significantly impact doping distributionside the

Z pixels such as the presence / absence of Shallenei

\ Isolation (STI). Then, the obtained end-of-proc2Bsdoping

Fig. 2 Light shape in the case of a uniform pi¥ehiination provided by an  gistributions are extruded thanks to Sentauruscire Editor

objective-lens o . [9] along the third dimension to fill the pixel riegs.
Interference inside the sensor back-end-of-line BE . : o

causes oscillations on the transmission spectranardier to Add|_t|onal extrusmns_ of 1D end-of_-proc_es; specmt_plants

smooth them but also to take into account the disoe that &€ |n.corporated to fill the 3P doping dlstrlbuFloutS|de the

domain covered by the previous 2D cuts. This gsateased

exists in process for layers’ thicknesses, opsaallations are .
made on a narrowband spectrum (+10nm with a 1nnpleam on 2D process modeling ensures an adequate leeelcofacy
while keeping the simulation time compatible withrde

step) around the wavelengths of interest. Thenltesre . .
design of experiments.

incoherently averaged. . S .

Finally, we have to set the power of the sourcewAsnake Once the full 3D doping distribution is generatdtie
here an’electro-optical coupling tool, we must dites a structure is meshed prior to device simulationst Deshing
realistic number of electrons in the silicon, ia.realistic strategy IS to conc_entrate the s_mallest elemeisn in ?he
number of photons at the input of the optical sated. We photpdlode / sensing-node regions -to catch Fhengtctn)plng
consider here a pixel of 1.75um pitch with a fullcapacity grad'ems' Coarser (_80nm) isotropic mesh s theed Usr

photodiode surroundings (down to 1.1um under théasce).

of 9000 electrons [7]. At mid-saturation, with aagtLim Another coarser mesh (160nm) is applied betweepni.and
efficiency around 45%, this leads to ro 10,000 |
iieney arou o UG Mhoion™ 3um for 450nm, 6um for 532nm and 8um for 633nm

photons at the source input. Then, we could caleuthe . . .
source powel, (in W.n?) using the following equation: simulations. Finally, the bottom of the structueestthe biggest
g ' ' elements (900nm).

N .h . . . . . .
| = eroensNY 2) Since the previously simulated Optical Generatiatadield

! Ui Agie is mapped on a Lumerical mesh, we need to intepdan a
with hu the photon energy the integration time (equal to Sentaurus grid format. This mandatory step is pevéa on an
66.7ms, i.e. 15 frames/second), @l the area of the pixel. equivalent tensor grid thanks to a routine with aximum

interpolation error that is smaller than 0.1%. Hipathe
5) Optical Generation Optical Generation data is once again interpolatedthe

The information we want to extract from the opticadoping dependent mesh which will be responsibleafosther

simulations is the Optical Generation, i.e. thetpgenerating interpolation error.

B. TCAD simulations

Objective
Lens

Off-axis

rate of electron/hole pairs in the silicon it s, given by: A compromise must be found between high accuracy on
—Re(i |5) a"EZ‘ Optical Generation gradients, doping distributioradients
Gopt = —+t= and the final number of elements to allow reasana@iPU

ot ho ho

with P the Poynting vector in W.Fa The next step is to inject time. Both strongest Optical Generation and doraglients

are found in the same regions — i.e. close to ilw8 surface
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— therefore, a doping dependent mesh providesisfeszory
description. Our final structure has 340,000 eleméhig. 3)
and the resulting Optical Generation interpolatietative
errors are respectively 6%, 3% and 2% at 450nmnisi3and

633nm.
A=532nrr |Jﬂ/ A=633nrr |4:|L

A=450nmT |\El:,

Fig. 3 3D Optical Generation in the Bayer integtetl on device simulation
mesh (from left to righta=450nm,A=532nm andi=633nm). Half of the
pixels has been blanked in the x and y directianshiow light focalization
inside the pixels.

3) TCAD device simulation setup

Sensor device simulations have been performed shamk
Sentaurus Device tool [9] which resolves the Poissguation
and both electrons and holes continuity equatiamsthie
structure.

The Image Sensor is a periodic array of Bayer &iras,
therefore, the use of periodic boundary conditiorsoth the x
and y directions is mandatory to accurately consadectrical
crosstalk i.e. electrons that may flow from oneepito all its
neighbors.

As in light capture operational conditions, the idev
simulation experimental protocol consists of there¢h
following steps: pixels Reset, lllumination, Reatddthe Reset
is performed by initializing electron Fermi level&n arbitrary
high value in the pixels in order to empty all iteotodiodes.
Then, thermal generation of electron-hole pairsofRley-
Read-Hall model with Scharfetter doping depend¢h6el3])
fills the photodiodes by dark current. Becausehef sudden
character of this artificial Reset operation, wethe system go
back to a linear regime by waiting for 1ms. Durihgt time,
only dark current fills the photodiodes. Light et turned on
with the Lumerical Optical Generation map in the BByer
and integration is performed faf=66.7ms. Finally, the 3D
electron density is integrated in each pixel 1nierdight is
stopped to obtain the number of collected electrémother
simulation without light is performed to obtain thember of
dark current electrons to be subtracted in thel fipizel
guantum efficiency (QE) calculation (4):

light Kk
_[_ n.dr—j ndr
pixel

pixel
t - ﬁSCD.dJ
pixel
where/ is the wavelength is the electron density,, is the
integration time and is the incident photon flux.

darl

(4)

QE pixel (A ) =

I1l. CoupPLEDOPTICAL/TCAD SIMULATIONS RESULTS

1) Measurements and calibration

For the calibration, we choose to limit the angular
distribution of the source to limit the computatibme and
memory requirement. So we used plane wave for sitionl
and nearly collimated (f-number=200), narrow baedrb for
1.75um pixels QE characterization. The experimesgalp is
based on a stabilized halogen light source. Thensity is
adjusted by inserting neutral density filters. Thands of
interest  (450nm#5nm, 532nm5nm, 633nm5nm)
obtained with interference filters. The illuminati@s recorded
in real-time by a calibrated photodiode. Sensoreungst
provides images under standard operating condit®tandard
pre-processing (image average, dark subtractiopgiiftormed
in order to minimize the measurement noise.

Process simulations calibration has been perforarethe
basis of STMicrolectronics SIMS profiles and TCABvites
simulations database. It shows a good agreemehtaniarge
number of standard electrical characteristics omioua
devices. Furthermore, we add a constant dopingl@riof a
1pm range from the surface to account for 3D edfect
including Well-Proximity-Effects that are not takeimto
account in our 2D simulations. Such effects redat
photodiode extension, thus photodiode efficiency.

The coupled Optical/TCAD simulations results asnde
used to compute the QB(accounting for both optical and
electrical crosstalks. Following results aim at destrating
that our coupled simulation strategy is calibratadd
reproduces various BEOL and FEOL trials.

are

2) Bayer without color filters

Fig. 4 shows the quantum efficiency of a Bayer with
color filters. Moreover, this Bayer correspondsatspecific
FEOL design where voluntary different doping distitions
have been realized inside each pixel. Although5rn all
pixels behave in a similar manner, this is no lortge case at
532nm and 633nm. Indeed, Green and Red pixels catch
electrons than the Blue one because of its speisiilation
scheme. The small difference between Green andRet is
explained by a smaller Red photodiode extension.

Pixels QE - BEOL without color filters - FEOL #1
120.0% ‘

100.0% Meas. B

R
~ 0O Meas.R
~

~
A 4

Meas. G

— -
[it == -[21~. ==
~
80.0% | -~ ~ ¢
~

60.0%

QE[AU]

—4e— Sim.B

40.0% |

—&— Sim.G

—&— Sim.R

|

700

20.0% |

0.0% T T u
550 600 650
A[nm]
Fig. 4 Pixels QE( without color filters in the BEOL and with FEOlkqzess
#1. Scaling factors are 0.84A=450nm), 0.89 X¥=532nm) and 0.88
(A=633nm). Normalization is performed vs. Green QB3#&nm.

Note that at each wavelength, a scaling factopgiad on
simulated Blue, Green and Red QJE(lt is calculated as the

ratio between measured Bayer averageAPBAd simulated

400 450 500
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Bayer raw average QEY This factor reflects imperfections

that are not considered in optical simulationse(likterface
roughness) and is consequently wavelength dependent

3) Bayer with color filters

Adding color filters in the BEOL strongly affectset overall
Bayer response because of color filters transmisgtag. 5).
FEOL process #2 has identical doping distributinonGreen
and Red pixels. The strong response of Red pixé&3anhm
and Green pixels at 633nm indicate the presenagasitalk
between neighboring pixels.

Pixels QE - BEOL with color filters - FEOL #2
110.0%
100.0% M {® |
90.0% A T Meas B
80.0% A\ 4 A
Ny \ Meas G
= 70.0%
5 \/ \
E 60.0% A \ /@ Meas R
O 50.0% 7\ \< —e— SimB
40.0% 4 \ ~ X
, \— \ —&— SimG
30.0% o
20.0% 41;]—)& —&— SimR
-~ ~
10.0% = S~ “
0.0% o LJ
400 450 500 550 600 650 700
A[nm]

Fig. 5 Pixels QB( with color filters in the BEOL and with FEOL presgs
#2. Scaling factors are 0.823=450nm), 0.86 X=532nm) and 0.69
(A=633nm). Normalization is performed vs. Green QB3#&nm.

In order to evidence that our simulation tool waiscribes
the evolution of electrical crosstalk with respéatvarious
pixels doping distributions, we simulated two agtstial FEOL
process changes that can be compared with measitgeme

Pixels QE - BEOL with color filters - FEOL #3
110.0% ‘
100.0% A ,m |
\ A
90.0% \ /- \ Meas B
80.0% \ ~ 0 MeasG
= 700% \V; \
<, 60.0% A \ I I Meas R
N
& soo% | 7/ \ ¥ —e— SimB
40.0% / \
0% 7 \ .
\ / —4&— SimG
30.0% | / ~ \
I %< \ —e SimR
ol L e
0% —_ = ~
0.0% I ‘
400 450 500 550 600 650 700
A[nm]

Fig. 6 Pixels QB( with color filters in the BEOL and with FEOL presgs
#3. Scaling factors are 0.823=450nm), 0.86 X=532nm) and 0.69
(A=633nm). Normalization is performed vs. Fig. 5 Gr&E at 532nm.

Pixels QE - BEOL with color filters - FEOL #4

110.0%
100.0% | < K] ‘
90.0% \\ // ‘\ Meas B
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= 70.0%
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Fig. 7 Pixels QB() with color filters in the BEOL and with FEOL press
#4. Scaling factors are 0.823=450nm), 0.86 X=532nm) and 0.69
(A=633nm). Normalization is performed vs. Fig. 5 Gr&E at 532nm.

FEOL process #3 is a slight modification of the idgp
concentration in depth for all pixels. Its respor{§éy. 6)
shows it is possible to improve Green QE while oioy Red
pixel QE at 532nm by acting on electron diffusiondepth.
This behavior is confirmed by the reduction of Gre@E at
633nm which is well reproduced by our simulations.

Accordingly, our simulations also well predict tHaEOL
process #4 (Fig. 7), which adds a cut-off in depglduces Red
QE at 633nm in particular. As expected, this alsongly
reduces both 532nm and 633nm electrical crosstalks.

IV. CONCLUSION

In very small pixels, crosstalk becomes one of nfen
performance limiting factors, with strong 3D andgm&oring
effects. Moreover crosstalk arises from two digdtinc
phenomena (optical and electrical) that are in ngfro
interaction. Therefore, an approach that coupledicdted
simulations tools is mandatory. Our strategy issthai link
Optical simulations to TCAD process and device nliade

The present study shows the ability to describé IBEOL
and FEOL process changes
characterization data. Although some adjustmemtseaquired,
like global optical stack transmission scaling a®l®d
corrections to 2D doping distributions, electroioptt
performances of four different sensors can be dipred
within a few percents error.

This methodology, validated on 1.75um pixels, casilg
be implemented on more complex Image Sensors téamdias.
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