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#### Abstract

We provide a full classification of complete maximal p-dimensional spacelike submanifolds in the pseudo-hyperbolic space $\mathbf{H}^{p, q}$, and we study its applications to Teichmüller theory and to the theory of Anosov representations of hyperbolic groups in $\mathrm{PO}(p, q+1)$.
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## 1. Introduction

Minimal submanifolds have become an invaluable part of the modern geometer's toolbox, having played fundamental roles in the proofs of a number of notable results. In recent years there has been a growing interest in the application of maximal submanifolds to the study of pseudo-riemannian symmetric spaces. In this paper, we provide a full classification of complete maximal $p$-dimensional spacelike submanifolds in the pseudo-hyperbolic space $\mathbf{H}^{p, q}$, and we discuss new results that this classification yields both in Teichmüller theory and in the theory of Anosov representations of hyperbolic groups in $\mathrm{PO}(p, q+1) .{ }^{1}$
1.1. Main results. In this paper, we take pseudo-hyperbolic space to be the projective space $\mathbf{H}^{p, q}$ of negative-definite lines in $\mathbf{R}^{p, q+1}$. It is a homogeneous pseudo-riemannian space of constant sectional curvature equal to -1 and of signature $(p, q)$, that is, having $p$ positive and $q$ negative linearly-independent directions. When $q$ is equal to 0 or $1, \mathbf{H}^{p, q}$ reduces to the better-known examples of hyperbolic space $\mathbf{H}^{p}$ and anti-de Sitter space AdS ${ }^{p, 1}$ respectively.

As in the hyperbolic and anti-de Sitter cases, $\mathbf{H}^{p, q}$ possesses an asymptotic boundary $\partial_{\infty} \mathbf{H}^{p, q}$, which we identify with the space of isotropic lines in $\mathbf{R}^{p, q+1}$. The union $\mathbf{H}^{p, q} \cup \partial_{\infty} \mathbf{H}^{p, q}$ is compact with respect to the topology that it inherits as a subset of projective space.

We identify a special class of topologically embedded spheres in $\partial_{\infty} \mathbf{H}^{p, q}$ as follows. We say that a triple of pairwise distinct points in $\partial_{\infty} \mathbf{H}^{p, q}$ - which, we recall, represent lines in $\mathbf{R}^{p, q+1}$ - is positive whenever their span is 3 -dimensional with signature ( 2,1 ), and non-negative whenever their span contains no negativedefinite 2 -plane. When $p \geq 3$, we say that a topologically embedded ( $p-1$ )-sphere $\Lambda$ in $\partial_{\infty} \mathbf{H}^{p, q}$ is positive (respectively non-negative) whenever every triple of pairwise distinct points that it contains is positive (respectively non-negative). When $p=2$, for topological reasons, we require in addition that $\Lambda$ contain at least 1 positive triple. This latter case is studied in detail by Labourie-Toulisse-Wolf in [LTW23], where they call non-negative 1 -spheres semi-positive loops. We denote by $\mathcal{B}$ the space of non-negative $(p-1)$-spheres in $\partial_{\infty} \mathbf{H}^{p, q}$, furnished with the Hausdorff topology.

We define a maximal p-submanifold of $\mathbf{H}^{p, q}$ to be a connected, $p$-dimensional, smooth spacelike submanifold which is a critical point of the area functional with respect to compactly supported variations. We

[^0]denote by $\mathcal{M}$ the space of complete maximal $p$-submanifolds of $\mathbf{H}^{p, q}$, furnished with the topology of smooth convergence over compact sets. Given any complete maximal $p$-submanifold $M$ of $\mathbf{H}^{p, q}$, we denote by $\partial_{\infty} M$ the intersection of its closure with $\partial_{\infty} \mathbf{H}^{p, q}$, and we call this set the asymptotic boundary of $M$. It is relatively straightforward to show (see Corollary 4.11) that $\partial_{\infty} M$ is always a non-negative ( $p-1$ )-sphere, and even that $\partial_{\infty}$ maps $\mathcal{M}$ continuously into $\mathcal{B}$. We prove the converse of this fact.

Theorem A. The asymptotic boundary map $\partial_{\infty}: \mathcal{M} \rightarrow \mathcal{B}$ is a homeomorphism. In particular, for every non-negative $(p-1)$-sphere $\Lambda$ in $\partial_{\infty} \mathbf{H}^{p, q}$, there exists a unique complete maximal p-submanifold of $\mathbf{H}^{p, q}$ with asymptotic boundary $\Lambda$.

The proof of Theorem A requires an in-depth study of the asymptotic structure of complete maximal $p$ submanifolds in $\mathbf{H}^{p, q}$. The techniques that we develop yield, in addition, the following new result concerning the total curvatures of complete maximal $p$-submanifolds with sufficiently regular asymptotic boundaries.
Theorem B. If $M$ is a complete maximal p-submanifold in $\mathbf{H}^{p, q}$ with $C^{3, \alpha}$ asymptotic boundary, and if II denotes its second fundamental form, then, for all $s>p-1$,

$$
\begin{equation*}
\|\Pi I\| \in L^{s}\left(M, \mathrm{dVol}_{M}\right) . \tag{1.1}
\end{equation*}
$$

1.2. Historical background. From a historical perspective, Theorem A is best understood in the context of asymptotic Plateau problems. The asymptotic Plateau problem in hyperbolic $p$-space was first addressed by Anderson in [And83], where he proved the existence of volume-minimizing $k$-dimensional currents in $\mathbf{H}^{p}$ bounded by any given closed, embedded $(k-1)$-dimensional submanifold of $\partial_{\infty} \mathbf{H}^{p}$. In general, the questions of regularity, topological type, and uniqueness of such minimizing currents present hard and subtle problems (see, for example, [Cos14]). Nonetheless, in dimension 3, Anderson showed that every Jordan curve $\Lambda$ in $\partial_{\infty} \mathbf{H}^{3}$ bounds a smoothly embedded minimal disk. However, these disks are not necessarily unique, even under the additional hypothesis that $\Lambda$ be the limit set of some quasi-fuchsian representation (see [And83, Theorem 5.2]). Indeed, Huang-Wang constructed in [HW15] quasi-fuchsian representations whose limit sets may bound arbitrarily many smoothly embedded, invariant minimal disks.

This contrasts sharply with the situation in anti-de Sitter space. Indeed, in [ABBZ12], Andersson-Barbot-Béguin-Zeghib showed that, given any representation $\rho: \Gamma=\pi_{1}(N) \rightarrow \mathrm{PO}(p, 2)$, which is the holonomy of a maximal, globally hyperbolic, anti-de Sitter manifold homeomorphic to $N \times \mathbf{R}$, for some closed manifold $N$, there exists a unique $\rho$-invariant maximal hypersurface in $\mathbf{H}^{p, 1}$ with asymptotic boundary equal to the limit set of $\rho$. In particular, $\rho$ acts on this hypersurface freely and properly discontinuously, with quotient diffeomorphic to $N$. Likewise, in [BS10], Bonsante-Schlenker showed that every positive $(p-1)$-sphere in $\partial_{\infty} \mathbf{H}^{p, 1}$ is the asymptotic boundary of some complete maximal hypersurface and, furthermore, when $p=2$ and the boundary curve is the graph of a quasi-symmetric homeomorphism, this hypersurface is also unique.

Analogous results have recently been obtained for maximal surfaces in the pseudo-hyperbolic space $\mathbf{H}^{2, q}$. Indeed, in [CTT19], Collier-Tholozan-Toulisse proved that, for any closed, orientable surface $S$ of genus at least 2 , and any maximal representation $\rho: \pi_{1}(S) \rightarrow \mathrm{PO}_{0}(2, q+1)$, the limit set of $\rho$ is the asymptotic boundary of a unique complete $\rho$-invariant maximal surface in $\mathbf{H}^{2, q}$. As before, $\rho$ then acts freely and properly-discontinuously on this surface, with quotient diffeomorphic to $S$. Finally, in [LTW23], Labourie-Toulisse-Wolf generalised this result to prove that every non-negative 1-sphere in $\partial_{\infty} \mathbf{H}^{2, q}$ is the asymptotic boundary of a unique complete maximal surface.

Theorem A thus unifies the known results for $\mathbf{H}^{p, 1}$ and $\mathbf{H}^{2, q}$, and extends them to $\mathbf{H}^{p, q}$ for all $(p, q)$, whilst addressing the most general hypotheses on the asymptotic boundary.
1.3. Techniques and novelties. We note first that our approach is quite different from those used in the earlier works mentioned above. Indeed, Anderson used geometric measure theory to address the Plateau problem in $\mathbf{H}^{p}$, a technique which to date has no pseudo-riemannian analogue. Likewise, Andersson-Barbot-Béguin-Zeghib and Bonsante-Schlenker used the works [Ger83, Ger06] of Gerhardt, [Bar88] of Bartnik, and [Eck03] of Ecker, which are peculiar to the Lorentzian setting. Finally Collier-Tholozan-Toulisse used

Higgs bundles, whilst Labourie-Toulisse-Wolf used pseudo-holomorphic curves, both of which are peculiar to the case of surfaces.

We prove Theorem A by applying the continuity method in a global manner. This has the advantage over previous approaches of yielding detailed information concerning the asymptotic structures of complete maximal $p$-submanifolds with smooth asymptotic boundaries, yielding, as a byproduct, Theorem B.

The continuity method decomposes into three main steps, namely compactness, uniqueness and perturbation (or, stability).

Our compactness result is a manifestation of the dichotomy first observed by Labourie in [Lab97] in the context of $k$-surfaces in hyperbolic 3-space (see also [Sch96, Smi13, Smi18, Smi22]).

Step 1 (Compactness - Theorem 5.1). If $\left\{M_{m}\right\}_{m \in \mathbf{N}}$ is a sequence of complete maximal p-submanifolds of $\mathbf{H}^{p, q}$ then, either
(1) $\left\{M_{m}\right\}_{m \in \mathbf{N}}$ subconverges in the $C_{\text {loc }}^{\infty}$ topology to a smooth, complete maximal p-submanifold of $\mathbf{H}^{p, q}$, or
(2) $\left\{M_{m}\right\}_{m \in \mathbf{N}}$ subconverges in the Hausdorff topology to a Lipschitz p-submanifold foliated by complete, lightlike geodesics, all having the same endpoint at infinity.

We call submanifolds of the second type degenerate. We will see below (see Lemma 4.10) that, up to isometries of the ambient space, the space of degenerate submanifolds is itself homeomorphic to the space of 1-Lipschitz maps from a hemisphere $\mathbf{S}_{+}^{p-1} \subseteq \mathbf{S}^{p-1}$ into $\mathbf{S}^{q-1}$. Indeed, degenerate submanifolds are simply the graphs of suspensions of such maps.

Recall now that the space $\mathcal{M}$ of complete maximal $p$-submanifolds carries the topology of smooth convergence over compact sets, whilst the space $\mathcal{B}$ of non-negative $(p-1)$-spheres carries the Hausdorff topology. Since no degenerate submanifold can have a non-negative sphere as its asymptotic boundary, one of the main consequences of Theorem 5.1 for the proof of Theorem A is that the asymptotic boundary map $\partial_{\infty}: \mathcal{M} \rightarrow \mathcal{B}$ is proper.

Uniqueness is proven using the maximum principle. Our proof is similar to that of [LTW23], although some care is required in the present, higher-dimensional setting.

Step 2 (Uniqueness - Theorem 6.1). A non-negative $(p-1)$-sphere in $\partial_{\infty} \mathbf{H}^{p, q}$ is the asymptotic boundary of at most one complete maximal p-submanifold of $\mathbf{H}^{p, q}$.

The lengthiest and most technical part of the proof is the following stability result.
Step 3 (Stability - Theorem 7.1). Let $\left(\Lambda_{t}\right)_{t \in(-\epsilon, \epsilon)}$ be a smoothly varying family of smooth, spacelike spheres in $\partial_{\infty} \mathbf{H}^{p, q}$. If there exists a complete maximal p-submanifold $M$ of $\mathbf{H}^{p, q}$ with asymptotic boundary $\Lambda_{0}$ then, upon reducing $\epsilon$ if necessary, there exists a family $\left(M_{t}\right)_{t \in(-\epsilon, \epsilon)}$ of complete maximal p-submanifolds such that, $M_{0}=M$ and, for all $t, M_{t}$ has asymptotic boundary $\Lambda_{t}$.

The usual approach to proving stability results of this kind is to first represent maximal $p$-submanifolds near $M$ as zeroes of some functional over some Banach space, and then to apply the implicit function theorem. In the present case, the non-compactness of the submanifolds in question presents an extra layer of difficulty, requiring us to study such things as asymptotic models and pre-elliptic estimates. This will be carried out in Section 7, where, in addition, we will provide a far more detailed discussion of the main ideas used in this step of the proof.

Having established Steps 1, 2 and 3, Theorem A readily follows by the continuity method. Indeed, let $\operatorname{Im}\left(\partial_{\infty}\right)$ denote the image of $\partial_{\infty}$, let $\mathcal{B}^{\infty}$ denote the space of smooth, spacelike $(p-1)$-spheres in $\partial_{\infty} \mathbf{H}^{p, q}$, and note that this is a dense subset of $\mathcal{B}$. Since totally geodesic, spacelike $p$-subspaces of $\mathbf{H}^{p, q}$ are trivially maximal, $\operatorname{Im}\left(\partial_{\infty}\right)$ has non-trivial intersection with $\mathcal{B}^{\infty}$. Since $\mathcal{B}^{\infty}$ is path-connected, the continuity method then shows that $\operatorname{Im}\left(\partial_{\infty}\right)$ contains $\mathcal{B}^{\infty}$. Finally, by density of $\mathcal{B}^{\infty}$, and properness of $\partial_{\infty}$, it follows that $\operatorname{Im}\left(\partial_{\infty}\right)$ contains $\mathcal{B}$, thus proving Theorem A .

Finally, the asymptotic analysis developed to prove Step 3 involves the use of weighted function spaces over complete maximal $p$-submanifolds. Although weighted spaces are not actually required for the proof of

Theorem A, they provide detailed asymptotic information at little extra cost. In particular, they permit us to show that the norms of the second fundamental forms of suitably regular cones, on the one hand, and suitably regular, complete maximal $p$-submanifolds, on the other, both decay exponentially at an equal rate, whilst their volume forms both grow exponentially at an equal, slower rate. Theorem B is then a straightforward consequence of these two properties.
1.4. Applications I - Anosov representations. Amongst our main motivations for the study of complete maximal $p$-submanifolds in $\mathbf{H}^{p, q}$ are their applications to the study of representations of word-hyperbolic groups in $\mathrm{PO}(p, q+1)$. In what follows, $\Gamma$ will denote a word-hyperbolic group with connected Gromov boundary.

In [DGK18], Danciger-Guéritaud-Kassel introduced a notion of convex-cocompactness for representations in $\mathrm{PO}(p, q+1)$. We say that a representation $\rho: \Gamma \rightarrow \mathrm{PO}(p, q+1)$ is $\mathbf{H}^{p, q}$-convex-cocompact whenever it has finite kernel and acts properly-discontinuously and cocompactly on some closed, convex subset $K$ of $\mathbf{H}^{p, q}$ whose interior $\operatorname{Int}(K)$ is non-trivial and whose ideal boundary $\partial_{\infty} K$ contains no non-trivial segment. We will be concerned here with the more specific case where the Gromov boundary of $\Gamma$ is homeomorphic to a $(p-1)$-sphere. In this case, Danciger-Guéritaud-Kassel showed that $\Lambda=\partial_{\infty} K$ is a positive $(p-1)$-sphere ${ }^{2}$ in $\partial_{\infty} \mathbf{H}^{p, q}$. Since every positive sphere is, in particular, non-negative, Theorem A thus yields the following result.

Corollary 1.1. Let $\Gamma$ be a word-hyperbolic group with Gromov boundary homeomorphic to a ( $p-1$ )sphere. Every $\mathbf{H}^{p, q}$-convex-cocompact representation $\rho: \Gamma \rightarrow \mathrm{PO}(p, q+1)$ preserves a unique complete maximal p-submanifold $M$ in $\mathbf{H}^{p, q}$. Furthermore
(1) $\rho$ acts properly-discontinuously and cocompactly on $M$, and
(2) $M$ depends real analytically on $\rho$.

Beyrer-Kassel have told us of an intriguing application of Corollary 1.1 to the study of higher-dimensional extensions of higher-rank Teichmüller theory. Recall (c.f. [Wie18]) that when $\Gamma$ is a compact surface group, and $G$ is a reductive Lie group of higher rank, a connected component of $\operatorname{Hom}(\Gamma, G)$ is said to be a higherrank Teichmüller space whenever it consists entirely of discrete and faithful representations. The study of such spaces, which share a number of properties of classical Teichmüller space, has yielded over the last two decades a rich and fascinating theory. Although it is natural to generalize this concept to higherdimensional word-hyperbolic groups, to date only a few higher-dimensional cases have been shown to exist. One such is given by Barbot in [Bar15], where he showed that, when $\Gamma$ is the fundamental group of a compact, $p$-dimensional hyperbolic manifold, the quasi-fuchsian component of $\operatorname{Hom}(\Gamma, \mathrm{PO}(p, 2))$ consists entirely of $\mathbf{H}^{p, 1}$-convex-cocompact representations, which, in particular, are discrete and faithful. In their work [BK23], contemporaneous with the present paper, Beyrer-Kassel prove a converse of Corollary 1.1, namely that any representation acting properly-discontinuously and cocompactly on a weakly spacelike $p$ dimensional submanifold of $\mathbf{H}^{p, q}$ is $\mathbf{H}^{p, q}$-convex-cocompact. Together with Corollary 1.1, this allows them to show in [BK23, Theorem 1.3] that, for all $p \geq 2$ and $q \geq 1$, and for any word-hyperbolic group $\Gamma$ with Gromov boundary homeomorphic to a ( $p-1$ )-sphere, the set of $\mathbf{H}^{p, q}$-convex-cocompact representations $\rho: \Gamma \rightarrow \mathrm{PO}(p, q+1)$ is a union of connected components of $\operatorname{Hom}(\Gamma, \mathrm{PO}(p, q+1))$. In this manner, they extend Barbot's result to yield a large family of new higher-dimensional higher-rank Teichmüller spaces, including many examples which are not quasi-fuchsian (c.f. [LM19, MST]).

We now discuss applications of Corollary 1.1 to the study of $\mathrm{P}_{1}$-Anosov representations of word-hyperbolic groups in $\mathrm{PO}(p, q+1)$. Anosov representations were introduced by Labourie in [Lab06], and have since become a cornerstone of higher-rank Teichmüller theory. We refer the reader to Danciger-GuéritaudKassel's paper [DGK18] for a formal definition of the concept of $\mathrm{P}_{1}$-Anosov representations. In addition,

[^1]in the same paper, they described a direct relationship between such representations and the $\mathbf{H}^{p, q}$-convexcocompact representations discussed above. To understand this, note first that the set of non-null lines in $\mathbf{R}^{p, q+1}$ consists of two connected components, namely $\mathbf{H}^{p, q}$ and $\mathbf{H}^{q+1, p-1}$, where the sign of the metric of the latter is inverted. Danciger-Guéritaud-Kassel showed that every $\mathbf{H}^{p, q}$-convex-cocompact representation is $\mathrm{P}_{1}$-Anosov and, conversely, that every $\mathrm{P}_{1}$-Anosov representation is either $\mathbf{H}^{p, q}$-convex-cocompact or $\mathbf{H}^{q+1, p-1}$-convex-cocompact. We say that the representation is positive in the former case, and negative in the latter, so that every $\mathbf{H}^{p, q}$-convex-cocompact representation is a positive $\mathrm{P}_{1}$-Anosov representation, and vice versa. In particular, in this case, $\Lambda:=\partial_{\infty} K$ coincides with the proximal limit set of the representation $\rho^{3}$.

Our first application of Corollary 1.1 provides a new constraint on the hyperbolic groups which admit positive $\mathrm{P}_{1}$-Anosov representations.

Corollary 1.2. Let $\Gamma$ be a torsion-free word-hyperbolic group with Gromov boundary homeomorphic to a ( $p-1$ )-sphere. If $\Gamma$ admits a positive $\mathrm{P}_{1}$-Anosov representation in $\mathrm{PO}(p, q+1)$, then it is isomorphic to the fundamental group of a smooth, closed p-dimensional manifold with universal cover diffeomorphic to $\mathbf{R}^{p}$.

It is worth comparing Corollary 1.2 to the result [BLW10] of Bartels-Lück-Weinberger, which states that, for $p \geq 6$, any torsion-free hyperbolic group with Gromov boundary homeomorphic to a $(p-1)$-sphere is the fundamental group of a closed $p$-dimensional topological manifold with universal cover homeomorphic to $\mathbf{R}^{p}$. Note, in particular, that in Example 5.2 and Lemma 5.3 of that paper, the authors construct, for all $k \geq 2$, a torsion-free hyperbolic group $\Gamma$, with Gromov boundary homeomorphic to $\mathbf{S}^{4 k-1}$, which is not isomorphic to the fundamental group of any closed smooth aspherical manifold. We consequently have the following corollary.

Corollary 1.3. For any $k \geq 2$ and $q \geq 1$, there exists a torsion-free word-hyperbolic group $\Gamma$ with Gromov boundary homeomorphic to a $(4 k-1)$-sphere which does not admit any positive $P_{1}$-Anosov representation in $\mathrm{PO}(4 k, q+1)$.

Remark. More precisely, the top Pontrjagin number of the piecewise linear manifold associated to $\Gamma$ appears to provide an obstruction to the existence of positive $\mathrm{P}_{1}$-Anosov representations in $\mathrm{PO}(p, q+1)$.

Our second application concerns the structure of a class of manifolds introduced by Guichard-Weinhard in [GW12]. Indeed, let $\operatorname{Isot}(E)$ denote the space of maximally isotropic subspaces of $E$. Given a positive $\mathrm{P}_{1}$-Anosov representation $\rho$ of $\Gamma$ in $\mathrm{PO}(p, q+1)$, Guichard-Wienhard constructed a domain $\Omega_{\rho}$ in $\operatorname{Isot}(E)$ upon which $\rho(\Gamma)$ acts properly-discontinuously and cocompactly. The quotient $\Omega_{\rho} / \rho(\Gamma)$ is a closed manifold locally modelled on $\operatorname{Isot}(E)$. However, to date, little more has been shown concerning its structure.

Given two natural numbers $k \leq n$, the Stiefel manifold $\mathbf{V}_{k, n}$ is the space of $k$-tuples of unit vectors in $\mathbf{R}^{n}$ that are pairwise orthogonal. For all such $k$ and $n, \mathbf{V}_{k, n}$ is diffeomorphic to the homogeneous space $\mathrm{O}(n) / \mathrm{O}(n-k)$. In particular, it is connected unless $k=n$, in which case it has 2 connected components.

Corollary 1.4. Let $\Gamma$ be a torsion-free word-hyperbolic group with Gromov boundary homeomorphic to a ( $p-1$ )-sphere, let $\rho: \Gamma \rightarrow \mathrm{PO}(p, q+1)$ be a positive $\mathrm{P}_{1}$-Anosov representation, and let $\Omega_{\rho}$ denote its Guichard-Wienhard domain.
(1) If $q \geq p$, and if $M$ denotes the complete maximal p-submanifold preserved by $\rho$, then $\Omega_{\rho} / \rho(\Gamma)$ is homeomorphic to a $\mathbf{V}_{p, q}$-bundle over $M / \rho(\Gamma)$.
(2) If $q<p$, then $\Omega_{\rho}$ is empty.

In particular, in the former case, $\Omega_{\rho}$ is connected, unless $p=q$ and the first Stiefel-Whitney class of $N M / \rho(\Gamma)$ vanishes, in which case it has 2 connected components.

[^2]1.5. Applications II - renormalized area. We conclude this introduction with a discussion of the renormalized area of complete maximal surfaces. Motivated by applications to the AdS-CFT correspondence, the renormalized area of a maximal surface $M$ in $\mathbf{H}^{2, q}$ with second fundamental form II is defined by
\[

$$
\begin{equation*}
A_{\mathrm{ren}}(M):=\int_{M}\|\amalg\|^{2} \mathrm{~d}^{2} \operatorname{Vol}_{M} . \tag{1.2}
\end{equation*}
$$

\]

The study of the renormalized area of maximal surfaces in $\mathbf{H}^{2, q}$ presents a number of interesting, as yet unstudied, problems. For example, following [AM10] it is of interest to determine its first and second variations. Likewise, in the spirit of [Bis20], it is also of interest to determine how finiteness of the renormalized area may be expressed in terms of properties of the asymptotic boundary. Substituting $p=s=2$ in Theorem B yields a partial response to this latter problem for surfaces in pseudo-hyperbolic space.

Corollary 1.5. Every complete maximal surface $M$ in $\mathbf{H}^{2, q}$ with $C^{3, \alpha}$ asymptotic boundary has finite renormalized area.

Finally, in the $(2+1)$-dimensional anti-de Sitter case, that is, when $(p, q)=(2,1)$, using the ideas developed by Mess in [Mes07] (see also [Mes07, BS20]), Corollary 1.5 yields the following new Teichmüllertheoretic result. A self-diffeomorphism of $\mathbf{H}^{2}$ is called minimal Lagrangian whenever its graph is a minimal Lagrangian surface in $\mathbf{H}^{2} \times \mathbf{H}^{2}$. In [BS10], Bonsante-Schlenker used maximal surfaces in anti-de Sitter geometry to prove that every quasisymmetric circle homeomorphism admits a unique quasiconformal minimal Lagrangian extension to $\mathbf{H}^{2}$.

Corollary 1.6. If $f$ is a $C^{3, \alpha}$ circle diffeomorphism, then the Beltrami coefficient of its unique quasiconformal minimal Lagrangian extension is an element of $L^{2}\left(\mathbf{H}^{2}, \mathrm{dVol}_{\mathbf{H}^{2}}\right)$.

It is known that quasiconformal maps of $\mathbf{H}^{2}$ with square integrable Beltrami coefficient extend to WeilPetersson circle homeomorphisms. This latter family is precisely the closure of the space of circle diffeomorphisms with respect to the topology induced on the universal Teichmüller space by the (infinite-dimensional) Kähler structure constructed in [TT06]. Motivated by the recent work of Bishop [Bis20], which characterized Weil-Petersson quasicircles in $\mathbf{H}^{2}$ as those Jordan curves that bound a complete minimal surface in $\mathbf{H}^{3}$ of finite renormalized area, it is natural to conjecture that the quasiconformal minimal Lagrangian extension of $f$ is in $L^{2}\left(\mathbf{H}^{2}, \mathrm{dVol}_{\mathbf{H}^{2}}\right)$ if and only if $f$ is in the Weil-Petersson class. We leave this question for future investigation.
1.6. Structure of paper. In Section 2, we provide some background on pseudo-hyperbolic space and on the associated Riemannian symmetric space. In Section 3, we introduce spacelike and maximal submanifolds and, making use of so-called Fermi charts, we define the notion of entire graph. In Section 4 we study positive and non-negative spheres, and their relationship to the asymptotic boundaries of entire graphs. In Section 5 we prove Theorem 5.1 and deduce the properness of the asymptotic boundary map (Theorem 5.2). In Section 6 we prove the uniqueness of a complete maximal $p$-submanifold with given asymptotic boundary (Theorem 6.1). In Section 7 we prove the stability result, namely Theorem 7.1. In Section 8 we conclude the proofs of Theorem A and Theorem B. In Section 9 we prove Corollaries 1.1, 1.2, 1.4, and 1.5. Finally, in Section 10, we prove Corollary 1.6.
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## 2. Pseudo-hyperbolic geometry

We begin by introducing pseudo-hyperbolic space and reviewing its basic properties. In this section, we describe the 3 main models for pseudo-hyperbolic space that will be used throughout the sequel, namely the projective model $\mathbf{H}^{p, q}$, its double cover $\mathbf{H}_{+}^{p, q}$, and the quadric $\mathbf{Q}^{p, q}$, which is a subset of $\mathbf{R}^{p, q+1}$ isometric to $\mathbf{H}_{+}^{p, q}$. In addition, we classify its geodesics and totally geodesic subspaces, and we describe the geometry of its grassmannian bundle of spacelike tangent $p$-planes.
2.1. Pseudo-hyperbolic space. Let $p, q$ be non-negative integers, let $E$ be a real vector space of dimension $(p+q+1)$, and let $\mathbf{P}(E)$ denote its projective space. We equip $E$ with a bilinear form $\mathbf{b}$ of signature $(p, q+1)$, that is, with $p$ positive and $(q+1)$ negative linearly independent directions. We define pseudohyperbolic space by

$$
\begin{equation*}
\mathbf{H}^{p, q}:=\{x \in \mathbf{P}(E) \mid \mathbf{b}(x, x)<0\} . \tag{2.1}
\end{equation*}
$$

It will often be useful to work with a double cover of this space. Thus, let $\mathbf{P}_{+}(E)$ denote the projective space of oriented lines in $E$, that is the quotient of $E \backslash\{0\}$ by $\mathbf{R}_{+}$, and define

$$
\begin{equation*}
\mathbf{H}_{+}^{p, q}:=\left\{x \in \mathbf{P}_{+}(E) \mid \mathbf{b}(x, x)<0\right\} . \tag{2.2}
\end{equation*}
$$

The natural map $\mathbf{P}_{+}(E) \rightarrow \mathbf{P}(E)$ yields the desired double cover $\mathbf{H}_{+}^{p, q} \rightarrow \mathbf{H}^{p, q}$. Note that the preimage of any connected subset $A$ of $\mathbf{P}(E)$ consists of either one or two connected components. We call any such connected component a lift of $A$.

The double cover $\mathbf{H}_{+}^{p, q}$ naturally identifies with a quadric as follows. Denote

$$
\begin{equation*}
\mathbf{Q}^{p, q}:=\{x \in E \mid \mathbf{b}(x, x)=-1\} . \tag{2.3}
\end{equation*}
$$

Trivially, $\mathbf{Q}^{p, q}$ projects onto $\mathbf{H}_{+}^{p, q}$, whilst every point of $\mathbf{H}_{+}^{p, q}$ contains a unique representative in $\mathbf{Q}^{p, q}$. We thus obtain a natural diffeomorphism $r: \mathbf{H}_{+}^{p, q} \rightarrow \mathbf{Q}^{p, q}$. In particular, this diffeomorphism induces pseudoriemannian metrics on both $\mathbf{H}^{p, q}$ and $\mathbf{H}_{+}^{p, q}$. Indeed, for any $x \in \mathbf{H}_{+}^{p, q}$, the differential of $r$ maps the tangent space $\mathrm{T}_{x} \mathbf{H}_{+}^{p, q}$ to $r(x)^{\perp}$, the $\mathbf{b}$-orthogonal subspace to $r(x)$ in $E$. The pull-back through $r$ of the restriction of $\mathbf{b}$ to $\mathbf{Q}^{p, q}$ then defines a metric $\mathbf{g}$ on $\mathbf{H}_{+}^{p, q}$ of signature $(p, q)$ and of constant sectional curvature equal to -1 . Since this metric invariant under the involution $x \mapsto-x$, it likewise induces a metric over $\mathbf{H}^{p, q}$ which we also denote by $\mathbf{g}$, making the double cover $\mathbf{H}_{+}^{p, q} \rightarrow \mathbf{H}^{p, q}$ into a local isometry.

The group $\mathrm{O}(p, q+1)$ of orthogonal transformations of $(E, \mathbf{b})$ acts by isometries on $\mathbf{H}_{+}^{p, q}$, whilst its projectivization $\mathrm{PO}(p, q+1)$ acts by isometries on $\mathbf{H}^{p, q}$. Together with $\mathbf{Z}_{2}$, these groups form the short exact sequence

$$
\begin{equation*}
1 \longrightarrow \mathbf{Z}_{2} \longrightarrow \mathrm{O}(\mathbf{b}) \longrightarrow \mathrm{PO}(\mathbf{b}) \longrightarrow 1 \tag{2.4}
\end{equation*}
$$

In both cases, the stabilizer of any point is isomorphic to $\mathrm{O}(p, q)$, yielding identifications of $\mathbf{H}^{p, q}$ and $\mathbf{H}_{+}^{p, q}$ with the respective pseudo-riemannian symmetric spaces $\mathrm{PO}(p, q+1) / \mathrm{O}(p, q)$ and $\mathrm{O}(p, q+1) / \mathrm{O}(p, q)$, equipped with suitable scalar multiples of their Killing metrics.

Finally, the ideal boundary $\partial_{\infty} \mathbf{H}^{p, q}$ of $\mathbf{H}^{p, q}$ (respectively $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ of $\mathbf{H}_{+}^{p, q}$ ) is defined to be the space of isotropic lines (respectively oriented isotropic lines) in $E$. Each of these spaces carries a unique $\mathrm{O}(p, q+1)$ invariant conformal class of pseudo-riemannian metrics of signature $(p-1, q)$.
2.2. Totally-geodesic subspaces. A submanifold $S$ of $\mathbf{H}^{p, q}$ or $\mathbf{H}_{+}^{p, q}$ is called spacelike, timelike or lightlike whenever its induced metric is respectively positive-definite, negative-definite or degenerate.

Complete totally-geodesic subspaces of $\mathbf{H}^{p, q}$ are given by the intersections with $\mathbf{H}^{p, q}$ of projective subspaces $\mathbf{P}(V)$ of $\mathbf{P}(E)$. In particular, any complete geodesic $\gamma$ in $\mathbf{H}^{p, q}$ is the intersection of $\mathbf{H}^{p, q}$ with a projective line $\mathbf{P}(V)$, and is spacelike, timelike or lightlike whenever $V$ has signature $(1,1),(0,2)$ or $(0,1)$ respectively. Similarly, complete totally-geodesic subspaces of $\mathbf{H}_{+}^{p, q}$ are defined to be connected components of the intersections of projective subspaces $\mathbf{P}_{+}(V)$ with $\mathbf{H}_{+}^{p, q}$, that is, they are lifts of complete totallygeodesic subspaces of $\mathbf{H}^{p, q}$, and a trichotomy analogous to that given above likewise holds for geodesics of this space.

We define a hyperbolic p-space $H$ in $\mathbf{H}^{p, q}$ (resp. $\mathbf{H}_{+}^{p, q}$ ) to be the intersection of $\mathbf{H}^{p, q}$ with a projective subspace $\mathbf{P}(V)$ (resp. a connected component of the intersection of $\mathbf{H}_{+}^{p, q}$ with $\mathbf{P}_{+}(V)$ ), for some $V$ of dimension $(p+1)$ and signature $(p, 1)$. In particular, any such $H$ is spacelike and isometric to the $p$ dimensional hyperbolic space $\mathbf{H}^{p}$.

We define a marked hyperbolic $p$-space to be a pair $(x, H)$ where $H$ is a hyperbolic $p$-space and $x$ is a point of $H$. Note that this is equivalent to the data of an orthogonal decomposition $E=\ell \oplus U \oplus V$, where $\ell$ is a negative-definite line, $U$ is a positive-definite $p$-dimensional subspace, and $V$ is the orthogonal complement of their direct sum. Indeed, the point $x$ and the hyperbolic $p$-space $H$ are simply the respective projectivizations of $\ell$ and $\ell \oplus U$. A marked hyperbolic p-space in $\mathbf{H}_{+}^{p, q}$ is likewise equivalent to the data of an orthogonal decomposition $E=\ell \oplus U \oplus V$, where now $\ell$ is an oriented negative-definite line, and $U$ and $V$ are as before.
2.3. Riemannian symmetric space. Let $\mathbf{G}(E)$ denote the grassmannian of $p$-planes in $E$ of signature $(p, 0)$. Note that the operation of orthogonal complement identifies $\mathbf{G}(E)$ with the set of $(q+1)$-planes of signature $(0, q+1)$, and thus in turn with the space of totally-geodesic timelike $q$-spheres in $\mathbf{H}^{p, q}$.

Since $\mathrm{O}(p, q+1)$ acts transitively on $\mathbf{G}(E)$, and since every point stabilizer is a maximal compact subgroup isomorphic to $\mathrm{O}(p) \times \mathrm{O}(q+1)$, this space naturally identifies with the riemannian symmetric space of $\mathrm{O}(p, q+1)$.

Every $p$-plane $P$ in $\mathbf{G}(E)$ yields an orthogonal decomposition $E=P \oplus P^{\perp}$. Furthermore, since $P$ and $P^{\perp}$ are respectively positive- and negative-definite, this decomposition also yields the positive-definite inner product

$$
\begin{equation*}
\overline{\mathbf{b}}_{P}:=\mathbf{b}_{\mid P} \oplus\left(-\mathbf{b}_{\mid P^{\perp}}\right) . \tag{2.5}
\end{equation*}
$$

The tangent space $\mathrm{T}_{P} \mathbf{G}(E)$ naturally identifies with $\operatorname{Hom}\left(P, P^{\perp}\right)$, so that $\overline{\mathbf{b}}_{P}$ induces a scalar product $\mathbf{b}_{\text {Hom }, P}$ on this space, and thus yields a complete riemannian metric over $\mathbf{G}(E)$. This metric is preserved by the action of $\mathrm{O}(p, q+1)$ and so identifies with a scalar multiple of the Killing metric.

Note finally that $\mathbf{G}(E)$ is an open set in the grassmanian of $p$-planes in $E$, with topological boundary given by the set of degenerate $p$-planes not containing any negative direction.
2.4. Grassmannian bundles. We define the grassmanian bundle over $\mathbf{H}^{p, q}$ to be the space $\mathbf{G}\left(\mathbf{H}^{p, q}\right)$ of pairs $(x, P)$ where $x$ is a point in $\mathbf{H}^{p, q}$ and $P$ is a positive-definite $p$-plane in $\mathrm{T}_{x} \mathbf{H}^{p, q}$. Note that this space naturally identifies under the exponential map with the space of marked hyperbolic $p$-spaces. We denote by pr : $\mathbf{G}\left(\mathbf{H}^{p, q}\right) \rightarrow \mathbf{H}^{p, q}$ the canonical projection.

At each point $(x, P)$ in $\mathbf{G}\left(\mathbf{H}^{p, q}\right)$, the Levi-Civita connection on $\mathbf{H}^{p, q}$ yields the identification

$$
\begin{equation*}
\mathrm{T}_{(x, P)} \mathbf{G}\left(\mathbf{H}^{p, q}\right)=\mathrm{T}_{x} \mathbf{H}^{p, q} \oplus \operatorname{Hom}\left(P, P^{\perp}\right) \tag{2.6}
\end{equation*}
$$

Furthermore, since $P$ is non-degenerate, $\mathrm{T}_{x} \mathbf{H}^{p, q}=P \oplus P^{\perp}$, so that

$$
\begin{equation*}
\mathrm{T}_{(x, P)} \mathbf{G}\left(\mathbf{H}^{p, q}\right)=P \oplus P^{\perp} \oplus \operatorname{Hom}\left(P, P^{\perp}\right) . \tag{2.7}
\end{equation*}
$$

With respect to this decomposition, we define the complete riemannian metric $h$ over $\mathbf{G}\left(\mathbf{H}^{p, q}\right)$ by

$$
\begin{equation*}
h_{(x, P)}=\mathbf{b}_{\mid P} \oplus\left(-\mathbf{b}_{\mid P^{\perp}}\right) \oplus \mathbf{b}_{\text {Hom }, P} . \tag{2.8}
\end{equation*}
$$

The group $\mathrm{PO}(p, q+1)$ acts transitively by isometries on $\left(\mathbf{G}\left(\mathbf{H}^{p, q}\right), h\right)$ such that every point stabilizer is isomorphic to $\mathrm{P}(\mathrm{O}(p) \times \mathrm{O}(q))$. Moreover, the forgetful map

$$
F: \begin{array}{ll}
\mathbf{G}\left(\mathbf{H}^{p, q}\right) & \longrightarrow \mathbf{G}(E) \\
(x, P) & \longrightarrow P
\end{array}
$$

is an $\mathrm{PO}(p, q+1)$-equivariant proper riemannian submersion.
The grassmannian bundle $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ over $\mathbf{H}_{+}^{p, q}$ is defined in a similar manner and has similar properties. In particular, its forgetful map $F:(x, P) \mapsto P$ likewise defines an $\mathrm{O}(p, q+1)$-equivariant proper riemannian submersion from $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ to $\mathbf{G}(E)$.

Lemma 2.1. If $\left\{\left(x_{n}, P_{n}\right)\right\}_{n \in \mathbf{N}}$ is an unbounded sequence in $\mathbf{G}\left(\mathbf{H}^{p, q}\right)$ (resp. $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ ), then, up to extraction of a subsequence, either $\left\{x_{n}\right\}_{n \in \mathbf{N}}$ converges in $\mathbf{P}(E)\left(\right.$ resp. $\left.\mathbf{P}_{+}(E)\right)$ to a point in $\partial_{\infty} \mathbf{H}^{p, q}\left(\right.$ resp. $\left.\partial_{\infty} \mathbf{H}_{+}^{p, q}\right)$ or $\left\{P_{n}\right\}_{n \in \mathbf{N}}$ converges in the grassmanian of p-planes to a degenerate p-plane.
Proof. Indeed, the space $\mathbf{G}\left(\mathbf{H}^{p, q}\right)$ naturally embeds homeomorphically into $\mathbf{H}^{p, q} \times \mathbf{G}(E)$, and the result now follows by definition of the induced topology.

## 3. Entire graphs

We now study the basic geometry of $p$-dimensional spacelike immersions in $\mathbf{H}^{p, q}$ and $\mathbf{H}_{+}^{p, q}$. Note that, since we are working in mixed signature, completeness is not necessarily the most convenient property to work with, and we thus introduce the complementary concept of entire graphs. To this end, it will be useful to introduce a special class of parametrizations of $\mathbf{H}_{+}^{p, q}$, which we call Fermi charts. These will allow us to describe smooth entire graphs in $\mathbf{H}_{+}^{p, q}$, and to then adapt this concept to submanifolds of $\mathbf{H}^{p, q}$. We establish sufficient conditions for a smooth entire graph to be complete, we study the topology of the space of smooth entire graphs, as well as its closure, and we conclude by describing a sense in which families of smooth entire graphs can be considered locally uniformly spacelike.
3.1. Spacelike immersions. Let $M$ be a connected $p$-dimensional manifold. We say that a smooth immersion $f: M \rightarrow \mathbf{H}^{p, q}$ is spacelike whenever its induced metric is riemannian. When this holds, $f$ identifies $\mathrm{T} M$ with a subbundle of $f^{*} \mathrm{TH}^{p, q}$, and we define the normal bundle $\mathrm{N} M$ of $f$ to be the orthogonal complement of $\mathrm{T} M$ in $f^{*} \mathrm{TH}^{p, q}$. Note that every fibre of $\mathrm{N} M$ is timelike.

We denote the induced metrics on $\mathrm{T} M$ and $\mathrm{N} M$ respectively by $g_{\mathrm{T}}$ and $g_{\mathrm{N}}$. With respect to the splitting $f^{*} \mathbf{T H}^{p, q}=\mathrm{T} M \oplus \mathrm{~N} M$, the pull-back $\nabla$ of the Levi-Civita connection on $\mathbf{H}^{p, q}$ decomposes as

$$
\nabla=\left(\begin{array}{ll}
\nabla^{\top} & -B  \tag{3.1}\\
\text { II } & \nabla^{\mathrm{N}}
\end{array}\right),
$$

where $\nabla^{\top}$ is the Levi-Civita connection of the induced metric $g_{\top}$ on $M, \nabla^{\mathrm{N}}$ is a unitary connection on the normal bundle $N M$, II denotes the second fundamental form, which is an element of $\Omega^{1}(M, \operatorname{Hom}(\mathrm{~T} M, \mathrm{~N} M))$, and $B$ denotes the shape operator, which is an element of $\Omega^{1}(M, \operatorname{Hom}(\mathrm{~N} M, \mathrm{~T} M))$.

Since $\nabla$ is torsion free and preserves $f^{*} \mathbf{g}$, for any two vector fields $X$ and $Y$ over $M$, and any section $\eta$ of N $M$,

$$
\begin{align*}
\mathrm{II}(X)(Y) & =\mathrm{II}(Y)(X) \quad \text { and } \\
g_{\mathrm{N}}(\mathrm{II}(X)(Y), \eta) & =g_{\mathrm{T}}(B(X)(\eta), Y) \tag{3.2}
\end{align*}
$$

We now define maximal spacelike submanifolds of $\mathbf{H}^{p, q}$, which are the main objects of interest to us.
Definition 3.1. A spacelike submanifold $M$ of $\mathbf{H}^{p, q}\left(\right.$ or $\left.\mathbf{H}_{+}^{p, q}\right)$ is called maximal whenever $\operatorname{tr}_{g_{T}}(\mathrm{II})=0$.
In addition, in the sequel, we will use the following norm of the second fundamental form. ${ }^{4}$

$$
\begin{equation*}
\|\mathrm{II}\|^{2}=\sum_{i, j=1}^{p}\left|g_{\mathrm{N}}\left(\mathrm{II}\left(e_{i}\right)\left(e_{j}\right), \mathrm{II}\left(e_{i}\right)\left(e_{j}\right)\right)\right| \tag{3.3}
\end{equation*}
$$

where $\left(e_{1}, \cdots, e_{n}\right)$ is any local orthonormal frame of $\mathrm{T} M$.
We define the Gauss lift of a spacelike immersion $f$ by

$$
\begin{align*}
\mathcal{G}_{f}: & M \\
x & \longmapsto \mathbf{G}\left(\mathbf{H}^{p, q}\right)  \tag{3.4}\\
& \longmapsto\left(f(x), d_{x} f\left(\mathrm{~T}_{x} M\right)\right) .
\end{align*}
$$

With respect to the decomposition (2.7) of Subsection 2.4, for any $(x, P) \in \mathbf{G}\left(\mathbf{H}^{p, q}\right)$, the pull-back through $\mathcal{G}_{f}$ of the tangent bundle of $\mathbf{G}\left(\mathbf{H}^{p, q}\right)$ decomposes as

$$
\begin{equation*}
\mathcal{G}_{f}^{*} \mathbf{T} \mathbf{G}\left(\mathbf{H}^{p, q}\right)=\mathrm{T} M \oplus \mathrm{~N} M \oplus \operatorname{Hom}(\mathrm{~T} M, \mathrm{~N} M) \tag{3.5}
\end{equation*}
$$

[^3]Furthermore, with respect to the same decomposition,

$$
\begin{equation*}
d \mathcal{G}_{f}=(d f, 0, \mathrm{II}) \tag{3.6}
\end{equation*}
$$

Let $g_{\mathcal{G}_{f}}$ denote the metric induced by $\mathcal{G}_{f}$ over $M$.
Lemma 3.2. Let $f: M \rightarrow \mathbf{H}^{p, q}$ be a spacelike immersion. If there exists $C>0$ such that $\|I\| \|<C$, then

$$
\begin{equation*}
g_{\mathrm{T}} \leq g_{\mathcal{G}_{f}} \leq\left(1+C^{2}\right) g_{\mathrm{T}} . \tag{3.7}
\end{equation*}
$$

Proof. Indeed, by (2.8) and (3.6), for all $(u, v)$,

$$
g_{\mathcal{G}_{f}}(u, v)=\mathbf{b}(d f \cdot u, d f \cdot v)+\mathbf{b}_{\text {Нот }}(\mathrm{II}(u), \mathrm{II}(v))=g_{\mathrm{T}}(u, v)+\mathbf{b}_{\text {Hom }}(\mathrm{II}(u), \mathrm{II}(v)),
$$

and the first inequality follows. Observe now that, for all $u$,

$$
\mathbf{b}_{\text {Hom }}(\mathrm{II}(u), \mathrm{II}(u)) \leq\|\mathrm{II}\|^{2} \mathbf{b}(d f \cdot u, d f \cdot u),
$$

and the second inequality follows.
3.2. Fermi charts. A key advantage of working with the double cover $\mathbf{H}_{+}^{p, q}$ is the existence of nice global coordinate systems that we now describe. Let $(x, H)$ be a marked hyperbolic $p$-space in $\mathbf{H}_{+}^{p, q}$ corresponding to the orthogonal decomposition $E=\ell \oplus U \oplus V$. Let \|.\| denote the induced norm over $U$ and let $\mathbf{B}^{p}$ denote its unit ball. Note that the restriction of $\mathbf{b}$ to $W:=\ell \oplus V$ is negative-definite. Let $\mathbf{S}^{q}$ denote its unit sphere, that is, the set of all $y \in W$ such that $\mathbf{b}(y, y)=-1$. We define the parametrisation $\hat{\Phi}: \mathbf{B}^{p} \times \mathbf{S}^{q} \rightarrow \mathbf{Q}^{p, q}$ by

$$
\begin{equation*}
\hat{\Phi}(u, w):=f(\|u\|) \phi(u, w), \tag{3.8}
\end{equation*}
$$

where,

$$
\begin{equation*}
\phi(u, w):=\left(\frac{2 u}{1+\|u\|^{2}}, w\right), \tag{3.9}
\end{equation*}
$$

and, for all $t$,

$$
\begin{equation*}
f(t):=\frac{1+t^{2}}{1-t^{2}} . \tag{3.10}
\end{equation*}
$$

Let $\mathbf{b}^{\prime}$ denote the quadratic form obtained by reversing the sign of $\mathbf{b}$ over $\ell$. The restriction of $\mathbf{b}^{\prime}$ to $\ell \oplus U$ is positive-definite. Let $\mathbf{S}^{p}$ denote its unit sphere. Note now that, since we are working with $\mathbf{H}_{+}^{p, q}, \ell$ has a natural orientation, so that $\mathbf{S}^{p}$ has a well-defined upper hemisphere, which we denote by $\mathbf{S}_{+}^{p}$. Let $\sigma: \mathbf{S}_{+}^{p} \rightarrow \mathbf{B}^{p}$ denote stereographic projection, and define the parametrisation $\hat{\Psi}: \mathbf{S}_{+}^{p} \times \mathbf{S}^{q} \rightarrow \mathbf{Q}^{p, q}$ by

$$
\begin{equation*}
\hat{\Psi}(u, w):=\hat{\Phi}(\sigma(u), w) . \tag{3.11}
\end{equation*}
$$

Finally, upon projectivising, we define the parametrisation $\Psi: \mathbf{S}_{+}^{p} \times \mathbf{S}^{q} \rightarrow \mathbf{H}_{+}^{p, q}$ by

$$
\begin{equation*}
\Psi(u, w):=[\hat{\Psi}(u, w)] . \tag{3.12}
\end{equation*}
$$

We call $\Psi$ the Fermi parametrisation of $\mathbf{H}_{+}^{p, q}$ associated to $(x, H)$. In this coordinate system, the point $x$ corresponds to a point $\left(0, w_{0}\right) \in\{0\} \times \mathbf{S}^{q}$, the hyperbolic $p$-space $H$ identifies with $\mathbf{B}^{p} \times\left\{w_{0}\right\}$, each submanifold of the form $\mathbf{B}^{p} \times\{w\}$ is a hyperbolic $p$-space, and $\{0\} \times \mathbf{S}^{q}$ is a totally-geodesic timelike sphere.

The following result extends Proposition 3.5 of [CTT19].
Lemma 3.3. For any marked hyperbolic p-space $(x, H)$, the map $\Psi$ is a diffeomorphism from $\mathbf{S}_{+}^{p} \times \mathbf{S}^{q}$ onto $\mathbf{H}_{+}^{p, q}$. The pull-back through this map of the pseudo-hyperbolic metric is

$$
\begin{equation*}
\Psi^{*} \mathbf{g}=f(\|u\|)^{2}\left(g_{\mathbf{S}_{+}^{p}}-g_{\mathbf{S}^{q}}\right) . \tag{3.13}
\end{equation*}
$$

Moreover, $\Psi$ induces a diffeomorphism from $\mathbf{S}^{p-1} \times \mathbf{S}^{q}$ into $\partial_{\infty} \mathbf{H}_{+}^{p, q}$, and the pull-back through this diffeomorphism of the conformal structure of $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ is compatible with the metric $\left(g_{\mathbf{S}^{p-1}}-g_{\mathbf{S}^{q}}\right)$.
Proof. Indeed, (3.13) follows by explicit calculation, as in [CTT19]. We likewise readily verify that $\Psi$ yields a diffeomorphism from $\mathbf{S}_{+}^{p-1} \times \mathbf{S}^{q}$ into $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. Finally, the above relations also imply that the conformal structure of $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ is compatible with that of $g_{\mathbf{S}^{p-1}}-g_{\mathbf{S}^{q}}$ on $\mathbf{S}^{p-1} \times \mathbf{S}^{q}$, and this completes the proof.

We define the Fermi projection $\pi: \mathbf{H}_{+}^{p, q} \rightarrow H$ in the above Fermi chart by

$$
\begin{equation*}
\left(\pi \circ \Psi^{-1}\right)(y, z):=\Psi^{-1}\left(y, w_{0}\right) . \tag{3.14}
\end{equation*}
$$

The following lemma summarises the properties of Fermi projections that will be required in the sequel.
Lemma 3.4. Let $(x, H)$ be a marked hyperbolic p-space in $\mathbf{H}_{+}^{p, q}$ with associated Fermi projection $\pi$. Then
(1) If $x_{1}, x_{2} \in \mathbf{H}_{+}^{p, q}$ are such that $\pi\left(x_{1}\right)=\pi\left(x_{2}\right)$, and if, for each $i, \hat{x}_{i}$ denotes the representative of $x_{i}$ in $\mathbf{Q}^{p, q}$, then

$$
\mathbf{b}\left(\hat{x}_{1}, \hat{x}_{2}\right) \geq-1,
$$

with equality holding if and only if $x_{1}=x_{2}$.
(2) For any vector $v \in \mathbf{T H}_{+}^{p, q}$,

$$
\mathbf{b}(d \pi(v), d \pi(v)) \geq \mathbf{b}(v, v) .
$$

Proof. To prove the first assertion, in the notation of Lemma 3.3, we need to show that the product of $\hat{x}_{1}:=\hat{\Phi}\left(u, w_{1}\right)$ and $\hat{x}_{2}:=\hat{\Phi}\left(u, w_{2}\right)$ is bounded from below by -1 . Let $\langle\cdot, \cdot\rangle_{W}$ denote the restriction of $-\mathbf{b}$ to $W$, and note that this form is positive-definite. Since $\left\langle w_{1}, w_{2}\right\rangle_{W} \leq 1$ for any two elements of the unit sphere in $W$, a direct computation yields

$$
\begin{aligned}
\mathbf{b}\left(\hat{x}_{1}, \hat{x}_{2}\right) & =\mathbf{b}\left(\left(\frac{2 u}{1-\|u\|^{2}}, \frac{1+\|u\|^{2}}{1-\|u\|^{2}} w_{1}\right),\left(\frac{2 u}{1-\|u\|^{2}}, \frac{1+\|u\|^{2}}{1-\|u\|^{2}} w_{2}\right)\right) \\
& =\frac{4\|u\|^{2}}{\left(1-\|u\|^{2}\right)^{2}}-\frac{\left(1+\|u\|^{2}\right)^{2}}{\left(1-\|u\|^{2}\right)^{2}}\left\langle w_{1}, w_{2}\right\rangle_{W} \geq-1 .
\end{aligned}
$$

Equality holds if and only if $\left\langle w_{1}, w_{2}\right\rangle_{W}=1$, that is, if and only if $w_{1}=w_{2}$. The second assertion follows immediately from (3.13), and this completes the proof.
3.3. Entire graphs. We now establish a suitable notion of entire graph in $\mathbf{H}^{p, q}$ and in $\mathbf{H}_{+}^{p, q}$. We first consider the case of smooth submanifolds. Our definition will be based on the following lemma, where we recall that $\mathbf{S}_{+}^{p}$ denotes the hemisphere in $\mathbf{S}^{p}$, endowed with the restriction of the spherical metric.

Lemma 3.5. For $M$ a subset of $\mathbf{H}_{+}^{p, q}$, the following assertions are equivalent.
(1) $M$ is a closed, connected, smooth, spacelike p-dimensional submanifold of $\mathbf{H}_{+}^{p, q}$.
(2) $M$ is a closed, connected, smooth, spacelike submanifold of $\mathbf{H}_{+}^{p, q}$ diffeomorphic to $\mathbf{R}^{p}$.
(3) There exists a Fermi chart in which $M$ is the graph of a smooth function $\varphi$ : $\mathbf{S}_{+}^{p} \rightarrow \mathbf{S}^{q}$ with $\|d \varphi\|<1$.
(4) In every Fermi chart, $M$ is the graph of a smooth function $\varphi$ : $\mathbf{S}_{+}^{p} \rightarrow \mathbf{S}^{q}$ with $\|d \varphi\|<1$.

Proof. We first prove that (1) implies (4). Let $(x, H)$ be a marked hyperbolic $p$-space and let $\pi: \mathbf{H}_{+}^{p, q} \rightarrow H$ denote its Fermi projection. Since $M$ is spacelike, by Item (2) of Lemma 3.4, $\left.\pi\right|_{M}: M \rightarrow H$ is a local diffeomorphism. Since $M$ is closed, and since $\pi$ is proper, $\left.\pi\right|_{M}$ is also proper, so that $\left.\pi\right|_{M}$ is a covering map. Since $H$ is simply connected and $M$ is connected, it follows that $\left.\pi\right|_{M}$ is a homeomorphism, so that $M$ is the graph of some smooth function $\varphi: \mathbf{S}_{+}^{p} \rightarrow \mathbf{S}^{q}$. Since the condition of being spacelike only depends on the conformal class of the pseudo-Riemannian metric, it follows by (3.13) that $\varphi$ satisfies $\left\|d_{x} \varphi\right\|<1$ for every $x \in H$. This shows that (1) implies (4), as asserted.

In a similar manner, we show that the graph of any smooth function $\varphi$ satisying $\|d \varphi\|<1$ is spacelike, and (3) therefore implies (2). Since (4) trivially implies (3) and (2) trivially implies (1), this completes the proof.

Bearing in mind Lemma 3.5, we define smooth entire graphs in $\mathbf{H}_{+}^{p, q}$ as follows.
Definition 3.6. $A$ smooth entire graph in $\mathbf{H}_{+}^{p, q}$ is a subset satisfying any (and hence all) of the conditions of Lemma 3.5.

Lemma 3.7. Let $M$ be a smooth entire graph in $\mathbf{H}_{+}^{p, q}$. If $x_{1}, x_{2} \in M$, and if, for each $i, \hat{x}_{i}$ denotes the representative of $x_{i}$ in $\mathbf{Q}^{p, q}$, then

$$
\mathbf{b}\left(\hat{x}_{1}, \hat{x}_{2}\right) \leq-1,
$$

with equality holding if and only if $x_{1}=x_{2}$.
Proof. Let $\hat{\Phi}: \mathbf{B}^{p} \times \mathbf{S}^{q} \rightarrow \mathbf{Q}^{p, q}$ be a Fermi parametrisation such that $\hat{x}_{1}=\hat{\Phi}(0, N)$, where $N$ denotes the north pole of $\mathbf{S}^{q}$. Let $(u, w) \in \mathbf{B}^{p} \times \mathbf{S}^{q}$ be such that $\hat{x}_{2}=\hat{\Phi}(u, w)$. By (3.8),

$$
\mathbf{b}\left(\hat{x}_{1}, \hat{x}_{2}\right)=-\frac{1+\|u\|^{2}}{1-\|u\|^{2}}\langle N, w\rangle_{W}=-\frac{1+\|u\|^{2}}{1-\|u\|^{2}} \cos \left(d_{\mathbf{S}}(N, w)\right),
$$

where $\langle\cdot, \cdot\rangle_{W}=-\left.\mathbf{b}\right|_{W}$, which, we recall, is positive-definite, and $d_{\mathbf{S}}$ here denotes the spherical distance in $\mathbf{S}^{q}$. Let $d_{\mathbf{S}}$ also denote the spherical distance in $\mathbf{B}^{p}$ induced by the stereographic projection. Since $M$ is the graph of a smooth, strictly 1-Lipschitz function, and since (-cos) is increasing,

$$
\mathbf{b}\left(\hat{x}_{1}, \hat{x}_{2}\right) \leq-\frac{1+\|u\|^{2}}{1-\|u\|^{2}} \cos \left(d_{\mathbf{S}}(0, u)\right),
$$

with equality holding if and only if $u=0$. However, we readily verify that

$$
\cos \left(d_{\mathbf{S}}(0, u)\right)=\frac{1-\|u\|^{2}}{1+\|u\|^{2}}
$$

so that $\mathbf{b}\left(\hat{x}_{1}, \hat{x}_{2}\right) \leq-1$, as desired. Finally, since $M$ is a strictly 1 -Lipschitz graph, equality holds if and only if $x_{1}=x_{2}$, and this completes the proof.

Remark 3.8. Lemma 3.7 implies that two points $x_{1}, x_{2}$ on a smooth entire graph $M$ are connected by a spacelike geodesic segment in $\mathbf{H}_{+}^{p, q}$. See also [CTT19, Lemma 3.7].
Corollary 3.9. Let $M$ be a smooth entire graph in $\mathbf{H}_{+}^{p, q}$. If $\iota$ denotes the covering involution $\mathbf{H}_{+}^{p, q} \rightarrow \mathbf{H}^{p, q}$, then $\iota(M)$ is disjoint from $M$.

Proof. By Lemma 3.7, given any two points $x_{1}, x_{2} \in M, \mathbf{b}\left(\hat{x}_{1}, \hat{x}_{2}\right) \leq-1$. Hence $\mathbf{b}\left(\hat{x}_{1}, \iota\left(\hat{x}_{2}\right)\right)=-\mathbf{b}\left(\hat{x}_{1}, \hat{x}_{2}\right) \geq$ 1. By Lemma 3.7 again, $\iota\left(\hat{x}_{2}\right)$ is not in $M$, and the result follows.

This allows us to define smooth entire graphs in $\mathbf{H}^{p, q}$.
Definition 3.10. A smooth entire graph in $\mathbf{H}^{p, q}$ is a (connected) subset whose every lift to $\mathbf{H}_{+}^{p, q}$ is a smooth entire graph.

By Corollary 3.9, a smooth entire graph in $\mathbf{H}^{p, q}$ has two lifts to $\mathbf{H}^{p, q}$, which are smooth entire graphs differing from each other only by the covering involution. We now define

$$
\begin{aligned}
\mathcal{E} & :=\left\{\text { smooth entire graphs in } \mathbf{H}^{p, q}\right\}, \text { and } \\
\mathcal{E}_{+} & :=\left\{\text {smooth entire graphs in } \mathbf{H}_{+}^{p, q}\right\} .
\end{aligned}
$$

We furnish these spaces with their Hausdorff topologies. It follows from the above discussion that the natural map from $\mathbf{H}_{+}^{p, q}$ to $\mathbf{H}^{p, q}$ induces a double cover $\mathcal{E}_{+} \rightarrow \mathcal{E}$.

The following lemma relates the condition of being a smooth entire graph to the completeness of the induced metric.

Lemma 3.11. Let $M$ be a connected, p-dimensional spacelike submanifold of $\mathbf{H}^{p, q}$ (or $\left.\mathbf{H}_{+}^{p, q}\right)$.
(1) If the induced metric on $M$ is complete, then $M$ is a smooth entire graph.
(2) If $M$ is a smooth entire graph with bounded second fundamental form, then its induced metric is complete.

Proof. It suffices to work with submanifolds of $\mathbf{H}_{+}^{p, q}$. To prove the first assertion, let $\pi$ be the Fermi projection associated to some marked hyperbolic $p$-space $(x, H)$. By by Item (2) of Lemma 3.4, since $M$ is spacelike, $\pi$ is a distance-increasing local diffeomorphism. Since $M$ is complete, $\pi$ therefore has the path lifting property, and is thus a covering map. Since $H$ is simply connected, $\pi$ is a diffeomorphism, so that, by Lemma 3.5, $M$ is an entire graph. The second item is proven in the case of surfaces in [LTW23, Corollary 3.30], and the general case is addressed in an analogous manner. This completes the proof.

The following theorem due to Ishihara shows that, among maximal entire graphs, completeness of the induced metric and boundedness of the second fundamental form are in fact equivalent. This will form the basis of the compactness result that we will prove in Section 5.

Theorem 3.12 ([Ish88]). If $M$ is a complete maximal p-dimensional submanifold of $\mathbf{H}^{p, q}$, then the norm of its second fundamental form is everywhere bounded above by pq.

It will be convenient to extend the notion of smooth entire graphs to subsets which are not necessarily smooth. For this purpose, observe that the closure of $\mathcal{E}_{+}$in the Hausdorff topology consists of those subsets of $\mathbf{H}_{+}^{p, q}$ which are represented in some Fermi chart - and thus, by Lemma 3.5, in any Fermi chart - as the graphs of 1-Lipschitz functions.

Definition 3.13. We call a subset $M$ of $\mathbf{H}_{+}^{p, q}$ an entire graph whenever it is the graph of a 1-Lipschitz function in some, and thus in every, Fermi chart. We call a subset $M$ of $\mathbf{H}^{p, q}$ an entire graph whenever it lifts to an entire graph $M_{+}$in $\mathbf{H}_{+}^{p, q}$.
Remark 3.14. As before, every entire graph in $\mathbf{H}^{p, q}$ has precisely two disjoint lifts in $\mathbf{H}_{+}^{p, q}$.
Let $\overline{\mathcal{E}}$ (respectively $\overline{\mathcal{E}}_{+}$) denote the space of entire graphs in $\mathbf{H}^{p, q}$ (respectively $\mathbf{H}_{+}^{p, q}$ ). Let $\operatorname{Lip}{ }_{1}\left(\mathbf{S}_{+}^{p}, \mathbf{S}^{q}\right)$ denote the space of 1-Lipschitz functions from $\mathbf{S}_{+}^{p}$ into $\mathbf{S}^{q}$, furnished with the topology of uniform convergence. Given a marked hyperbolic $p$-space $(x, H)$, let

$$
\begin{equation*}
\Gamma_{(x, H)}: \operatorname{Lip}_{1}\left(\mathbf{S}_{+}^{p}, \mathbf{S}^{q}\right) \rightarrow \overline{\mathcal{E}}_{+} \tag{3.15}
\end{equation*}
$$

denote the map which sends a function $\varphi \in \operatorname{Lip}_{1}\left(\mathbf{S}_{+}^{p}, \mathbf{S}^{q}\right)$ to its graph in the Fermi chart of $(x, H)$. With the above definitions and topologies, $\Gamma_{(x, H)}$ trivially defines a homeomorphism from $\operatorname{Lip}_{1}\left(\mathbf{S}_{+}^{p}, \mathbf{S}^{q}\right)$ into $\overline{\mathcal{E}}_{+}$.
3.4. Locally uniformly spacelike families. We now recall the grassmannian bundle $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ introduced in Section 2.4. Given an element $M \in \mathcal{E}_{+}$, we define its Gauss lift in $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ by

$$
\begin{equation*}
\mathcal{G}(M)=\left\{\left(x, \mathrm{~T}_{x} M\right) \in \mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)\right\} . \tag{3.16}
\end{equation*}
$$

We say that a subset $\mathcal{F} \subseteq \mathcal{E}_{+}$is locally uniformly spacelike whenever the set

$$
\begin{equation*}
\bigcup_{M \in \mathcal{F}} \mathcal{G}(M) \cap \mathrm{pr}^{-1}(K) \tag{3.17}
\end{equation*}
$$

is bounded in $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ for every compact subset $K$ of $\mathbf{H}_{+}^{p, q}$.
Lemma 3.15. For subsets $\mathcal{F}$ of $\mathcal{E}_{+}$, the following are equivalent.
(1) $\mathcal{F}$ is locally uniformly spacelike.
(2) For any marked hyperbolic p-space $(x, H)$, and for all $R>0$, there exists $\epsilon>0$ such that, for all $\varphi \in \Gamma_{(x, H)}^{-1}(\mathcal{F})$,

$$
\left\|d \varphi_{\mid B(x, R)}\right\| \leq 1-\epsilon,
$$

where $B(x, R)$ denotes the ball of radius $R$ about $x$ in $H$.
(3) There exists a marked hyperbolic p-space $(x, H)$ with the property that, for all $R>0$ there exists $\epsilon>0$ such that, for all $\varphi \in \Gamma_{(x, H)}^{-1}(\mathcal{F})$,

$$
\left\|d \varphi_{\mid B(x, R)}\right\| \leq 1-\epsilon,
$$

where $B(x, R)$ denotes the ball of radius $R$ about $x$ in $H$.

Proof. First let $(x, H)$ be a marked hyperbolic $p$-space in $\mathbf{H}_{+}^{p, q}$. Let $J_{1}$ denote the space of 1-jets of smooth functions over $H$, and let $J_{1}^{1}$ denote the subset consisting of those jets $(y, \varphi(y), d \varphi(y))$ such that $\left\|d_{y} \varphi\right\|<1$. Define $G: J_{1}^{1}(X) \rightarrow \mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ such that $G(y, \varphi(y), d \varphi(y))$ is the tangent space of the graph of $\varphi$ at $x$. Note that this function is a homeomorphism.

We now show that (1) implies (2). Indeed, suppose that $\mathcal{F}$ is uniformly spacelike, let $(x, H)$ be a marked hyperbolic $p$-space with Fermi projection $\pi$, and choose $R>0$. Since the closed ball $\bar{B}(x, R)$ in $H$ is compact, and since $\pi$ is proper, the set $K:=\pi^{-1}(\bar{B}(x, R))$ is also compact in $\mathbf{H}_{+}^{p, q}$. Since $\mathcal{F}$ is locally uniformly spacelike, the set

$$
A:=\left\{\left(x, \mathrm{~T}_{x} M\right) \mid M \in \mathcal{F}, x \in K\right\}
$$

then has compact closure in $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$. Since $G$ is a homeomorphism, the set $\hat{A}:=G^{-1}(A)$ likewise has compact closure in $J_{1}^{1}$. However, for all $\varphi \in \Gamma_{(x, H)}^{-1}(\mathcal{F})$ and, for all $y \in B(x, R)$, the 1 -jet of $\varphi$ at $y$ is an element of $\hat{A}$. In particular,

$$
\begin{equation*}
\sup \left\{\left\|d_{y} \varphi\right\| \mid \varphi \in \Gamma_{(x, H)}^{-1}(\mathcal{F}), y \in \bar{B}(x, R)\right\} \leq \sup \{\|d \varphi(y)\| \mid(y, \varphi(y), d \varphi(y)) \in \hat{A}\}<1 \tag{3.18}
\end{equation*}
$$

as desired.
Note that (2) trivially implies (3). We now show that (3) implies (1). Indeed, using the same notation as before, suppose that (3.18) holds. In particular, the set $\hat{A}$ has compact closure in $J_{1}^{1}$. Since $G$ is a homeomorphism, it follows that $A:=G(\hat{A})$ has compact closure in $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$. Since $A$ is the set of all tangent planes over $B(x, R)$ of elements of $\mathcal{F}$, it follows that $\mathcal{F}$ is locally uniformly spacelike, as desired.

Lemma 3.16. If $\mathcal{F}$ is a family of spacelike entire graphs in $\mathcal{E}_{+}$such that
(1) the norms of the second fundamental forms of elements of $\mathcal{F}$ are uniformly bounded, and
(2) there exists a compact subset $K \subseteq \mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ which meets the Gauss lift of every element of $\mathcal{F}$,
then $\mathcal{F}$ is locally uniformly spacelike.
Proof. Let $(x, H)$ be a marked hyperbolic $p$-space and let $\pi$ denote its Fermi projection. Given $M \in \mathcal{F}$, let $\pi_{M}$ denote the restriction of $\pi$ to $M$, and let $\mathcal{G}(M)$ denote its Gauss lift. By Lemma 3.2 and Lemma 3.4 (2), there exists $C>0$ such that

$$
g_{\mathcal{G}(M)} \leq\left(1+C^{2}\right) g_{M} \leq\left(1+C^{2}\right) \pi_{M}^{*} g_{H}
$$

where $g_{M}$ and $g_{\mathcal{G}(M)}$ denote the respective metrics of $M$ and $\mathcal{G}(M)$, and $g_{H}$ denotes the hyperbolic metric of $H$. Now let $L$ be a compact subset of $\mathbf{H}_{+}^{p, q}$ and choose $R>0$ such that

$$
\operatorname{Diam}(\pi(L) \cap(\pi \circ \operatorname{pr})(K))<R .
$$

By hypothesis, there exists $y^{\prime} \in M$ such that $T_{y^{\prime}} M \in K$. Let $y$ be an element of $L$. By definition of $R$, $d_{H}\left(\pi(y), \pi\left(y^{\prime}\right)\right)<R$ so that, by the above inequality,

$$
d_{\mathcal{G}(M)}\left(T_{y} M, K\right) \leq d_{\mathcal{G}(M)}\left(T_{y} M, T_{y^{\prime}} M\right) \leq\left(1+C^{2}\right) R .
$$

Since $M$ and $y$ are arbitrary, it follows that

$$
\bigcup_{M \in \mathcal{F}}\left\{\mathcal{G}(M) \cap \pi^{-1}(L)\right\} \subset B_{\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)}\left(K,\left(1+C^{2}\right) R\right),
$$

where $B_{\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)}\left(K,\left(1+C^{2}\right) R\right)$ here denotes the ball in $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ of radius $\left(1+C^{2}\right) R$ about $K$. It follows that $\mathcal{F}$ is locally uniformly spacelike, as desired.

## 4. Non-negative spheres

We now study topologically embedded spheres in $\partial_{\infty} \mathbf{H}^{p, q}$ and $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. We introduce the concept of admissibility for non-negative spheres in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$, which will be the main geometric property that we will use to prove Theorem A. Using Fermi charts, we study the geometries of non-negative spheres, positive spheres and admissible non-negative spheres in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. We introduce the asymptotic boundary operator, which associates a non-negative sphere to every entire graph, we study its topological properties, and we describe the exceptional geometry of those entire graphs whose asymptotic boundaries are not admissible. Finally, we conclude by studying the convex hulls of non-negative spheres, and their relationship to complete maximal $p$-submanifolds.
4.1. Non-negative spheres. We begin by introducing the notions of positive and non-negative triples.

Definition 4.1. A triple of distinct points $(x, y, z)$ in $\partial_{\infty} \mathbf{H}^{p, q}\left(\right.$ or $\left.\partial_{\infty} \mathbf{H}_{+}^{p, q}\right)$ is called
(1) positive whenever $x \oplus y \oplus z$ is 3-dimensional with signature $(2,1)$;
(2) non-negative whenever $x \oplus y \oplus z$ does not contain any negative-definite 2-plane.

This allows us to define positive and non-negative spheres.
Definition 4.2. A subset $\Lambda$ of $\partial_{\infty} \mathbf{H}^{p, q}\left(\right.$ or $\left.\partial_{\infty} \mathbf{H}_{+}^{p, q}\right)$ is called
(1) a positive $(p-1)$-sphere whenever it is homeomorphic to $\mathbf{S}^{p-1}$ and any triple of distinct points of $\Lambda$ is positive;
(2) a non-negative $(p-1)$-sphere whenever it is homeomorphic to $\mathbf{S}^{p-1}$, any triple of distinct points of $\Lambda$ is non-negative and, if $p=2, \Lambda$ contains at least one positive triple.

Remark 4.3. When $p=2$, non-negative spheres as in Definition 4.2 are precisely the semi-positive loops of [LTW23].

We now describe how non-negative spheres in $\partial_{\infty} \mathbf{H}^{p, q}$ lift to $\partial_{\infty} \mathbf{H}_{+}^{p, q}$.
Definition 4.4. We say that two points $x$ and $y$ of $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ are antipodal whenever they represent the same projective line with opposite orientations. We say that a non-negative $(p-1)$-sphere in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ is admissible whenever it contains no pair of antipodal points.

Lemma 4.5. A subset $\Lambda$ of $\partial_{\infty} \mathbf{H}^{p, q}$ is a non-negative $(p-1)$-sphere if and only if any lift $\Lambda_{+}$to $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ is an admissible non-negative $(p-1)$-sphere.
Proof. Suppose first $p>2$. Since $\Lambda$ is a $(p-1)$-sphere, it is simply connected. Since the projection $\partial_{\infty} \mathbf{H}_{+}^{p, q} \rightarrow \partial_{\infty} \mathbf{H}^{p, q}$ is a double cover, it follows that $\Lambda$ admits two disjoint lifts $\Lambda_{ \pm}$in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ which are non-negative. Since the covering involution of $\partial_{\infty} \mathbf{H}_{+}^{p, q} \rightarrow \partial_{\infty} \mathbf{H}^{p, q}$ is $x \mapsto-x$, it follows that neither lift contains antipodal points, so that $\Lambda_{+}$and $-\Lambda_{+}$are admissible. Conversely, an admissible $(p-1)$-sphere in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ projects injectively to a non-negative $p$-sphere in $\partial_{\infty} \mathbf{H}^{p, q}$, and this proves the result when $p>2$.

When $p=2$, it is shown in [LTW23, Lemma 2.8] that the lift of any non-negative sphere in $\partial_{\infty} \mathbf{H}^{2, q}$ has two connected components in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$, and the proof proceeds as before.

We will mostly work with admissible non-negative spheres in the double cover $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. We now describe how these objects are characterized in Fermi charts. We first characterize non-negative and positive spheres. The latter will be used in Section 9 to study the applications of Theorem A to the study of Anosov representations.

Lemma 4.6. Let $\Lambda_{+}$be a subset of $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. The following assertions are equivalent.
(1) $\Lambda_{+}$is a non-negative $(p-1)$-sphere.
(2) $\Lambda_{+}$is homeomorphic to $\mathbf{S}^{p-1}$ and, for every pair of points $x, y$ in $\Lambda_{+}$and every choice of representatives $\hat{x}, \hat{y}$, we have $\mathbf{b}(\hat{x}, \hat{y}) \leq 0$.
(3) There exists a Fermi chart in which $\Lambda_{+}$is the graph of a 1-Lipschitz map $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$.
(4) In every Fermi chart, $\Lambda_{+}$is the graph of a 1-Lipschitz map $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$.

Proof. The fact that (1) implies (2) is a direct generalization of [LTW23, Corollary 2.10].
We now show that (2) implies (1). Let $(x, y, z)$ be a triple of distinct points of $\Lambda_{+}$, and let $V:=x \oplus y \oplus z$ denote the subspace that they generate. Let $\hat{x}, \hat{y}$ and $\hat{z}$ denote respectively non-zero elements of the oriented lines $x, y$ and $z$, and recall that the Gram matrix of $V$ is defined by

$$
G:=\left(\begin{array}{lll}
\mathbf{b}(\hat{x}, \hat{x}) & \mathbf{b}(\hat{x}, \hat{y}) & \mathbf{b}(\hat{x}, \hat{z}) \\
\mathbf{b}(\hat{y}, \hat{x}) & \mathbf{b}(\hat{y}, \hat{y}) & \mathbf{b}(\hat{y}, \hat{z}) \\
\mathbf{b}(\hat{z}, \hat{x}) & \mathbf{b}(\hat{z}, \hat{y}) & \mathbf{b}(\hat{z}, \hat{z})
\end{array}\right)
$$

Since $\hat{x}, \hat{y}$ and $\hat{z}$ are lightlike,

$$
\begin{equation*}
\operatorname{Det}(G)=2 \mathbf{b}(\hat{x}, \hat{y}) \mathbf{b}(\hat{y}, \hat{z}) \mathbf{b}(\hat{x}, \hat{z}) \leq 0 \tag{4.1}
\end{equation*}
$$

We claim that this implies that $(x, y, z)$ is non-negative. Indeed, suppose the contrary, and that $V$ contains a negative-definite 2-plane. By (4.1), $V$ is either negative-definite or null. However, in the former case, $V$ would contain no lightlike subspace, which is absurd, and in the latter, it would contain exactly one such subspace, which is also absurd. It follows that $(x, y, z)$ is non-negative, as asserted, and this proves that (2) implies (1).

We now prove that (2) implies (4). Let $\Lambda_{+}$be a non-negative sphere and let $(x, H)$ be a marked hyperbolic $p$-space, with associated Fermi projection $\pi$. In the notation of Lemma 3.3, the inner product of any two points $\hat{x}:=\phi\left(u_{1}, w_{1}\right)$ and $\hat{y}:=\phi\left(u_{2}, w_{2}\right)$ in $\partial_{\infty} \mathbf{H}_{+}^{p, q} \cong \mathbf{S}^{p-1} \times \mathbf{S}^{q}$ is given by

$$
\begin{equation*}
\mathbf{b}(\hat{x}, \hat{y})=\left\langle u_{1}, u_{2}\right\rangle_{U}-\left\langle w_{1}, w_{2}\right\rangle_{W}, \tag{4.2}
\end{equation*}
$$

where here $\langle\cdot, \cdot\rangle_{U}$ and $\langle\cdot, \cdot\rangle_{W}$ denote the respective restrictions of $\mathbf{b}$ to $U$ and of $\mathbf{- b}$ to $W$, defined as in Section 3.2.

Now, assume $\hat{x}$ and $\hat{y}$ are distinct elements of $\Lambda_{+}$. By hypothesis, $\left\langle w_{1}, w_{2}\right\rangle_{W} \geq\left\langle u_{1}, u_{2}\right\rangle_{U}$. However, denoting the spherical distances in $\mathbf{S}^{p-1}$ and $\mathbf{S}^{q}$ both by $d_{S}$,

$$
\begin{align*}
\left\langle u_{1}, u_{2}\right\rangle_{U} & =\cos \left(d_{S}\left(u_{1}, u_{2}\right)\right), \text { and }  \tag{4.3}\\
\left\langle w_{1}, w_{2}\right\rangle_{W} & =\cos \left(d_{S}\left(w_{1}, w_{2}\right)\right)
\end{align*}
$$

Thus, since cos is decreasing on $[0, \pi], d_{S}\left(u_{1}, u_{2}\right) \geq d_{S}\left(w_{1}, w_{2}\right)$. In particular, $\left.\pi\right|_{\Lambda_{+}}$is injective, and, by the conservation of domain, its image is open. Since $\mathbf{S}^{p}$ is compact, its image is also compact, and thus closed so that, by connectedness, $\pi\left(\Lambda_{+}\right)$coincides with the whole of $\mathbf{S}^{p}$. This shows that $\Lambda_{+}$is the graph of some 1-Lipschitz function $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$ and (2) implies (4), as desired.

Using again (4.2) and (4.3), we readily see that (3) implies (2). Since (4) trivially implies (3), this completes the proof.

Recall that a map $f$ between metric spaces is contractive whenever it satisfies $d\left(f\left(x_{1}\right), f\left(x_{2}\right)\right)<d\left(x_{1}, x_{2}\right)$ for any pair $\left(x_{1}, x_{2}\right)$ of distinct points. Using [DGK18, Lemma 3.2] and repeating the proof of Lemma 4.6 replacing all inequalities with strict inequalities, we obtain the following result.
Lemma 4.7. Let $\Lambda_{+}$be a subset of $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. The following assertions are equivalent.
(1) $\Lambda_{+}$is a positive $(p-1)$-sphere.
(2) $\Lambda_{+}$is homeomorphic to $\mathbf{S}^{p-1}$ and, for every pair of distinct points $x, y$ in $\Lambda_{+}$, and for every choice of representatives $\hat{x}, \hat{y}$, we have $\mathbf{b}(\hat{x}, \hat{y})<0$.
(3) There exists a Fermi chart in which $\Lambda_{+}$is the graph of a contractive map $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$.
(4) In every Fermi chart, $\Lambda_{+}$is the graph of a contractive map $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$.

Remark 4.8. It follows from Item (2) of the above lemma that a positive sphere is an admissible non-negative sphere.

We now have the following characterisation of admissible non-negative spheres.
Lemma 4.9. Let $\Lambda_{+}$be a subset of $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. The following assertions are equivalent.
(1) $\Lambda_{+}$is an admissible non-negative $(p-1)$-sphere.
(2) $\Lambda_{+}$is a non-negative $(p-1)$-sphere not contained in the orthogonal complement of any point of $\partial_{\infty} \mathbf{H}^{p, q}$.
(3) There exists a Fermi chart in which $\Lambda_{+}$is the graph of a 1-Lipschitz map $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$ whose image does not contain antipodal points.
(4) In every Fermi chart, $\Lambda_{+}$is the graph of a 1-Lipschitz map $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$ whose image does not contain antipodal points.

Proof. To show that (2) implies (1), we prove the contrapositive. Let $\Lambda_{+}$be a non-negative sphere which is not admissible. Let $\hat{x}$ and $-\hat{x}$ denote representatives of a pair of antipodal points that it contains. Let $\hat{y}$ denote the representative of any other point of $\Lambda_{+}$. By Lemma $4.6, \mathbf{b}(\hat{x}, \hat{y}) \leq 0$ and $\mathbf{b}((-\hat{x}), \hat{y}) \leq 0$, so that $\mathbf{b}(\hat{x}, \hat{y})=0$. It follows that $\Lambda_{+}$is contained in $x^{\perp}$, as desired.

We now show that (1) implies (4). By Lemma 4.6, in every Fermi chart, $\Lambda_{+}$is the graph of a 1-Lipschitz $\operatorname{map} \varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$. Suppose now that $\varphi\left(\mathbf{S}^{p-1}\right)$ contains a pair $(w,-w)=\left(\varphi(u), \varphi\left(u^{\prime}\right)\right)$ of antipodal points. Since $\varphi$ is 1-Lipschitz, $d_{S}(w,-w)=\pi$ and $d_{S}\left(u, u^{\prime}\right) \leq \pi$, it follows that $d_{S}\left(u, u^{\prime}\right)=\pi$, so that $u^{\prime}=-u$ and these points are therefore antipodal. It follows that $\Lambda_{+}$itself contains the antipodal pair $(u, w),(-u,-w)$, and is therefore not admissible.

Since (4) trivially implies (3), it remains only to show that (3) implies (2). By Lemma 4.6, $\Lambda_{+}$is nonnegative. Suppose now that $\Lambda$ is contained in $l^{\perp}$ for some $l:=\phi\left(u_{0}, w_{0}\right)$, where $\phi$ is as in Lemma 3.3. By (4.2),

$$
0=\left\langle u_{0}, u_{0}\right\rangle_{U}-\left\langle w_{0}, \varphi\left(u_{0}\right)\right\rangle_{W}=1-\left\langle w_{0}, \varphi\left(u_{0}\right)\right\rangle_{W},
$$

so that $\left\langle w_{0}, \varphi\left(u_{0}\right)\right\rangle_{W}=1$, and thus $\varphi\left(u_{0}\right)=w_{0}$. Likewise

$$
0=\left\langle u_{0},\left(-u_{0}\right)\right\rangle_{U}-\left\langle w_{0}, \varphi\left(-u_{0}\right)\right\rangle_{W}=-1-\left\langle w_{0}, \varphi\left(-u_{0}\right)\right\rangle_{W},
$$

so that $\left\langle w_{0}, \varphi\left(-u_{0}\right)\right\rangle_{W}=-1$, and thus $\varphi\left(-u_{0}\right)=-w_{0}$. The image of $\varphi$ therefore contains the antipodal points $\pm w_{0}$, which is absurd, and it follows that (3) implies (2), as desired.

### 4.2. Asymptotic boundaries. Define

$$
\begin{align*}
\mathcal{B} & :=\left\{\text { non-negative }(p-1) \text {-spheres in } \partial_{\infty} \mathbf{H}^{p, q}\right\}, \text { and } \\
\mathcal{B}_{+} & :=\left\{\text {admissible non-negative }(p-1) \text {-spheres in } \partial_{\infty} \mathbf{H}_{+}^{p, q}\right\} . \tag{4.4}
\end{align*}
$$

We furnish these spaces with the Hausdorff topology. By Lemma 4.5 the projection $\partial_{\infty} \mathbf{H}_{+}^{p, q} \rightarrow \partial_{\infty} \mathbf{H}^{p, q}$ induces a two-to-one map $\mathcal{B}_{+} \rightarrow \mathcal{B}$.

The Hausdorff closure of $\mathcal{B}_{+}$in the space of closed subsets of $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ is the space $\overline{\mathcal{B}}_{+}$of non-negative spheres. We define the asymptotic boundary operator

$$
\begin{equation*}
\partial_{\infty}^{+}: \overline{\mathcal{E}}_{+} \rightarrow \overline{\mathcal{B}}_{+} \tag{4.5}
\end{equation*}
$$

as follows. Let $M \subset \mathbf{H}_{+}^{p, q}$ be an entire graph, let $(x, H)$ be a marked hyperbolic $p$-space, let $\Gamma_{(x, H)}$ be as in equation (3.15), denote $\varphi:=\Gamma_{(x, H)}^{-1}(M)$, and note that $\varphi$ extends uniquely to a 1-Lipschitz function $\bar{\varphi}: \overline{\mathbf{S}}_{+}^{p} \rightarrow \mathbf{S}^{q}$. We define

$$
\begin{equation*}
\partial_{\infty}^{+} M:=\bar{\varphi}\left(\mathbf{S}^{p-1}\right) \tag{4.6}
\end{equation*}
$$

This trivially does not depend on the marked hyperbolic $p$-space chosen and, since $\varphi$ depends continuously on $M$, so too does $\partial_{\infty}^{+} M$.

Lemma 4.10. Let $M$ be an entire graph in $\mathbf{H}_{+}^{p, q}$. The following assertions are equivalent.
(1) $\partial_{\infty}^{+} M$ is not admissible.
(2) $M$ contains a complete, lightlike geodesic.
(3) $M$ is foliated by complete, lightlike geodesics.
(4) In every Fermi chart, $M$ is the graph of a 1-Lipschitz map $\varphi: \mathbf{S}_{+}^{p} \rightarrow \mathbf{S}^{q}$ of the form

$$
\begin{equation*}
\varphi\left(\sin (t) u_{0}+\cos (t) v\right)=\sin (t) w_{0}+\cos (t) \bar{\varphi}(v) \tag{4.7}
\end{equation*}
$$

for some $u_{0} \in \mathbf{S}^{p-1}, w_{0} \in \mathbf{S}^{q}$ and some 1-Lipschitz function $\bar{\varphi}$ from the hemisphere $u_{0}^{\perp} \cap \mathbf{S}_{+}^{p}$ to the ( $q-1$ )-sphere $w_{0}^{\perp} \cap \mathbf{S}^{q}$.

Proof. We first prove that (1) implies (4). Suppose that $\partial_{\infty} M$ is not admissible. Let $(x, H)$ be a marked hyperbolic $p$-space, and denote $\varphi:=\Gamma_{(x, H)}^{-1}(M)$. Since $\partial_{\infty} M$ is not admissible, it contains a pair of antipodal points. In the Fermi chart of $(x, H)$, this pair has the form $\pm\left(u_{0}, w_{0}\right) \in \mathbf{S}^{p-1} \times \mathbf{S}^{q}$. Let $\gamma:(-\pi / 2, \pi / 2) \rightarrow \overline{\mathbf{S}}_{+}^{p}$ be a unit speed geodesic such that $\gamma( \pm \pi / 2)= \pm u_{0}$, and note that

$$
\gamma(t)=\sin (t) u_{0}+\cos (t) v
$$

for some $v \in \mathbf{S}_{+}^{p-1}$. Since $\varphi$ is 1-Lipschitz

$$
\pi=d\left(-w_{0}, w_{0}\right) \leq \mathrm{L}[\varphi \circ \gamma] \leq \mathrm{L}[\gamma]=d\left(-u_{0}, u_{0}\right)=\pi
$$

so that $(\varphi \circ \gamma)$ is also a unit speed geodesic, and thus has the form

$$
(\varphi \circ \gamma)(t)=\sin (t) w_{0}+\cos (t) \bar{\varphi}(v)
$$

for some $\bar{\varphi}(v) \in \mathbf{S}^{q-1}$. Since $\gamma$ is arbitrary, $\varphi$ satisfies (4.7). Furthermore, upon restricting to the orthogonal complement of $u_{0}$, we see that $\bar{\varphi}$ is 1 -Lipschitz, and this proves (4).

We now show that (4) implies (3). Indeed, with $\gamma$ as above, $\bar{\gamma}(t):=(\gamma(t),(\varphi \circ \gamma)(t))$ is a clearly a lightlike geodesic for the conformal metric $g_{\mathbf{S}_{+}^{p}}-g_{\mathbf{S}^{q}}$, with endpoints $\pm\left(u_{0}, v_{0}\right)$. Since $\mathbf{H}^{p, q}$ is geodesically complete, and since unparameterized lightlike geodesics only depend on the conformal class of the pseudoriemannian metric (see [GHL04, Proposition 2.131]), $\bar{\gamma}$ is a complete lightlike geodesic for the metric $\mathbf{g}$, and (3) follows. Finally, (3) trivially implies (2), and, since the endpoints of a complete lightlike geodesic are antipodal, (2) implies (1). This completes the proof.
Corollary 4.11. The asymptotic boundary operator $\partial_{\infty}^{+}$restricts to a continuous map from $\mathcal{E}_{+}$to $\mathcal{B}_{+}$, and induces a continuous map $\partial_{\infty}: \mathcal{E} \rightarrow \mathcal{B}$ such that the following diagram commutes.


Proof. Indeed, by Definition 3.6 and Lemma 4.10, if $M \in \mathcal{E}_{+}$, then $\partial_{\infty}^{+}(M)$ is admissible. The result now follows by Lemma 4.5.
4.3. Convex hulls. Given a subset $\Lambda$ in $\mathbf{P}_{+}(E)$, its convex hull $\operatorname{Conv}(\Lambda)$ is the intersection of all closed half-spaces containing $\Lambda$. Observe that, if $\Lambda$ is a non-negative set, then it is contained in at least one closed half-space: indeed, for any $a \in \Lambda$, one has $\mathbf{b}(a, b) \leq 0$ for all $b \in \Lambda$, and $\Lambda$ is thus contained in the halfspace defined by $\mathbf{b}(a, \cdot) \leq 0$. Furthermore, a suitable adaptation of the proof of [LTW23, Proposition 2.15, Item (vi)] shows that $\operatorname{Conv}(\Lambda)$ is a subset of $\mathbf{H}_{+}^{p, q} \cup \partial_{\infty} \mathbf{H}_{+}^{p, q}$.

Lemma 4.12. Conv is continuous with respect to the Hausdorff topology of $\overline{\mathcal{B}}_{+}$and the Hausdorff topology of the space of closed, convex subsets of $\mathbf{P}_{+}(E)$.

Proof. Indeed, upon taking a projective chart, we identify $\mathbf{H}_{+}^{p, q}$ with the interior of the quadric $\mathbf{Q}^{p, q}$ in $\mathbf{R}^{p, q+1}$. With this identification, the convex hull of any subset of $\mathbf{H}_{+}^{p, q} \cup \partial_{\infty} \mathbf{H}_{+}^{p, q}$ identifies with its convex hull in $\mathbf{R}^{p, q+1}$. The result now follows by the continuity of convex hulls in $\mathbf{R}^{n}$, see [Smi20, Lemma 2.1] or [Ser89].

The following result is proven in [LTW23, Proposition 2.15, Item (vi)] in the case $p=2$, but the proof extends to our case.

Lemma 4.13. For every non-negative sphere in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$, the intersection between $\operatorname{Conv}(\Lambda)$ and $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ coincides with $\Lambda$.

We also have
Lemma 4.14. If $M$ is a complete maximal submanifold of $\mathbf{H}_{+}^{p, q}$, then $M$ is contained in $\operatorname{Conv}\left(\partial_{\infty} M\right)$.
Proof. Let $M$ be a complete maximal submanifold of $\mathbf{H}_{+}^{p, q}$, and let $\varphi \in E^{*}$ be a linear form on $E$. Identifying $\mathbf{H}_{+}^{p, q}$ with the quadric $\mathbf{Q}^{p, q}$, and decomposing the trivial covariant derivative $D$ on $E$ along $M \subset \mathbf{Q}^{p, q} \subset E$, we have for any vector fields $X, Y$ over $M$ and for any point $x \in M$,

$$
\begin{equation*}
\left(D_{X} Y\right)_{x}=\left(\nabla_{X}^{\top} Y\right)_{x}+\mathrm{II}(X, Y)_{x}+\mathbf{b}(X, Y) x, \tag{4.8}
\end{equation*}
$$

where $\nabla^{\top}$ denotes the Levi-Civita covariant derivative over $M$, and II denotes its second fundamental form. In particular, for any $u \in \mathrm{~T}_{x} M$ and for any geodesic $\gamma(t)$ in $M$ with $\dot{\gamma}(0)=u$,

$$
\operatorname{Hess}_{x}^{M} \varphi(u, u)=\left.\frac{d^{2}}{d t^{2}}\right|_{t=0} \varphi(\gamma(t))=\varphi\left(\left(D_{u} \dot{\gamma}\right)_{x}\right)=\varphi\left(\mathrm{II}(u, u)_{x}\right)+\mathbf{b}(u, u) \varphi(x) .
$$

Taking the trace with respect to $g_{1}$ yields

$$
\Delta \varphi=p \varphi,
$$

where $\Delta$ is the Laplace-Beltrami operator on $M$. It now follows by the maximum principle that if $\varphi$ is positive (respectively negative) on $\partial_{\infty} M$, then it must also be positive (respectively negative) on $M$, and the result follows.

## 5. Compactness

We now begin our study of complete maximal spacelike submanifolds of $\mathbf{H}^{p, q}$. Recall that, by Lemma 3.11, every complete maximal $p$-dimensional submanifold is an entire graph. We thus define

$$
\begin{align*}
\mathcal{M} & :=\left\{\text { complete maximal } p \text {-dimensional submanifolds of } \mathbf{H}^{p, q}\right\} \subset \mathcal{E}, \text { and } \\
\mathcal{M}_{+} & :=\left\{\text {complete maximal } p \text {-dimensional submanifolds of } \mathbf{H}_{+}^{p, q}\right\} \subset \mathcal{E}_{+}, \tag{5.1}
\end{align*}
$$

and we equip these subspaces with the topologies inherited from $\mathcal{E}$ and $\mathcal{E}_{+}$respectively. The aim of this section is to prove the following result.

Theorem 5.1. Let $\left\{M_{n}\right\}_{n \in \mathbf{N}}$ be a sequence in $\mathcal{M}_{+}$. Either
(1) $\left\{M_{n}\right\}_{n \in \mathbf{N}}$ subconverges in the $C_{\text {loc }}^{\infty}$ topology to a complete maximal $p$-submanifold of $\mathbf{H}_{+}^{p, q}$, or
(2) $\left\{M_{n}\right\}_{n \in \mathbf{N}}$ subconverges in the Hausdorff topology to a Lipschitz p-submanifold foliated by complete, lightlike geodesics, all having the same endpoints at infinity.

As a consequence, we will derive the following properness result.
Corollary 5.2. The boundary maps $\partial_{\infty}: \mathcal{M} \rightarrow \mathcal{B}$ and $\partial_{\infty}^{+}: \mathcal{M}_{+} \rightarrow \mathcal{B}_{+}$are proper.
5.1. Compactness I - smooth limits. Let $\hat{\mathcal{M}}$ denote the space of all pairs of the form $(x, M)$, where $M$ is in $\mathcal{M}$ and $x$ is a point of $M$. We equip this space with the topology that it inherits as a subset of $\mathbf{H}^{p, q} \times \mathcal{M}$. We define the continuous maps $\tau: \hat{\mathcal{M}} \rightarrow \mathbf{G}\left(\mathbf{H}^{p, q}\right)$ by

$$
\begin{equation*}
\tau(x, M):=\mathrm{T}_{x} M . \tag{5.2}
\end{equation*}
$$

We define the space $\hat{\mathcal{M}}_{+}$and the map $\tau_{+}: \hat{\mathcal{M}}_{+} \rightarrow \mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ in a similar manner.
Theorem 5.3. The maps $\tau: \hat{\mathcal{M}} \rightarrow \mathbf{G}\left(\mathbf{H}^{p, q}\right)$ and $\tau_{+}: \hat{\mathcal{M}}_{+} \rightarrow \mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$ are proper.
In the context of this section, elliptic regularity is expressed as follows.

Lemma 5.4. Let $\left\{M_{n}\right\}_{n \in \mathbf{N}}$ be a sequence of maximal entire graphs in $\mathbf{H}_{+}^{p, q}$. If this sequence converges in the $C_{\text {loc }}^{1, \alpha}$ sense to a spacelike entire graph $M_{\infty}$, say, then $M_{\infty}$ is also maximal, and $\left\{M_{n}\right\}_{n \in \mathbf{N}}$ converges to $M_{\infty}$ in the $C_{\text {loc }}^{\infty}$ sense.
Proof. Let $x_{0}$ be a point of $M_{\infty}$. Choose Fermi coordinates associated to the marked hyperbolic $p$-space $\left(x_{0}, H\right)$ where $\mathrm{T}_{x_{0}} M_{\infty}=\mathrm{T}_{x_{0}} H$. By Lemma 3.5, $M_{\infty}$ is the graph of a smooth 1-Lipschitz function $f_{\infty}$ : $\mathbf{S}_{+}^{p} \rightarrow \mathbf{S}^{q}$. Using stereographic projection, we identify $\mathbf{S}_{+}^{p}$ with $\mathbf{B}^{p}$ and the complement of a point in $\mathbf{S}^{q}$ with $\mathbf{R}^{q}$, in such a manner that $x_{0}$ identifies with $(0,0)$. Since $f_{\infty}$ is 1 -Lipschitz, its image is contained in a hemisphere (see, for example, [Hei05, Lemma 2.8]), and we thus view $f_{\infty}$ as a function from $\mathbf{B}^{p}$ to $\mathbf{B}^{q}$. For large $n, M_{n}$ thus also identifies with the graph of a smooth function $f_{n}: \mathbf{B}^{p} \rightarrow \mathbf{B}^{q}$.

Recall now that maximality is a quasi-linear property. That is, for all $n$, and for all $x \in B^{p}(0, \epsilon)$,

$$
\begin{equation*}
\sum_{i, j} a_{n}^{i j}(x)\left(\partial_{i} \partial_{j} f_{n}\right)(x)=b_{n}(x) \tag{5.3}
\end{equation*}
$$

where

$$
\begin{align*}
a_{n}^{i j}(x) & :=A\left(J^{1} f_{n}(x), J^{1} g\left(J^{0} f_{n}\right)\right), \text { and } \\
b_{n}(x) & :=B\left(J^{1} f_{n}(x)\right), \tag{5.4}
\end{align*}
$$

for some smooth functions $A$ and $B$, where $g$ here denotes the pseudo-hyperbolic metric over $\mathbf{B}^{p} \times \mathbf{B}^{q}$ and, for all $k, J^{k}$ denotes the $k$-jet operator. Differentiating (5.3) yields, for all $k$, for all $n$, and for all $x$,

$$
\begin{equation*}
\sum_{i, j} a_{n}^{i j}(x)\left(\partial_{i} \partial_{j} D^{k} f_{n}\right)(x)=b_{n, k}(x) \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{n, k}(x):=B_{k}\left(J^{k+1} f_{n}(x), J^{k+1} g\left(J^{0} f_{n}\right)\right) \tag{5.6}
\end{equation*}
$$

for some smooth function $B_{k}$.
We now prove by induction that, for all $k$, there exists $C_{k}$ such that, for all $n$,

$$
\left\|f_{n}\right\|_{C^{k, \alpha}\left(B\left(0, \epsilon / 2^{k-1}\right)\right)} \leq C_{k}
$$

Indeed, by hypothesis, the result holds for $k=1$. Suppose now that the result holds for $k=l$. Since $M_{\infty}$ is spacelike, and since $\left\{f_{n}\right\}_{m \in \mathbf{N}}$ converges in the $C_{\text {loc }}^{1}$ sense to $f_{\infty}$, there exists $B_{1}>0$ such that, for all $n$, over $B(0, \epsilon)$,

$$
\sum_{i, j} a_{n}^{i j} \geq \frac{1}{B_{1}} \delta^{i j}
$$

By (5.4), (5.6) and the inductive hypothesis, there exists $B_{2}>0$ such that, for all $n, i, j$ we have

$$
\left\|a_{n}^{i j}\right\|_{C^{0, \alpha}\left(B\left(0, \epsilon / 2^{l-1}\right)\right)},\left\|b_{n, l-1}\right\|_{C^{0, \alpha}\left(B\left(0, \epsilon / 2^{l-1}\right)\right)} \leq B_{2}
$$

Upon applying the Schauder estimates to (5.5) (see Chapter 6 of [GT01]), we see that there exists $B_{3}>0$ such that, for all $n$,

$$
\left\|f_{n}\right\|_{C^{l+1, \alpha}\left(B\left(0, \epsilon / 2^{l}\right)\right)} \leq B_{3}
$$

Thus, for all $k$, and for all $\beta<\alpha,\left\{f_{n}\right\}_{n \in \mathbf{N}}$ converges to $f_{\infty}$ in the $C^{k, \beta}$ sense over $B_{\epsilon / 2^{k-1}}(0)$. Since $x_{0}$ is arbitrary, it follows that $\left\{M_{n}\right\}_{n \in \mathbf{N}}$ converges to $M_{\infty}$ in the $C_{\text {loc }}^{\infty}$ sense, and this completes the proof.

Proof of Theorem 5.3. Up to taking lifts, it suffices to prove the statement for $\tau_{+}$. Let $\left\{\left(x_{n}, M_{n}\right)\right\}_{n \in \mathbf{N}}$ be a sequence of elements of $\hat{\mathcal{M}}_{+}$such that $\left\{\mathrm{T}_{x_{n}} M_{n}\right\}_{n \in \mathbf{N}}$ is bounded. We work in the Fermi chart corresponding to some marked hyperbolic $p$-space $\left(x_{0}, H\right)$. Upon applying a (bounded) sequence of isometries of $\mathbf{H}_{+}^{p, q}$, we may suppose that, for all $n, x_{n}=x_{0}$ and $\mathrm{T}_{x_{n}} M_{n}=\mathrm{T}_{x_{0}} H$. For all $n$, let $f_{n}: \mathbf{S}_{+}^{p} \rightarrow \mathbf{S}^{q}$ denote the function whose graph is $M_{n}$. Since, for all $n$, $f_{n}$ is 1 -Lipschitz, upon extracting a subsequence if necessary, we may suppose that $\left\{f_{n}\right\}_{n \in \mathbf{N}}$ converges in the $C^{0, \alpha}$ sense for all $\alpha$ to the 1 -Lipschitz function $f_{\infty}$.

By Theorem 3.12, the second fundamental forms of the graphs of these functions are bounded above by $p q$. By Lemma 3.16, the sequence $\left\{f_{n}\right\}_{n \in \mathbf{N}}$ is locally uniformly spacelike. We claim that uniform bounds
also hold for the second derivatives of these functions. Indeed, choose $R>0$, and let $x$ be a point of $B(0, R)$ in $\mathbf{H}^{p}$. For all $n$, let $\alpha_{n, x}: \mathbf{H}_{+}^{p, q} \rightarrow \mathbf{H}_{+}^{p, q}$ be an isometry that sends $x_{n}:=\left(x, f_{n}(x)\right)$ to $x_{0}$ and $\mathrm{T}_{x_{n}} M_{n}$ to $\mathrm{T}_{x_{0}} H$, and let $f_{n, x}^{\prime}$ denote the function whose graph is $\alpha_{n, x} M_{n}$. For all $n$, since $D^{2} f_{n, x}^{\prime}(0)$ is the second fundamental form of $\alpha_{n, x} M_{n}$ at $(0,0)$, by Theorem 3.12, its norm is uniformly bounded above by $p q$. Thus, since, for all $x$ and for all $n, D^{2} f_{n}(x)$ depends only on $D^{2} f_{n, x}^{\prime}(0)$ and $\alpha_{n, x}$, and since the family $\left(\alpha_{n, x}\right)_{n \in \mathbf{N}, x \in B_{R}(0)}$ is precompact, $\left\|D^{2} f_{n}(x)\right\|$ is uniformly bounded over $B(0, R)$, as asserted.

By the Arzelà-Ascoli Theorem, $\left\{f_{n}\right\}_{n \in \mathbf{N}}$ converges to $f_{\infty}$ in the $C_{\text {loc }}^{1, \alpha}$ sense, for all $\alpha$, and $f_{\infty}$ is a $C^{1, \alpha}$ function with spacelike graph. It then follows by Lemma 5.4 that $f_{\infty}$ is smooth and maximal, and that $\left\{f_{n}\right\}_{n \in \mathbf{N}}$ converges towards this function in the $C_{\text {loc }}^{\infty}$ sense. Finally, since the second fundamental form of $M_{n}$ has norm bounded above by $p q$, the same holds for the limit $M_{\infty}$. It follows by Lemma 3.11 that $M_{\infty}$ is complete, and this completes the proof.
5.2. A dynamical interlude. In order to complete the proof of Theorem 5.1, it is necessary to understand the structure of diverging sequences in $\mathrm{O}(p, q)$. This theory is well-known, and we recall the main ideas for the reader's convenience. Let $(F, B)$ be a $(p+q)$-dimensional vector space equipped with a signature $(p, q)$ bilinear form $B$, and let $\mathrm{O}(p, q)$ denote the group of linear endomorphisms of $F$ preserving $B$. We prove the following lemma, that we will apply in Section 5.3 in the situation where $F=\mathrm{T}_{x_{0}} \mathbf{H}_{+}^{p, q}$ for some $x_{0} \in \mathbf{H}_{+}^{p, q}$, and $B$ is the pseudo-riemannian metric of $\mathbf{H}_{+}^{p, q}$ on $\mathrm{T}_{x_{0}} \mathbf{H}_{+}^{p, q}$.

Lemma 5.5. Let $\left\{g_{n}\right\}_{n \in \mathbf{N}}$ be an unbounded sequence in $\mathrm{O}(p, q)$. After extracting a subsequence if necessary, there exists a sequence $\left\{\mu_{n}\right\}_{n \in \mathbf{N}}$ of positive numbers converging to $+\infty$ such that $\left\{\exp \left(-\mu_{n}\right) g_{n}\right\}_{n \in \mathbf{N}}$ converges to some linear map $\varphi \in \operatorname{End}(F)$ with degenerate kernel and totally isotropic image.

We first establish some notation. Let $F=U \oplus V$ be a $B$-orthogonal splitting such that $U$ has signature $(p, 0)$, and denote

$$
\theta:=\left(\begin{array}{cc}
\mathrm{Id}_{U} & 0  \tag{5.7}\\
0 & -\mathrm{Id}_{V}
\end{array}\right),
$$

so that $B_{\theta}(x, y):=B(\theta(x), y)$ defines a positive-definite scalar product on $F$. The set of fixed points of the action of $\theta$ by conjugation defines a maximal compact subgroup K of $\mathrm{O}(p, q)$ which is isomorphic to $\mathrm{O}(p) \times \mathrm{O}(q)$.

Let $\left(u_{1}, \cdots, u_{p}\right)$ and $\left(v_{1}, \cdots, v_{q}\right)$ be respectively orthonormal bases of $U$ and $V$ with respect to $B_{\theta}$. Let $m_{0}:=\min \{p, q\}$. For each $i \in\left\{1, \cdots, m_{0}\right\}$ denote

$$
\begin{equation*}
E_{i}=\operatorname{span}\left\{u_{i}+v_{i}\right\}, E_{i}^{\vee}=\theta\left(E_{i}\right), W=\left(\bigoplus_{i=1}^{m_{0}} E_{i} \oplus E_{i}^{\vee}\right)^{\perp} . \tag{5.8}
\end{equation*}
$$

This yields the decomposition

$$
\begin{equation*}
F=E_{1} \oplus \cdots \oplus E_{m_{0}} \oplus E_{m_{0}}^{\vee} \oplus \cdots \oplus E_{1}^{\vee} \oplus W . \tag{5.9}
\end{equation*}
$$

Note that

$$
W=\left\{\begin{array}{l}
\operatorname{span}\left\{v_{p+1}, \ldots, v_{q}\right\} \text { if } p<q,  \tag{5.10}\\
\operatorname{span}\left\{u_{q+1}, \ldots, u_{p}\right\} \text { if } p>q, \text { and } \\
\{0\} \text { otherwise } .
\end{array}\right.
$$

In particular, the restriction of $B$ to $W$ is definite: negative-definite if $p<q$, and positive-definite if $p>q$.
For $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m_{0}}\right) \in \mathbf{R}^{m_{0}}$, let $a(\lambda)$ denote the diagonal matrix which, with respect to the decomposition (5.9), has coefficients $\left(\lambda_{1}, \cdots, \lambda_{m_{0}},-\lambda_{m_{0}}, \cdots,-\lambda_{1}, 0_{W}\right)$. The Cartan subspace associated to the above bases is the space of matrices of the form $a(\lambda)$, and its closed Weyl chamber is

$$
\begin{equation*}
\overline{\mathfrak{a}}^{+}:=\left\{a(\lambda) \mid \lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{m_{0}} \geq 0\right\} . \tag{5.11}
\end{equation*}
$$

We are now ready to state the Cartan decomposition theorem (see [Kna02]).

Theorem 5.6. For any $g \in \mathrm{O}(p, q)$, there exist $k, k^{\prime} \in K$ and a unique $a(\lambda) \in \overline{\mathfrak{a}}^{+}$such that

$$
\begin{equation*}
g=k \exp (a(\lambda)) k^{\prime} \tag{5.12}
\end{equation*}
$$

This now allows us to prove Lemma 5.5.
Proof of Lemma 5.5. Let $g_{n}=: k_{n} \exp \left(a\left(\lambda_{n}\right)\right) k_{n}^{\prime}$ be a Cartan decomposition of $g_{n}$, where here $\lambda_{n}:=$ $\left(\lambda_{1, n}, \cdots, \lambda_{m_{0}, n}\right)$. Define $\mu_{n}:=\lambda_{1, n}$. Since $\left\{g_{n}\right\}_{n \in \mathbf{N}}$ is unbounded, upon extracting a subsequence if necessary, we may suppose that that $\left\{\mu_{n}\right\}_{n \in \mathbf{N}}$ tends to infinity. We may likewise suppose that, for any $i$, $\lim _{n \rightarrow \infty} \exp \left(\lambda_{i, n}-\mu_{n}\right)=\alpha_{i} \in[0,1]$ and that the sequences $\left\{k_{n}\right\}_{n \in \mathbf{N}}$ and $\left\{k_{n}^{\prime}\right\}_{n \in \mathbf{N}}$ converge to $k_{\infty}$ and $k_{\infty}^{\prime}$ respectively. Since $1=\alpha_{1} \geq \cdots \geq \alpha_{m_{0}} \geq 0$,

$$
\lim _{n \rightarrow \infty}\left(\exp \left(-\mu_{n}\right) g_{n}\right)=k_{\infty} h_{\infty} k_{\infty}^{\prime}
$$

where $h_{\infty}$ is the diagonal matrix with coefficients $\left(1, \alpha_{2}, \cdots, \alpha_{m_{0}}, 0, \cdots, 0\right)$. The result follows from the fact that the kernel of $h_{\infty}$ has the form $E_{j} \oplus \cdots \oplus E_{m_{0}} \oplus E_{m_{0}}^{\vee} \oplus \cdots \oplus E_{1}^{\vee} \oplus W$ and that its image is $E_{1} \oplus \cdots \oplus E_{j-1}$ where $j>1$ is the least integer for which $\alpha_{j}=0$.
5.3. Compactness II - degenerate limits. Theorem 5.1 will now follow upon describing the behaviour of diverging sequences in $\mathcal{M}$.
Proof of Theorem 5.1. We work in the double cover $\mathbf{H}_{+}^{p, q}$. The result for $\mathbf{H}^{p, q}$ then follows upon taking lifts. Given a sequence $\left\{M_{n}\right\}_{n \in \mathbf{N}}$ in $\mathcal{M}_{+}$, we will show that, up to extracting subsequences, either it converges in the $C_{\text {loc }}^{\infty}$ sense to an element of $\mathcal{M}_{+}$, or it converges to an entire graph of the form described in Lemma 4.10.

We work in the Fermi chart of some marked hyperbolic $p$-space $(x, H)$. Let $\Gamma_{(x, H)}$ be as in equation (3.15). For all $n$, denote $\varphi_{n}:=\Gamma_{(x, H)}^{-1}\left(M_{n}\right)$, and note that $\varphi_{n}$ is smooth for all $n$. Suppose that $\left\{\varphi_{n}\right\}_{n \in \mathbf{N}}$ does not subconverge in the $C_{\text {loc }}^{\infty}$ sense to a smooth function $f_{\infty}: \mathbf{B}^{p} \rightarrow \mathbf{S}^{q}$ whose graph is maximal. By Theorem 5.3, for every $y \in H$, the sequence $\left\{\mathrm{T}_{\left(y, \varphi_{n}(y)\right)} M_{n}\right\}_{n \in \mathbf{N}}$ is unbounded in $\mathbf{G}\left(\mathbf{H}_{+}^{p, q}\right)$. Since $\overline{\mathcal{E}}$ is compact, we may suppose that $\left\{M_{n}\right\}_{n \in \mathbf{N}}$ converges in the Hausdorff sense to some entire graph $M_{\infty}$, say.

We now show that $M_{\infty}$ contains a complete lightlike geodesic through every point. We continue to work in the above Fermi chart. Choose $y \in H$ and, for all $n$, denote $\hat{y}_{n}:=\left(y, \varphi_{n}(y)\right)$. Note first that, since the fibre over $y$ in $\mathbf{H}_{+}^{p, q}$ is compact, upon applying a bounded sequence of isometries of $\mathbf{H}_{+}^{p, q}$, we may suppose that, for all $n,\left(y, \varphi_{n}(y)\right)=x_{0}$. For all $n$, let $g_{n} \in \operatorname{Stab}_{\mathrm{O}(p, q+1)}\left(x_{0}\right)$ be such that $g_{n} \mathrm{~T}_{x_{0}} H=\mathrm{T}_{x_{0}} M_{n}$. Since $\left\{\mathrm{T}_{x_{0}} M_{n}\right\}_{n \in \mathbf{N}}$ diverges, so too does $\left\{g_{n}\right\}_{n \in \mathbf{N}}$. By Lemma 5.5 , we may suppose that there exists a sequence $\left\{\mu_{n}\right\}_{n \in \mathbf{N}}$ of positive real numbers converging to $+\infty$ such that $\lim _{n \rightarrow \infty}\left(e^{-\mu_{n}} g_{n}\right)=g_{\infty}$ for some linear map $g_{\infty}$ with degenerate kernel and isotropic image.

For all $n$, denote $M_{n}^{\prime}:=g_{n}^{-1} M_{n}$. By Theorem $5.3,\left\{M_{n}^{\prime}\right\}_{m \in \mathbf{N}}$ subconverges to a complete maximal $p$ dimensional submanifold $M_{\infty}^{\prime}$, say. For all $n \in \mathbf{N} \cup\{\infty\}$, denote $S_{n}:=\exp _{x}^{-1}\left(M_{n}^{\prime}\right)$. Then $\left\{S_{n}\right\}_{n \in \mathbf{N}}$ is a sequence of submanifolds of $\mathrm{T}_{x_{0}} \mathbf{H}_{+}^{p, q}$, passing through the origin, and tangent to $\mathrm{T}_{x_{0}} H$ at this point. Furthermore, this sequence converges to $S_{\infty}$ in the $C_{\text {loc }}^{\infty}$ sense.

For all $n \in \mathbf{N} \cup\{\infty\}$, let $\delta_{n}:(-\epsilon, \epsilon) \rightarrow S_{n}$ be a smoothly immersed curve such that $\delta_{n}(0)=0$. Suppose furthermore that the sequence $\left\{\delta_{n}\right\}_{n \in \mathbf{N}}$ converges in the $C_{\text {loc }}^{\infty}$ sense to $\delta_{\infty}$, and that the derivative at $t=0$ of $\delta_{\infty}$ does not vanish. Since $\operatorname{Ker}\left(g_{\infty}\right)$ is degenerate, it has trivial intersection with $\mathrm{T}_{x} H$, and so, upon reducing $\epsilon$ if necessary, we may suppose that $\left(g_{\infty} \circ \delta_{\infty}\right)$ is a smoothly immersed curve in some isotropic subspace of $\mathrm{T}_{x_{0}} \mathbf{H}_{+}^{p, q}$.

For all $n$, we now denote

$$
\gamma_{n}(t):=\left(g_{n} \circ \exp _{x_{0}} \circ \delta_{n}\right)\left(e^{-\mu_{n}} t\right)=\left(\exp _{x_{0}} \circ g_{n} \circ \delta_{n}\right)\left(e^{-\mu_{n}} t\right)
$$

where the last equality follows from the fact that $\exp _{x_{0}} \circ g_{n}=g_{n} \circ \exp _{x_{0}}$, since $g_{n}$ is an isometry of $\mathbf{H}_{+}^{p, q}$. The sequence $\left\{\gamma_{n}\right\}_{n \in \mathbf{N}}$ thus converges in the $C_{\text {loc }}^{\infty}$ sense to the complete lightlike geodesic

$$
\gamma_{\infty}(t):=\exp _{x_{0}}\left(t g_{\infty}\left(\dot{\delta}_{\infty}(0)\right)\right)
$$

It follows that $M_{\infty}$ contains a complete lightlike geodesic passing through the point $y$, and this concludes the proof.

We now prove Corollary 5.2.
Proof of Corollary 5.2. Up to taking lifts, it suffices to prove the statement for $\partial_{\infty}^{+}: \mathcal{M}_{+} \rightarrow \mathcal{B}_{+}$. Suppose that $\partial_{\infty}^{+}: \mathcal{M}_{+} \rightarrow \mathcal{B}_{+}$is not proper. Let $\left\{\Lambda_{n}\right\}_{n \in \mathbf{N}}$ be a sequence in $\mathcal{B}_{+}$converging to $\Lambda_{\infty} \in \mathcal{B}_{+}$, say. For all $n$, let $M_{n} \in \mathcal{M}_{+}$be such that $\partial_{\infty} M_{n}=\Lambda_{n}$ and suppose that the sequence $\left\{M_{n}\right\}_{n \in \mathbf{N}}$ does not subconverge to any element of $\mathcal{M}_{+}$. By Theorem 5.1, up to extraction of a subsequence, this sequence converges to an entire graph $M_{\infty}$, say, containing a complete lightlike geodesic. By Lemma 4.10, $\Lambda_{\infty}=\partial_{\infty} M_{\infty}$ is not admissible. This is absurd, and the result follows.

## 6. Uniqueness

We now prove that, given an admissible sphere $\Lambda$ in $\partial_{\infty} \mathbf{H}^{p, q}\left(\right.$ or $\left.\partial_{\infty} \mathbf{H}_{+}^{p, q}\right)$, there is at most one complete maximal $p$-submanifold $M$ whose asymptotic boundary is $\Lambda$.

Theorem 6.1. The boundary maps $\partial_{\infty}: \mathcal{M} \rightarrow \mathcal{B}$ and $\partial_{\infty}^{+}: \mathcal{M}_{+} \rightarrow \mathcal{B}_{+}$are injective. In particular, a nonnegative $(p-1)$-sphere in $\partial_{\infty} \mathbf{H}^{p, q}$ or $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ is the asymptotic boundary of at most one complete maximal p-submanifold.

In particular, this yields the following useful corollary.
Corollary 6.2. Let $\Gamma$ be a subgroup of $\mathrm{PO}(p, q+1)$ and denote by $\mathcal{M}^{\Gamma}$ and $\mathcal{B}^{\Gamma}$ the space of $\Gamma$-invariant elements in $\mathcal{M}$ and $\mathcal{B}$ respectively. If $M$ is an element of $\mathcal{M}$ such that $\partial_{\infty} M \in \mathcal{B}^{\Gamma}$, then $M \in \mathcal{M}^{\Gamma}$.
The proof of this result is similar in spirit to that given in [LTW23, Section 4] for the case $\mathbf{H}^{2, n}$, although a litte more care is required in the present, higher-dimensional setting.
6.1. The test function. The result will follow upon applying the maximum principle to a certain well chosen function that we describe in this section. Recall that, given a point $x \in \mathbf{H}_{+}^{p, q}, \hat{x} \in \mathbf{Q}^{p, q}$ denotes its unique representative such that $\mathbf{b}(\hat{x}, \hat{x})=-1$.
Lemma 6.3. Let $\Lambda$ be a non-negative sphere in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. If $x$ is an element in $\operatorname{Conv}(\Lambda) \cap \mathbf{H}_{+}^{p, q}$ and if $\left\{y_{n}\right\}_{n \in \mathbf{N}}$ is a sequence in $\mathbf{H}_{+}^{p, q}$ converging to a point $y$ in $\Lambda$, then $\mathbf{b}\left(\hat{x}, \hat{y}_{n}\right)$ tends to $-\infty$.
Proof. The arguments of [LTW23, Proposition 2.15] show that, since $\Lambda$ is a non-negative sphere, $\mathbf{b}(\hat{x}, \hat{y})<0$ for any representative $\hat{y} \in E$ of $y$. By hypothesis, there exists a sequence $\left\{\epsilon_{n}\right\}_{n \in \mathbf{N}}$ of positive numbers, converging to zero, such that $\epsilon_{n} \hat{y}_{n} \rightarrow \hat{y}$. Since $\mathbf{b}\left(\hat{x}, \epsilon_{n} \hat{y}_{n}\right) \rightarrow \mathbf{b}(\hat{x}, \hat{y})<0$, it follows that $\mathbf{b}\left(\hat{x}, \hat{y}_{n}\right) \rightarrow-\infty$, as desired.

We now describe the function of interest to us. Upon taking lifts, it will suffice to show that the boundary operator $\partial_{\infty}^{+}: \mathcal{M}^{+} \rightarrow \mathcal{B}^{+}$is injective. Let $M_{1}, M_{2} \in \mathcal{M}_{+}$be such that $\partial_{\infty}^{+} M_{1}=\partial_{\infty}^{+} M_{2}=\Lambda \in \mathcal{B}_{+}$. Using the identification of $\mathbf{H}_{+}^{p, q}$ with the quadric $\mathbf{Q}^{p, q}=\{\hat{x} \in E, \mathbf{b}(\hat{x}, \hat{x})=-1\}$ we define

$$
\begin{array}{lll}
\beta: & M_{1} \times M_{2} & \longrightarrow \mathbf{R} \\
(x, y) & \longmapsto \mathbf{b}(\hat{x}, \hat{y}) . \tag{6.1}
\end{array}
$$

Note that, by Lemma 3.7, if $M_{1}=M_{2}$ then the supremum of $\beta$ is -1 , and is achieved at all pairs of the form $(x, x)$. We now show that this condition in fact characterises equality of $M_{1}$ and $M_{2}$.

Lemma 6.4. If $M_{1}$ is different from $M_{2}$ then $\sup \beta \in(-1,0]$.
Proof. By Lemma 4.14 and Lemma 6.3, for all $x_{1} \in M_{1}, \Lambda$ is disjoint from $x_{1}^{\perp}$. However, by Lemma 4.14, $M_{2}$ is contained in $\operatorname{Conv}(\Lambda)$, and is therefore also disjoint from $x_{1}^{\perp}$, so that $\beta\left(x_{1}, \cdot\right)$ does not vanish on $M_{2}$. Since, by Lemma 6.3, $\beta\left(x_{1}, y\right)$ becomes negative as $y$ approaches $\Lambda$, it follows that $\beta\left(x_{1}, x_{2}\right)<0$ for any $\left(x_{1}, x_{2}\right) \in M_{1} \times M_{2}$.

We now work in a Fermi chart with Fermi projection $\pi$. Since $M_{1}$ and $M_{2}$ are complete, they are entire graphs. In particular, if $M_{1} \neq M_{2}$, then there exists $\left(x_{1}, x_{2}\right) \in M_{1} \times M_{2}$ such that $x_{1} \neq x_{2}$ and $\pi\left(x_{1}\right)=\pi\left(x_{2}\right)$. It now follows by Lemma 3.4 (1) that $\beta\left(x_{1}, x_{2}\right)>-1$, and the result follows.

We now compute the Hessian of $\beta$, using the quadric model $\mathbf{Q}^{p, q}$.
Lemma 6.5. The Hessian of $\beta$ at a point $p:=\left(x_{1}, x_{2}\right)$ in $M_{1} \times M_{2}$ in the direction $v:=\left(u_{1}, u_{2}\right)$ in $\mathrm{T}_{x_{1}} M_{1} \times \mathrm{T}_{x_{2}} M_{2}$ is given by

$$
\left.\operatorname{Hess}_{p} \beta(v, v)=\left(\left\|u_{1}\right\|^{2}+\left\|u_{2}\right\|^{2}\right)\right) \beta(p)+2 \mathbf{b}\left(u_{1}, u_{2}\right)+\mathbf{b}\left(\mathrm{II}_{1}\left(u_{1}, u_{1}\right), x_{2}\right)+\mathbf{b}\left(x_{1}, \mathrm{II}_{2}\left(u_{2}, u_{2}\right)\right),
$$

where, for each $i, \mathrm{II}_{i}$ denotes the second fundamental form of $M_{i}$ and $\left\|u_{i}\right\|=\sqrt{\mathbf{b}\left(u_{i}, u_{i}\right)}$.
Proof. Let $\gamma_{i}$ be a local geodesic in $M_{i}$ with $\gamma_{i}(0)=x_{i}$ and $\dot{\gamma}_{i}(0)=u_{i}$. Using the decomposition (4.8) of the trivial connection $D$ on $E$, we obtain

$$
\begin{aligned}
\operatorname{Hess}_{p} \beta(v, v) & =\left.\frac{d^{2}}{d t^{2}}\right|_{t=0} \mathbf{b}\left(\gamma_{1}(t), \gamma_{2}(t)\right) \\
& =\mathbf{b}\left(\left\|u_{1}\right\|^{2} x_{1}+\mathrm{II}_{1}\left(u_{1}, u_{1}\right), x_{2}\right)+2 \mathbf{b}\left(u_{1}, u_{2}\right)+\mathbf{b}\left(x_{1},\left\|u_{2}\right\|^{2} x_{2}+\mathrm{I}_{2}\left(u_{2}, u_{2}\right)\right),
\end{aligned}
$$

as desired.
6.2. A linear-algebraic interlude. Theorem 6.1 will now be a consequence of the following technical result of linear algebra.

Lemma 6.6. Let $U$ and $V$ be finite dimensional Euclidean vector spaces of equal dimension and let $\varphi$ be an endomorphism of $U \oplus V$ of the form

$$
\varphi=\left(\begin{array}{cc}
\mu \mathrm{Id}+A & M^{*}  \tag{6.2}\\
M & \mu \mathrm{Id}+B
\end{array}\right)
$$

where
(1) $\mu$ is a real number in $(-1,+\infty)$,
(2) $A$ and $B$ are traceless and symmetric,
(3) $M^{*}$ is the adjoint of $M$ with respect to the underlying scalar products of $U$ and $V$, and
(4) for every $u$ in $U,\|M(u)\| \geq\|u\|$.

Then $\varphi$ has at least one positive eigenvalue.
Proof. Since the endomorphism $M^{*} M$ of $U$ is symmetric and non-negative semi-definite, there is an orthonormal basis $\left(u_{1}, \cdots, u_{n}\right)$ of $U$ such that, for each $i, M^{*} M\left(u_{i}\right)=\lambda_{i}^{2} u_{i}$ for some $\lambda_{i} \in \mathbf{R}$. Observe now that for every $i, j$,

$$
\begin{equation*}
\left\langle M\left(u_{i}\right), M\left(u_{j}\right)\right\rangle=\left\langle M^{*} M\left(u_{i}\right), u_{j}\right\rangle=\lambda_{i}^{2}\left\langle u_{i}, u_{j}\right\rangle=\lambda_{i}^{2} \delta_{i j}, \tag{6.3}
\end{equation*}
$$

so that, by (4), we may take $\lambda_{i} \geq 1$ for all $i$. Furthermore, setting $v_{i}:=\frac{1}{\lambda_{i}} M\left(u_{i}\right)$ yields an orthonormal basis $\mathcal{B}=\left(u_{1}, \cdots, u_{n}, v_{1}, \cdots, v_{n}\right)$ of $U \oplus V$ with respect to which both blocks $M$ and $M^{*}$ in (6.2) are represented by the diagonal matrix $\Lambda=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{n}\right)$.

Consider now the orthogonal matrix

$$
P:=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\mathrm{Id} & \mathrm{Id} \\
-\mathrm{Id} & \mathrm{Id}
\end{array}\right) .
$$

A direct computation yields

$$
\varphi_{P^{-1} \mathcal{B}}=P^{-1} \varphi_{\mathcal{B}} P=2\left(\begin{array}{cc}
\mu \mathrm{Id}-\Lambda+\frac{1}{2}(A+B) & \frac{1}{2}(A-B) \\
\frac{1}{2}(A-B) & \mu \mathrm{Id}+\Lambda+\frac{1}{2}(A+B)
\end{array}\right) .
$$

Since $\mu>-1$ and $\lambda_{i} \geq 1$, and since $A$ and $B$ are traceless, the trace of $\mu \mathrm{Id}+\Lambda+\frac{1}{2}(A+B)$ is positive, so that the diagonal of $\varphi_{P^{-1} \mathcal{B}}$ has at least one positive element. However, by the Schur-Horn theorem [Sch23] (see also [MS17, Example 5.50] for a proof using moment maps), the diagonal vector $\left(d_{1}, \cdots, d_{2 n}\right)$ of $\varphi_{P^{-1} \mathcal{B}}$
is contained in the permutation polytope generated by the eigenvalues of $\varphi_{P-1 \mathcal{B}}$, and it follows that $\varphi_{P-1 \mathcal{B}}$ has at least one positive eigenvalue, as desired.

Corollary 6.7. For any point $p$ in $M_{1} \times M_{2}$ with $\beta(p)>-1$, there exists a vector $v$ in $\mathrm{T}_{p}\left(M_{1} \times M_{2}\right)$ such that $\operatorname{Hess}_{p} \beta(v, v)>0$.

Proof. By Lemma 6.5, with respect to the splitting $\mathrm{T}_{x_{1}} M_{1} \oplus \mathrm{~T}_{x_{2}} M_{2}$, the matrix $\operatorname{Hess}_{p} \beta(v, v)$ can be written in the form $\langle\varphi(v), v\rangle$, where $\langle\cdot, \cdot\rangle$ is the scalar product given by the sum of the restrictions of $\mathbf{b}$ to $\mathrm{T}_{x_{1}} M_{1}$ and $\mathrm{T}_{x_{2}} M_{2}$,

$$
\varphi=\left(\begin{array}{cc}
\beta(p) \operatorname{Id}+A_{1}\left(\cdot, x_{2}\right) & \pi_{1} \\
\pi_{2} & \beta(p) \operatorname{Id}+A_{2}\left(\cdot, x_{1}\right)
\end{array}\right),
$$

$p=\left(x_{1}, x_{2}\right), \pi_{i}$ is the orthogonal projection from $E$ to $\mathrm{T}_{x_{i}} M_{i}$, and $A_{i} \in \operatorname{End}\left(\mathrm{~T}_{x_{i}} M_{i}\right)$ satisfies the identity $\mathbf{b}\left(A_{i}\left(u_{i}, x\right), \cdot\right)=\mathbf{b}\left(\mathrm{II}\left(u_{i}, \cdot\right), x\right)$ for $u_{i} \in T_{x_{i}} M_{i}$ and $x \in E$. Since the orthogonal complement of $\mathrm{T}_{x_{i}} M_{i}$ in $E$ is negative-definite, for all $x \in E, \mathbf{b}\left(\pi_{i}(x), \pi_{i}(x)\right) \geq \mathbf{b}(x, x)$, and the result now follows by Lemma 6.6.

### 6.3. Uniqueness.

Proof of Theorem 6.1. Upon taking lifts, it suffices to prove the statement for $\mathbf{H}_{+}^{p, q}$. Suppose the contrary, so that $M_{1} \neq M_{2}$. By Lemma 6.4, $\sup \beta \in(-1,0]$. Consider a maximizing sequence $\left\{\left(x_{n}, y_{n}\right)\right\}_{n \in \mathbf{N}}$ for $\beta$. For each $n$, let $g_{n}$ be an isometry such that $g_{n}\left(x_{n}\right)=x$ and $g_{n}\left(\mathrm{~T}_{x_{n}} M_{1}\right)$ coincides with some fixed $p$ dimensional real subspace of $\mathrm{T}_{x} \mathbf{H}^{p, q}$. Applying Theorem 5.3, the sequence $\left\{g_{n}\left(M_{1}\right)\right\}_{n \in \mathbf{N}}$ subconverges to a complete maximal submanifold $M_{1}^{\prime}$. By continuity of the boundary map, the sequence $\left\{g_{n}(\Lambda)\right\}_{n \in \mathbf{N}}$ likewise subconverges to an admissible sphere $\Lambda^{\prime}$. By Theorem 5.2, upon extracting another subsequence, we may suppose that $\left\{g_{n}\left(M_{2}\right)\right\}_{n \in \mathbf{N}}$ also converges to $M_{2}^{\prime}$ with $\partial_{\infty} M_{2}^{\prime}=\Lambda^{\prime}$.

We now claim that the sequence $\left\{g_{n}\left(y_{n}\right)\right\}_{n \in \mathbf{N}}$ is bounded. Indeed, suppose the contrary. Upon extracting a subsequence, we may suppose that this sequences converges to some point of $\Lambda^{\prime}$ so that, by Lemma 6.3, $\mathbf{b}\left(x, g_{n}\left(y_{n}\right)\right) \rightarrow-\infty$. However by Lemma 6.4, for all large $n$,

$$
\mathbf{b}\left(x, g_{n}\left(y_{n}\right)\right)=\mathbf{b}\left(g_{n}\left(x_{n}\right), g_{n}\left(y_{n}\right)\right)=\mathbf{b}\left(x_{n}, y_{n}\right)>-1,
$$

which is absurd, so that this sequence is indeed bounded, as asserted. Upon extracting a further subsequence, we may suppose that it converges to some point $y$, say, of $M_{2}^{\prime}$ such that $\mathbf{b}(x, y)>-1$. In particular, by Lemma 3.7, $y \notin M_{1}^{\prime}$, so that $M_{1}^{\prime} \neq M_{2}^{\prime}$. Defining $\beta^{\prime}: M_{1}^{\prime} \times M_{2}^{\prime} \rightarrow \mathbf{R}$ as before, we see that this function attains its maximum at the point $(x, y)$. Furthermore, by Lemma 6.4 again, $\beta^{\prime}(x, y) \in(-1,0]$. However, by Corollary 6.7, the Hessian of $\beta^{\prime}$ at $(x, y)$ has a positive eigenvalue, which contradicts the fact that $(x, y)$ is a maximum, and this completes the proof.

## 7. Stability

We now study the problem of perturbing maximal graphs. It will suffice to work in the double cover $\mathbf{H}_{+}^{p, q}$. We prove the following result.
Theorem 7.1. Let $\left(\Lambda_{t}\right)_{t \in(-\epsilon, \epsilon)}$ be a family of smooth, spacelike positive $(p-1)$-spheres in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ varying continuously in the $C^{\infty}$ topology. If there exists a complete maximal p-submanifold $M_{0}$ of $\mathbf{H}_{+}^{p, q}$ such that $\partial_{\infty} M_{0}=\Lambda_{0}$ then, for all sufficiently small $t$, there exists a complete maximal p-submanifold $M_{t}$ of $\mathbf{H}_{+}^{p, q}$ such that $\partial_{\infty} M_{t}=\Lambda_{t}$.

The overall strategy of our proof of Theorem 7.1 follows the now standard approach towards perturbing minimal surfaces: smooth maximal $p$-submanifolds close to $M_{0}$ are first represented as zeroes of some smooth functional over some Banach space, and the desired perturbations are then obtained upon applying the implicit function theorem.

This process is usually relatively straightforward when the submanifolds of interest are compact, but becomes harder in the non-compact case of interest to us here. The main challenge lies in proving invertibility of the Jacobi operator of $M_{0}$. Although systematic treatments of this kind of problem exist (see, for example,
[Maz91, AM10, Fin21]), we find it preferrable, and more informative, to adopt an alternative, more ad-hoc approach, guided by two general principles.

The first general principle is to choose an appropriate asymptotic model, that is, a class of submanifolds with readily determined properties which are approached asymptotically by the maximal graphs of interest to us. The asymptotic model used here will be given by the class of radially parametrized cones, and we will study their geometric and analytic properties in Sections 7.2 and 7.3.

The second general principle concerns the invertibility of elliptic operators over non-compact manifolds. In order to correctly explain it, we recall the concept of elliptic estimates and introduce the concept of preelliptic estimates. Let $L: \mathcal{E} \rightarrow \mathcal{F}$ be a bounded linear map between Banach spaces. An elliptic estimate for $L$ is an estimate of the form

$$
\begin{equation*}
\|x\|_{\mathcal{E}} \leq C\left(\|R x\|_{\mathcal{G}}+\|L x\|_{\mathcal{F}}\right), \tag{7.1}
\end{equation*}
$$

valid for all $x \in \mathcal{E}$, where $R: \mathcal{E} \rightarrow \mathcal{G}$ is a compact linear map into a normed vector space. Elliptic estimates measure the defect of invertibility in terms of compact operators. When such an estimate holds for $L$, it is known that $L$ has finite-dimensional kernel and closed image (see, for example, [Lax02, Chapter 21, Theorem 4]), and it is then often a formal matter to derive first the Fredholm property and then invertibility from the specific geometry of the problem at hand.

We define a pre-elliptic estimate for $L$ to be an estimate of the form

$$
\begin{equation*}
\|x\|_{\mathcal{E}} \leq C\left(\|R x\|_{\mathcal{G}}+\|L x\|_{\mathcal{F}}\right), \tag{7.2}
\end{equation*}
$$

valid for all $x \in \mathcal{E}$, where now $R: \mathcal{E} \rightarrow \mathcal{G}$ is an arbitrary bounded linear map from $\mathcal{E}$ into some normed vector space. Although pre-elliptic estimates are in themselves of little interest, being readily obtained for any operator upon setting $R:=\mathrm{Id}$, they provide a useful means of organising our ideas, as we will now see.

Suppose that $L$ is an elliptic partial differential operator defined over some manifold $X$ of bounded geometry. A typical estimate provided by the general theory of elliptic partial differential operators is

$$
\begin{equation*}
\|f\|_{H^{2}(X)} \leq C\left(\|f\|_{L^{2}(X)}+\|L f\|_{L^{2}(X)}\right), \tag{7.3}
\end{equation*}
$$

where $L^{2}(X)$ here denotes the Lebesgue space of square integrable functions over $X$, and $H^{2}(X)$ denotes the Sobolev space of $L^{2}$ functions with $L^{2}$ weak derivatives up to order 2 . When $X$ is compact, the Rellich-Kondrachov Theorem (see, for example, [Eva10, Section 5.7]) implies that the canonical embedding $H^{2}(X) \hookrightarrow L^{2}(X)$ is compact, so that (7.3) is elliptic, and all is well. However, when $X$ is non-compact, the Rellich-Kondrachov Theorem does not apply, and (7.3) is unfortunately only pre-elliptic.

Our second general principle is thus to transform the pre-elliptic estimates provided by the general theory of elliptic partial differential operators into elliptic estimates. The main tool required for this process is a standard estimate for solutions of a certain class of ordinary differential equations which we will describe in Section 7.4. This will be used to obtain elliptic estimates for Sobolev spaces over radially parametrized cones in Section 7.5, and for Hölder spaces over such cones in Section 7.6. These results will be adapted in Section 7.7 to address the case of Sobolev and Hölder spaces over maximal graphs. This will yield the desired invertibility of the Jacobi operator, allowing us to prove Theorem 7.1 in Section 7.8.

Finally, the reader may wonder why we chose to work over both Sobolev and Hölder spaces. We do so because, although Hölder spaces provide the natural framework for studying the perturbation theory of maximal surfaces, invertibility of operators is more readily proven over Sobolev spaces, on account of the natural dualities they present. It is thus standard practice to obtain invertibility results first over Sobolev spaces, which are then used as a basis for proving the corresponding results over Hölder spaces.
7.1. The Jacobi operator. We first introduce the protagonist of this section, namely the Jacobi operator, which measures variations of the mean curvature vector arising from infinitesimal perturbations of spacelike graphs. Most of the rest of this section will be devoted to studying its invertibility properties over suitable Banach spaces.

The Jacobi operator is defined formally as follows. Let $M$ be a smooth $p$-dimensional spacelike submanifold of $\mathbf{H}^{p, q}$, and let $\mathrm{N} M$ denote its normal bundle. Given a section $\sigma$ of $\mathrm{N} M$, we define $\iota(\sigma): M \rightarrow \mathbf{H}^{p, q}$
by

$$
\iota(\sigma)(y):=\operatorname{Exp}(\sigma(y))
$$

where Exp denotes the exponential map of $\mathbf{H}^{p, q}$. We define $\mathcal{H}(\sigma) \in \Gamma(\mathrm{N} M)$ such that, for all $y \in M$, the vector $\mathcal{H}(\sigma)(y)$ is the parallel transport along the unique geodesic from $\iota(\sigma)(y)$ to $y$ of the mean curvature vector of $\iota(\sigma)$ at this point. The Jacobi operator of $Y$ is then defined by

$$
(J \sigma)(y):=\left.\frac{\partial}{\partial t} \mathcal{H}(t \sigma)(y)\right|_{t=0}
$$

Remark 7.2. Note that when $M$ is $C^{3}$, its normal bundle is $C^{2}$, and the preceding construction still makes sense. This will become relevant in Section 10, where we will be concerned with problems of relatively low regularity.

Lemma 7.3. Let $M$ be a p-dimensional spacelike submanifold of $\mathbf{H}^{p, q}$. The Jacobi operator of $M$ is given by

$$
\begin{equation*}
J \sigma=\Delta^{N} \sigma-p \sigma+\sum_{m, n} \mathbf{g}\left(\mathrm{II}\left(e_{m}, e_{n}\right), \sigma\right) \mathrm{II}\left(e_{m}, e_{n}\right) \tag{7.4}
\end{equation*}
$$

where II here denotes the second fundamental form of $M$, and $e_{1}, \cdots, e_{p}$ is any orthonormal frame of the tangent bundle of $M$.

Proof. Since the result is local, and since we may always add to $\sigma$ the normal component of some timelike Killing vector field of $\mathbf{H}^{p, q}$, we may suppose that $\sigma$ does not vanish. We extend $\iota(\sigma)$ to a smooth immersion of $M \times(-\epsilon, \epsilon)$ into $\mathbf{H}^{p, q}$, defined by $\iota(\sigma)(y, t)=\operatorname{Exp}(\sigma(t y))$. The section $\sigma$ is thus identified with the tangent vector field of the second component. For all $t$, we denote $M_{t}:=M \times\{t\}$, and we denote respectively by $\mathrm{T} M_{t}$ and $\mathrm{N} M_{t}$ its tangent and normal bundles in $\mathbf{H}^{p, q}$. Note, in particular, that $\sigma$ is timelike and normal to $M_{0}$. Choose $y_{0} \in M=M_{0}$, let $e_{1}, \cdots, e_{p}$ be an orthonormal frame of $\left(\mathrm{T} M_{t}\right)_{t \in(-\epsilon, \epsilon)}$, let $f_{1}, \cdots, f_{q}$ be an orthonormal frame of $\left(\mathrm{N} M_{t}\right)_{t \in(-\epsilon, \epsilon)}$, and suppose that, for all $i$ and for all $j$,

$$
\begin{equation*}
\left(\nabla^{\top} e_{i}\right)\left(y_{0}, 0\right)=0 \text { and }\left(\nabla^{\mathrm{N}} f_{j}\right)\left(y_{0}, 0\right)=0 \tag{7.5}
\end{equation*}
$$

Now let $\xi$ and $v$ be vector fields tangent to $\left(M_{t}\right)_{t \in(-\epsilon, \epsilon)}$ such that

$$
\begin{equation*}
[\xi, \sigma]=[v, \sigma]=0 \tag{7.6}
\end{equation*}
$$

and such that, for every other tangent vector field $\mu$,

$$
\begin{equation*}
\left(\nabla_{\mu}^{\top} \xi\right)\left(y_{0}, 0\right)=\left(\nabla_{\mu}^{\top} v\right)\left(y_{0}, 0\right)=0 \tag{7.7}
\end{equation*}
$$

For all $i$,

$$
\begin{aligned}
D_{\sigma}\left(\mathbf{g}\left(\mathrm{II}(\xi, v), f_{j}\right)\right) & =D_{\sigma}\left(\mathbf{g}\left(\pi^{N}\left(\nabla_{\xi} v\right), f_{j}\right)\right) \\
& =D_{\sigma}\left(\mathbf{g}\left(\nabla_{\xi} v, f_{j}\right)\right) \\
& =\mathbf{g}\left(\nabla_{\sigma} \nabla_{\xi} v, f_{j}\right)+\mathbf{g}\left(\nabla_{\xi} v, \nabla_{\sigma} f_{j}\right) \\
& =\mathbf{g}\left(R_{\sigma \xi} v, f_{j}\right)+\mathbf{g}\left(\nabla_{\xi} \nabla_{\sigma} v, f_{j}\right)+\mathbf{g}\left(\nabla_{\xi} v, \nabla_{\sigma} f_{j}\right)
\end{aligned}
$$

where, we recall, $\mathbf{g}$ denotes the pseudo-riemannian metric of $\mathbf{H}^{p, q}$, and $R$ denotes its Riemann curvature tensor. By (7.7) and (7.5), $\left(\nabla_{\xi} v\right)\left(y_{0}, 0\right)$ is normal to $M_{0}$ and $\left(\nabla_{\sigma} f_{i}\right)\left(y_{0}, 0\right)$ is tangential, so that the final term vanishes. Next, since $\nabla$ is torsion free and $[\sigma, v]$ vanishes,

$$
\mathbf{g}\left(\nabla_{\xi} \nabla_{\sigma} v, f_{j}\right)=\mathbf{g}\left(\nabla_{\xi} \nabla_{\nu} \sigma, f_{j}\right)
$$

Recalling the decomposition of (3.1), since $\mathbf{H}^{p, q}$ has constant sectional curvature equal to -1 , and since $\sigma$ is normal to to $M$,

$$
\begin{aligned}
D_{\sigma}\left(\mathbf{g}\left(\mathrm{II}(\xi, v), f_{j}\right)\right) & =-\mathbf{g}\left(\sigma, f_{j}\right) \mathbf{g}(\xi, v)+\mathbf{g}\left(\nabla_{\xi} \nabla_{v} \sigma, f_{j}\right) \\
& =-\mathbf{g}\left(\sigma, f_{j}\right)(\xi, v)+\mathbf{g}\left(\nabla_{\xi} \nabla_{v}^{N} \sigma, f_{j}\right)-\mathbf{g}\left(\nabla_{\xi} B(v)(\sigma), f_{j}\right) \\
& =-\mathbf{g}\left(\sigma, f_{j}\right)(\xi, v)+\mathbf{g}\left(\operatorname{Hess}^{N}(\sigma)(\xi, v), f_{j}\right)+\mathbf{g}\left(B(v)(\sigma), \nabla_{\xi} f_{j}\right)
\end{aligned}
$$

However, for any normal vector field $\tau$,

$$
B(\xi)(\tau)=-\sum_{i=1}^{p} \mathbf{g}\left(\nabla_{\xi} \tau, e_{i}\right) e_{i}=\sum_{i=1}^{p} \mathbf{g}\left(\tau, \nabla_{\xi} e_{i}\right) e_{i}=\sum_{i=1}^{p} \mathbf{g}\left(\tau, \mathrm{II}\left(\xi, e_{i}\right)\right) e_{i}
$$

Applying to this to $\nabla_{\nu} \sigma$ and $\nabla_{\xi} f_{j}$ yields

$$
\begin{equation*}
D_{\sigma}\left(\mathbf{g}\left(\mathrm{II}(\xi, v), f_{j}\right)\right)=-\mathbf{g}\left(\sigma, f_{i}\right) \mathbf{g}(\xi, v)+\mathbf{g}\left(\operatorname{Hess}^{N}(\sigma)(\xi, v), f_{j}\right)-\sum_{i=1}^{p} \mathbf{g}\left(\mathrm{II}\left(v, e_{i}\right), \sigma\right) \mathbf{g}\left(\operatorname{II}\left(\xi, e_{i}\right), f_{j}\right) \tag{7.8}
\end{equation*}
$$

On the other hand, recalling that $[\sigma, \xi]=0$, we have $\nabla_{\sigma} \xi=\nabla_{\xi} \sigma$, so that

$$
\left(\nabla_{\sigma} \xi\right)^{T}=\left(\nabla_{\xi} \sigma\right)^{T}=-B(\xi)(\sigma)=-\sum_{i=1}^{p} \mathbf{g}\left(\mathrm{II}\left(\xi, e_{i}\right), \sigma\right) e_{i}
$$

with a similar formula holding for $\left(\nabla_{\sigma} v\right)^{T}$. It follows that

$$
\begin{align*}
D_{\sigma}\left(\mathbf{g}\left(\mathrm{II}(\xi, v), f_{j}\right)\right)= & \mathbf{g}\left(\nabla_{\sigma}(\mathrm{II}(\xi, v)), f_{j}\right)+\mathbf{g}\left(\mathrm{II}(\xi, v), \nabla_{\sigma} f_{j}\right) \\
= & \mathbf{g}\left(\nabla_{\sigma} \mathrm{II}(\xi, v), f_{j}\right)+\mathbf{g}\left(\mathrm{II}\left(\nabla_{\sigma}^{T} \xi, v\right), f_{j}\right)+\mathbf{g}\left(\mathrm{II}\left(\xi, \nabla_{\sigma}^{T} v\right), f_{j}\right) \\
= & \mathbf{g}\left(\nabla_{\sigma}^{N} \mathrm{II}(\xi, v), f_{j}\right)-\sum_{i=1}^{p} \mathbf{g}\left(\mathrm{II}\left(\xi, e_{i}\right), \sigma\right) \mathbf{g}\left(\mathrm{II}\left(v, e_{i}\right), f_{j}\right)  \tag{7.9}\\
& \quad-\sum_{i=1}^{p} \mathbf{g}\left(\mathrm{II}\left(v, e_{i}\right), \sigma\right) \mathbf{g}\left(\mathrm{II}\left(\xi, e_{i}\right), f_{j}\right)
\end{align*}
$$

where the last term of the first line vanishes since, as before, $\left(\nabla_{\sigma} f_{i}\right)\left(y_{0}, 0\right)$ is tangential.
Combining (7.8) and (7.9) now yields

$$
\mathbf{g}\left(\nabla_{\sigma}^{N} \mathrm{II}(\xi, v), f_{j}\right)=-\mathbf{g}\left(\sigma, f_{j}\right) \mathbf{g}(\xi, v)+\mathbf{g}\left(\operatorname{Hess}^{N}(\sigma)(\xi, v), f_{j}\right)+\sum_{i=1}^{p} \mathbf{g}\left(\mathrm{II}\left(\xi, e_{i}\right), \sigma\right) \mathbf{g}\left(\mathrm{II}\left(v, e_{i}\right), f_{j}\right)
$$

so that

$$
\nabla_{\sigma}^{N} \mathrm{II}(\xi, v)=-\mathbf{g}(\xi, v) \sigma+\operatorname{Hess}^{N}(\sigma)(\xi, v)+\sum_{i=1}^{p} \mathbf{g}\left(\mathrm{II}\left(\xi, e_{i}\right), \sigma\right) \mathrm{II}\left(v, e_{i}\right)
$$

and the result follows upon taking the trace.
7.2. The asymptotic model I - spacelike polar coordinates. We now study the asymptotic model that will be used in the sequel. We first describe the coordinate systems of $\mathbf{H}_{+}^{p, q}$ and $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ in which our constructions will be carried out. Let $x_{0}$ be a point of $\mathbf{H}_{+}^{p, q}$. We denote the (positive) unit tangent bundle of $\mathbf{H}_{+}^{p, q}$ at $x_{0}$ by

$$
\mathrm{T}_{x_{0}}^{1} \mathbf{H}_{+}^{p, q}:=\left\{v \in \mathrm{~T}_{x_{0}} \mathbf{H}_{+}^{p, q} \mid \mathbf{g}(v, v)=1\right\} .
$$

Define $\Phi: \mathrm{T}_{x_{0}}^{1} \mathbf{H}_{+}^{p, q} \times(0, \infty) \rightarrow \mathbf{H}_{+}^{p, q}$ and $\Phi_{\infty}: \mathrm{T}_{x_{0}}^{1} \mathbf{H}_{+}^{p, q} \rightarrow \partial_{\infty} \mathbf{H}_{+}^{p, q}$ respectively by

$$
\begin{aligned}
& \Phi(v, r):=\operatorname{Exp}_{x_{0}}(r v), \text { and } \\
& \Phi_{\infty}(v):=\lim _{r \rightarrow+\infty} \operatorname{Exp}_{x_{0}}(r v),
\end{aligned}
$$

where $\operatorname{Exp}_{x_{0}}$ here denotes the exponential map of $\mathbf{H}_{+}^{p, q}$. It follows that $\Phi$ parametrizes the set of all points in $\mathbf{H}_{+}^{p, q}$ separated from $x_{0}$ by some non-trivial spacelike geodesic, whilst $\Phi_{\infty}$ parametrizes the set of end-points of all such geodesics in $\mathbf{H}_{+}^{p, q}$. We call $\Phi$ (resp. $\Phi_{\infty}$ ) spacelike polar coordinates of $\mathbf{H}_{+}^{p, q}\left(\right.$ resp. $\left.\partial_{\infty} \mathbf{H}_{+}^{p, q}\right)$ about $x_{0}$.

We now provide algebraic descriptions of the images of these parametrizations, as well as their induced metrics. Recall first that we denote the unique representative of any point $x \in \mathbf{H}_{+}^{p, q}$ in $\mathbf{Q}^{p, q}$ by $\hat{x}$, and we
denote any representative of any point $x \in \partial_{\infty} \mathbf{H}_{+}^{p, q}$ by $\hat{x}$. Let $h$ denote the pseudo-riemannian metric that $\mathrm{T}_{x_{0}}^{1} \mathbf{H}_{+}^{p, q}$ inherits as a submanifold of $\mathrm{T}_{x_{0}} \mathbf{H}_{+}^{p, q}$.
Lemma 7.4. For any $x_{0} \in \mathbf{H}_{+}^{p, q}$,
(1) $\Phi$ maps $\mathrm{T}_{x_{0}}^{1} \mathbf{H}_{+}^{p, q} \times(0, \infty)$ diffeomorphically onto the open subset $\Omega_{x_{0}} \subseteq \mathbf{H}_{+}^{p, q}$ given by

$$
\begin{equation*}
\Omega_{x_{0}}:=\left\{x \in \mathbf{H}_{+}^{p, q} \mid \mathbf{b}\left(\hat{x}, \hat{x}_{0}\right)<-1\right\}, \tag{7.10}
\end{equation*}
$$

and the pull-back of the pseudo-hyperbolic metric is

$$
\begin{equation*}
\hat{h}:=\sinh ^{2}(r) h \oplus d r^{2} . \tag{7.11}
\end{equation*}
$$

(2) $\Phi_{\infty}$ maps ${T_{x_{0}}^{1}}_{\mathbf{H}_{+}^{p, q}}^{\text {conformally diffeomorphically onto the open subset } \Omega_{x_{0}, \infty} \subseteq \partial_{\infty} \mathbf{H}_{+}^{p, q} \text { given by }}$

$$
\begin{equation*}
\Omega_{x_{0}, \infty}:=\left\{x \in \partial_{\infty} \mathbf{H}_{+}^{p, q} \mid \mathbf{b}\left(\hat{x}, \hat{x}_{0}\right)<0\right\} . \tag{7.12}
\end{equation*}
$$

Proof. For any spacelike vector $u \in \mathrm{~T}_{\hat{x}_{0}} \mathbf{Q}^{p, q}$, the geodesic leaving $\hat{x}_{0}$ in the direction of $u$ is

$$
\gamma_{u}(t):=\cosh (t\|u\|) \hat{x}_{0}+\frac{1}{\|u\|} \sinh (t\|u\|) u .
$$

Indeed, this is the unique constant-speed parametrised curve in the intersection of $\mathbf{Q}^{p, q}$ with the plane spanned by $\hat{x}_{0}$ and $u$ having velocity $u$ at $\hat{x}_{0}$. It follows that, for all $(u, r) \in \mathrm{T}_{x_{0}}^{1} \mathbf{Q}^{p, q} \times(0, \infty)$,

$$
\begin{equation*}
\hat{\Phi}(u, r)=\cosh (r) \hat{x}_{0}+\sinh (r) u . \tag{7.13}
\end{equation*}
$$

We now show that $\operatorname{Im}(\Phi)=\Omega_{x_{0}}$. Indeed, for all $(u, r)$, since $\mathbf{b}\left(u, \hat{x}_{0}\right)=0$,

$$
\mathbf{b}\left(\hat{\Phi}(u, r), \hat{x}_{0}\right)=-\cosh (r)<-1,
$$

so that $\Phi(u, r) \in \Omega_{x_{0}}$. Conversely, we verify that every $y \in \Omega_{x_{0}}$ satisfies $\hat{y}=\hat{\Phi}(u, r)$, where

$$
\begin{aligned}
r & :=\operatorname{arccosh}\left(-\mathbf{b}\left(\hat{x}_{0}, \hat{y}\right)\right), \text { and } \\
u & :=\frac{1}{\sinh (r)} \hat{y}-\operatorname{coth}(r) \hat{x}_{0},
\end{aligned}
$$

so that $\operatorname{Im}(\Phi)=\Omega_{x_{0}}$, as desired.
Upon letting $r$ tend to $+\infty$ in (7.13), we see that

$$
\hat{\Phi}_{\infty}(u)=\hat{x}_{0}+u .
$$

We now show that $\operatorname{Im}\left(\Phi_{\infty}\right)=\Omega_{x_{0}, \infty}$. Indeed, for all $u$, since $\mathbf{b}\left(u, \hat{x}_{0}\right)=0$,

$$
\mathbf{b}\left(\hat{\Phi}_{\infty}(u), \hat{x}_{0}\right)=-1
$$

so that $\hat{\Phi}_{\infty}(u) \in \Omega_{x_{0}, \infty}$. Conversely, given $y \in \Omega_{x_{0}, \infty}$, we may suppose that $\mathbf{b}\left(\hat{y}, \hat{x}_{0}\right)=-1$, and we verify that $u:=\hat{y}-\hat{x}_{0}$ satisfies $\mathbf{b}\left(u, \hat{x}_{0}\right)=0$ and $\mathbf{b}(u, u)=1$. Since

$$
\hat{y}=\hat{\Phi}_{\infty}(u),
$$

it follows that $\hat{y} \in \operatorname{Im}\left(\hat{\Phi}_{\infty}\right)$, so that $\operatorname{Im}\left(\hat{\Phi}_{\infty}\right)=\Omega_{x_{0}, \infty}$, as desired.
It remains only to study the induced metrics. Let $v$ be a tangent vector to $\mathrm{T}_{x_{0}}^{1} \mathbf{H}_{+}^{p, q}$ at $u$. Differentiating (7.13) yields

$$
\begin{aligned}
& D \hat{\Phi}(u, r) \cdot(v, 0)=\sinh (r) v, \text { and } \\
& D \hat{\Phi}(u, r) \cdot(0,1)=\sinh (r) \hat{x}_{0}+\cosh (r) u,
\end{aligned}
$$

so that

$$
\mathbf{b}(D \hat{\Phi}(u, r) \cdot(v, t), D \hat{\Phi}(u, r) \cdot(v, t)):=\sinh (r) \mathbf{b}(v, v)+t^{2},
$$

as desired. Finally, since

$$
D \hat{\Phi}_{\infty}(u) \cdot v=v,
$$

$\hat{\Phi}_{\infty}$ is conformal, and this completes the proof.

Remark 7.5. In view of the proof of Theorem 7.1 that will be given below, it will be useful to observe that if $N_{p}$ and $N_{q}$ denote the respective north poles of $\mathbf{S}^{p}$ and $\mathbf{S}^{q}$, then in any Fermi parametrization $\Psi: \mathbf{S}_{+}^{p} \times \mathbf{S}^{q} \rightarrow$ $\mathbf{H}_{+}^{p, q}$ such that $\Psi\left(N_{p}, N_{q}\right)=x_{0}, \Omega_{x_{0}, \infty}=\Psi\left(\mathbf{S}^{p-1} \times \mathbf{S}_{+}^{q}\right)$ where $\mathbf{S}_{+}^{q}$ the open hemisphere about $N_{q}$ in $\mathbf{S}^{q}$. Indeed, using the notation of Section 3.2, it follows from (3.8) that, if $\hat{x}=: \hat{\Psi}(u, w)$, then

$$
\mathbf{b}\left(\hat{x}, \hat{x}_{0}\right)=-\left\langle N_{q}, w\right\rangle_{W}=-\cos \left(d_{\mathbf{s}}\left(N_{q}, w\right)\right),
$$

which is negative if and only if $d_{\mathbf{S}}\left(N_{q}, w\right)<\pi / 2$.
We henceforth identify $\mathrm{T}_{x_{0}} \mathbf{H}_{+}^{p, q}$ with $\mathbf{R}^{p, q}$ and $\mathrm{T}_{x_{0}}^{1} \mathbf{H}_{+}^{p, q}$ with the pseudo-sphere $\mathbf{S}^{p-1, q}$ of vectors $v \in \mathbf{R}^{p, q}$ on which the quadratic form of $\mathbf{R}^{p, q}$ takes the value +1 . The tangent bundle of $\mathbf{S}^{p-1, q} \times(0, \infty)$ trivially identifies with $\pi_{1}^{*} T \mathbf{S}^{p-1, q} \oplus \mathbf{R}$, where $\pi_{1}$ here denotes projection onto the first factor. We say that a vector field is horizontal whenever it takes values in $\pi_{1}^{*} \mathrm{~T} \mathbf{S}^{p-1, q}$. Let $\partial_{r}$ denote the unit normal vector field in the $r$-direction. By (7.11) every horizontal vector field is orthogonal to $\partial_{r}$.
Lemma 7.6. Let $\nabla$ and $\hat{\nabla}$ denote respectively the Levi-Civita covariant derivatives of $h$ and $\hat{h}$. For all horizontal vector fields $\xi$ and $v$,

$$
\begin{align*}
\hat{\nabla}_{\xi} \nu & =\left(\pi_{1}^{*} \nabla\right)_{\xi^{\prime}} v-\cosh (r) \sinh (r) h(\xi, v) \partial_{r}, \\
\hat{\nabla}_{\xi} \partial_{r} & =\operatorname{coth}(r) \xi,  \tag{7.14}\\
\hat{\nabla}_{\partial_{r}} \xi & =\operatorname{coth}(r) \xi+\left[\partial_{r}, \xi\right], \text { and } \\
\hat{\nabla}_{\partial_{r}} \partial_{r} & =0 .
\end{align*}
$$

Remark 7.7. Note that in the product space $\mathbf{S}^{p-1, q} \times(0, \infty)$ we may view horizontal vector fields as $r$ dependent families of tangent vector fields over $\mathbf{S}^{p-1, q}$, every horizontal vector field then satisfies $\left[\partial_{r}, \xi\right]=$ $\partial_{r} \xi$.
Proof. The fourth identity follows from the fact that vertical lines in this parametrization are unit speed geodesics. For all $r$, let $A_{r}$ denote the shape operator of $\mathbf{S}^{p-1, q} \times\{r\}$, that is

$$
\hat{\nabla}_{\xi} \partial_{r}=A_{r} \cdot \xi
$$

A standard exercise in the geometry of quadrics shows that, for all $r$,

$$
A_{r}=\operatorname{coth}(r) \operatorname{Id}
$$

This proves the second identity, and the third identity follows since $\hat{\nabla}$ is torsion free. For all $r$, the restriction of $\hat{h}$ to $\mathbf{S}^{p-1, q} \times\{r\}$ is a scalar multiple of $h$. Since $\partial_{r}$ is spacelike, it follows that

$$
\begin{aligned}
\hat{\nabla}_{\xi} \nu & =\left(\pi_{1}^{*} \nabla\right)_{\xi v}+\hat{h}\left(\hat{\nabla}_{\xi} v, \partial_{r}\right) \partial_{r} \\
& =\left(\pi_{1}^{*} \nabla\right)_{\xi^{v}}-\hat{h}\left(v, \nabla_{\xi} \partial_{r}\right) \partial_{r} \\
& =\left(\pi_{1}^{*} \nabla\right)_{\xi v} v-\hat{h}\left(v, A_{r} \cdot \xi\right) \partial_{r} \\
& =\left(\pi_{1}^{*} \nabla\right)_{\xi v} v \operatorname{coth}(r) \hat{h}(v, \xi) .
\end{aligned}
$$

The first identity follows, and this completes the proof.
7.3. The asymptotic model II - radially parametrized cones. We continue to use the notation of the preceding section. Given a spacelike submanifold $X \subset \mathrm{~T}_{x_{0}}^{1} \mathbf{H}_{+}^{p, q}$ we define

$$
\begin{aligned}
\hat{X} & :=\Phi(X \times(0, \infty)), \text { and } \\
X_{\infty} & :=\Phi_{\infty}(X),
\end{aligned}
$$

and we call these submanifolds respectively the cone of $X$ and its ideal projection. Trivially $X_{\infty}=\partial_{\infty} \hat{X}$, and we will always assume that the latter is a spacelike $(p-1)$-sphere.

We first study the infinitesimal geometry of cones.

Lemma 7.8. Let $g$ and $\hat{g}$ denote respectively the metrics of $X$ and $\hat{X}$. Then

$$
\begin{equation*}
\Phi^{*} \hat{g}=\sinh ^{2}(r) g \oplus d r^{2} \tag{7.15}
\end{equation*}
$$

Proof. Indeed, in spacelike polar coordinates,

$$
\hat{X}=X \times(0,+\infty),
$$

and the result follows by (7.11).
Let $\mathrm{N} X$ and $\mathrm{N} \hat{X}$ denote respectively the normal bundles over $X$ and $\hat{X}$ in $\mathbf{S}^{p-1, q}$ and $\mathbf{H}^{p, q}$. Since $\partial_{r}$ is tangent to $\hat{X}$, with the above identification,

$$
\begin{equation*}
\mathrm{N} \hat{X}=\pi_{1}^{*} \mathrm{~N} X . \tag{7.16}
\end{equation*}
$$

Lemma 7.9. Let II (respectively $\hat{\mathrm{I}})$ denote the second fundamental forms of $X$ (respectively $\hat{X}$ ) with respect to $h$ (resp. $\hat{h}$ ), and let $H$ (resp. $\hat{H}$ ) denote its mean curvature vector. Then

$$
\begin{align*}
& \hat{\mathrm{I}}=\pi_{1}^{*} \mathrm{II}, \text { and } \\
& \hat{H}=\frac{\pi_{1}^{*} H}{\sinh ^{2}(r)} \tag{7.17}
\end{align*}
$$

Proof. Indeed, by (7.14), for all horizontal $\xi$ and $v$,

$$
\hat{\Pi}(\xi, v)=\pi^{N}\left(\hat{\nabla}_{\xi} v\right)=\pi^{N}\left(\left(\pi_{1}^{*} \nabla\right)_{\xi} v\right)=\left(\pi_{1}^{*} \mathrm{II}\right)(\xi, v) .
$$

Likewise, for all horizontal $\xi$,

$$
\hat{\Pi}\left(\partial_{r}, \xi\right)=\hat{\Pi}\left(\xi, \partial_{r}\right)=\pi^{N}\left(\hat{\nabla}_{\xi} \partial_{r}\right)=\pi^{N}(\operatorname{coth}(r) \xi)=0 .
$$

Finally,

$$
\hat{\Pi}\left(\partial_{r}, \partial_{r}\right)=\pi^{N}\left(\nabla_{\partial_{r}} \partial_{r}\right)=0,
$$

and this proves the first identity. The second identity follows by (7.15) upon taking the trace, and this completes the proof.
Lemma 7.10. Let $\nabla^{N}$ and $\hat{\nabla}^{N}$ denote the respective covariant derivatives of $\mathrm{N} X$ and $\mathrm{N} \hat{X}$. For all $k$,

$$
\begin{equation*}
\left\|\left(\hat{\nabla}^{N}\right)^{k}\left(\sinh (r)^{-1} \hat{I}\right)\right\|=\sinh ^{-(k+2)}(r)\left\|\nabla^{k} \mathrm{II}\right\| \circ \pi_{1} . \tag{7.18}
\end{equation*}
$$

Likewise,

$$
\begin{equation*}
\left\|\left(\hat{\nabla}^{N}\right)^{k}\left(\sinh (r)^{-1} \hat{H}\right)\right\|=\sinh ^{-(k+2)}(r)\left\|\nabla^{k} H\right\| \circ \pi_{1} \tag{7.19}
\end{equation*}
$$

Proof. From (7.14), since $\partial_{r}$ is tangent to $\hat{X}$, for every section $\sigma$ of $\hat{N} \hat{X}$, and for every horizontal vector field $\xi$,

$$
\begin{aligned}
\hat{\nabla}_{\xi}^{N} \sigma & =\left(\pi_{1}^{*} \nabla^{N}\right)_{\xi} \sigma, \text { and } \\
\hat{\nabla}_{\partial_{r}}^{N} \sigma & =\operatorname{coth}(r) \sigma+\left[\partial_{r}, \sigma\right] .
\end{aligned}
$$

Consequently, for all such $\xi$,

$$
\hat{\nabla}_{\xi}^{N}\left(\sinh (r)^{-1} \hat{\mathrm{I}}\right)=\left(\pi_{1}^{*} \nabla^{N}\right)_{\xi}\left(\sinh (r)^{-1} \hat{\mathrm{I}}\right)=\sinh (r)^{-1}\left(\pi_{1}^{*}\left(\nabla^{N} \mathrm{II}\right)\right)_{\xi} .
$$

Likewise, since $\pi_{1}^{*} I I$ is constant in the radial direction,

$$
\hat{\nabla}_{\partial_{r}}^{N}\left(\sinh (r)^{-1} \hat{\mathrm{I}}\right)=\hat{\nabla}_{\partial_{r}}^{N}\left(\sinh (r)^{-1} \pi_{1}^{*} \mathrm{II}\right)=0=\sinh (r)^{-1}\left(\pi_{1}^{*}\left(\nabla^{N} \mathrm{II}\right)\right)_{\partial_{r}} .
$$

Iterating this argument yields, for all $k$,

$$
\left(\hat{\nabla}^{N}\right)^{k}\left(\sinh (r)^{-1} \hat{\mathrm{I}}\right)=\sinh (r)^{-1} \pi_{1}^{*}\left(\left(\nabla^{N}\right)^{k} \mathrm{II}\right)
$$

The first identity follows by (7.11), and the second follows upon taking the trace.

We now study the asymptotic geometry of cones. Denote

$$
\begin{equation*}
P_{0}:=\mathbf{R}^{p} \times\{0\} \subset \mathbf{R}^{p, q}, \tag{7.20}
\end{equation*}
$$

and let $P$ denote the totally-geodesic subspace in $\mathbf{H}^{p, q}$ tangent to $P_{0}$ at $x_{0}$.
Lemma 7.11. Let $X$ be a spacelike sphere in $\mathbf{S}^{p-1, q}$, and let $\left\{x_{m}\right\}_{m \in \mathbf{N}}$ be a divergent sequence in $\hat{X}$. If $\left\{\alpha_{m}\right\}_{m \in \mathbf{N}}$ is a sequence of isometries of $\mathbf{H}^{p, q}$ such that, for all $m$,

$$
\begin{align*}
\alpha_{m}\left(x_{m}\right) & =x_{0}, \text { and } \\
D \alpha_{m}\left(T_{x_{m}} \hat{X}\right) & =P_{0}, \tag{7.21}
\end{align*}
$$

then $\left\{\alpha_{m}(\hat{X})\right\}_{m \in \mathbf{N}}$ converges in the $C_{\text {loc }}^{\infty}$ sense to $P$, and $\left\{\alpha_{m}\left(X_{\infty}\right)\right\}_{m \in \mathbf{N}}$ converges in the Hausdorff sense to $\partial_{\infty} P$. In particular, $\hat{X}$ has bounded geometry.
Proof. Note first that, upon suitably modifying $\hat{X}$ in an arbitrarily small neighbourhood of $x_{0}$, we may suppose that this submanifold is smooth and spacelike. For all $m$, denote $Y_{m}:=\alpha_{m}(X)$. By Lemma 7.8 and Lemma 3.11 (1), for all $m, Y_{m}$ is an entire graph of some smooth 1-Lipschitz function $\varphi_{m}$, say. By (7.18) and Lemma 3.16 (1), the sequence $\left\{Y_{m}\right\}_{m \in \mathbf{N}}$ is locally uniformly spacelike. By (7.18) again, and reasoning as in the proof of Theorem 5.3, we see that the derivatives of $\left\{\varphi_{m}\right\}_{m \in \mathbf{N}}$ to all orders are locally uniformly bounded, so that this sequence is compact in the $C_{\mathrm{loc}}^{\infty}$ sense. Let $\varphi_{\infty}$ be an accumulation point and let $Y_{\infty}$ denote its graph. Since the intrinsic distance from $x_{m}$ to $x_{0}$ tends to infinity, by (7.18) again, $Y_{\infty}$ is totally-geodesic, and since $T_{x_{0}} Y_{\infty}=P_{0}$, it follows that $Y_{\infty}=P$. The sequence $\left\{Y_{m}\right\}_{m \in \mathbf{N}}$ is thus $C_{\text {loc }}^{\infty}$-precompact with $P$ as its unique accumulation point, and therefore converges in the $C_{\text {loc }}^{\infty}$ sense to $P$, as desired. Finally, since $\mathcal{E}_{+}$is precompact in the Hausdorff topology, this sequence also converges in the Hausdorff sense to $P$. It follows by continuity of the asymptotic boundary operator $\partial_{\infty}$ that $\left\{\alpha_{m}\left(X_{\infty}\right)\right\}_{m \in \mathbf{N}}=\left\{\partial_{\infty} \alpha_{m}(\hat{X})\right\}_{m \in \mathbf{N}}$ converges in the Hausdorff sense to $\partial_{\infty} P$, and this completes the proof.

It remains only to describe how cones model the non-compact ends of maximal graphs. For all $r_{0}>0$, let $\hat{X}_{r_{0}}$ denote the image of $X \times\left(r_{0}, \infty\right)$ under $\Phi$. We call $\hat{X}_{r_{0}}$ the truncated cone over $X$ of inner radius $r_{0}$.
Lemma 7.12. Let $X$ be a smooth spacelike sphere in $\mathbf{S}^{p-1, q}$ and let $M$ be a complete maximal p-submanifold in $\mathbf{H}_{+}^{p, q}$ such that $\partial_{\infty} M=X_{\infty}$. There exists a compact subset $K \subseteq M, r_{0}>0$ and a smooth section $\sigma \in \Gamma\left(\mathrm{N} \hat{X}_{r_{0}}\right)$ such that $M \backslash K$ is the graph of $\sigma$ over $\hat{X}_{r_{0}}$. Furthermore, for all $k$, $\left\|J^{k} \sigma(x)\right\|$ tends to zero as $x$ tends to infinity. In particular, $M$ has bounded geometry.
Proof. It will suffice to show that with $\left\{x_{m}\right\}_{m \in \mathbf{N}}$ and $\left\{\alpha_{m}\right\}_{m \in \mathbf{N}}$ as in Lemma 7.11, $\left\{\alpha_{m}(M)\right\}_{m \in \mathbf{N}}$ also converges in the $C_{\text {loc }}^{\infty}$ sense to $P$. Indeed, when this holds, there exists $r_{0}>0$ such that, for all $(x, r) \in \hat{X}_{r_{0}}$, a portion of $M$ is the graph of some normal section $\sigma_{x, r}$ over the unit ball about this point. We now claim that the family $\left(\sigma_{x, r}\right)_{r>r_{0}}$ joins together to yield a normal section over $\hat{X}_{r_{0}}$. Indeed, note first that, upon choosing a suitable Fermi chart, any totally-geodesic timelike sphere can be represented as $\{0\} \times \mathbf{S}^{q}$. Since $M$ is an entire graph in any such chart, it intersects every such sphere exactly once, so that, for all $(x, r)$ and $\left(x^{\prime}, r^{\prime}\right)$, the sections $\sigma_{x, r}$ and $\sigma_{x^{\prime}, r^{\prime}}$ coincide over the intersection $B_{1}(x, r) \cap B_{1}\left(x^{\prime}, r^{\prime}\right)$, and the family $\left(\sigma_{x, r}\right)_{r>r_{0}}$ joins together to yield a normal section $\sigma$ over $\hat{X}_{r_{0}}$, as asserted. The graph of this section is trivially the complement of some compact subset of $M$, and the result follows.

We now prove the assertion. Note that any accumulation point $M_{\infty}$ of the sequence $\left\{\alpha_{m}(M)\right\}_{m \in \mathbf{N}}$ satisfies $\partial_{\infty} M_{\infty}=\partial_{\infty} P$, and therefore contains no complete lightlike ray. It follows by Theorem 5.1 that $\left\{\alpha_{m}(M)\right\}_{m \in \mathbf{N}}$ is relatively compact in the $C_{\text {loc }}^{\infty}$ topology and that every accumulation point $M_{\infty}$ is a complete maximal graph satisfying $\partial_{\infty} M_{\infty}=\partial_{\infty} P$, so that, by uniqueness, $M_{\infty}=P$. In other words, $\left\{\alpha_{m}\right\}_{m \in \mathbf{N}}$ is $C_{\text {loc }}^{\infty}$ pre-compact with $P$ as its unique accumulation point, and therefore converges in the $C_{\text {loc }}^{\infty}$ sense to $P$, as desired.
7.4. Elliptic estimates I - differential operators over the line. We now determine elliptic estimates for the actions of the Jacobi operator on Sobolev and Hölder spaces defined over cones and maximal graphs. As explained in the introduction to this section, pre-elliptic estimates will first be obtained using general properties of elliptic operators over manifolds of bounded geometry (see, for example, Lemmas 7.19 and
7.24), and the main challenge will lie in transforming these pre-elliptic estimates into elliptic estimates. This will follow from a standard estimate for solutions of a certain family of ordinary differential operators defined over an unbounded interval which we now study.

The main idea of this section is well illustrated by the operator

$$
\begin{equation*}
L:=\partial_{x}^{2}-1 \tag{7.22}
\end{equation*}
$$

defined over $C^{2}([0, \infty))$. The general solution of the equation $L u=0$ is

$$
\begin{equation*}
u(x):=A e^{x}+B e^{-x} \tag{7.23}
\end{equation*}
$$

so that if $u$ is a bounded solution of $L u=0$, then

$$
\begin{equation*}
\|u\|_{C^{0}} \leq|u(0)| \tag{7.24}
\end{equation*}
$$

That is, when $u$ is bounded, its supremum over the non-compact interval $[0, \infty)$ is bounded in terms of its value over the compact set $\{0\}$. It is this simple yet powerful idea that underlies the estimates derived below.

It will be helpful to recall the following definition from the theory of partial differential equations (see [CIL92]). Let $f:(a, b) \rightarrow \mathbf{R}$ be a continuous function, and let $P$ be a second-order differential operator. For all $c \in(a, b)$ and $v \in \mathbf{R}$, we say that $(P f)(c) \geq v$ in the viscosity sense whenever it has the property that, for all smooth $g:(a, b) \rightarrow \mathbf{R}$ such that $g \geq f$ and $g(c)=f(c)$,

$$
\begin{equation*}
(P g)(c) \geq v \tag{7.25}
\end{equation*}
$$

The theory of viscosity solutions is designed to be the most general framework in which the pointwise maximum principle applies.

Lemma 7.13. Let

$$
\begin{equation*}
P:=P(x, \xi):=\xi^{2}+a(x) \xi+b(x) \tag{7.26}
\end{equation*}
$$

be a $C^{0}$ family of monic quadratic polynomials in $\xi$ such that

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} P(x, \xi)=: P_{\infty}(\xi)=: \xi^{2}+a_{\infty} \xi+b_{\infty} \tag{7.27}
\end{equation*}
$$

If $P_{\infty}(0)<-\delta$, for some $\delta>0$, then there exists $C>0$ such that for any $A \geq 0$ and for any bounded function $u:[0, \infty) \rightarrow[0, \infty)$ satisfying

$$
\begin{equation*}
P\left(x, \partial_{x}\right) u \geq-A \tag{7.28}
\end{equation*}
$$

in the viscosity sense,

$$
\begin{equation*}
\left\|\left.u\right|_{[C, \infty)}\right\|_{L^{\infty}} \leq \frac{A}{\delta}+|u(C)| \tag{7.29}
\end{equation*}
$$

Proof. Let $\alpha>0$ be such that $P_{\infty}(\xi)<-\delta$ for all $\xi \in[-2 \alpha, 2 \alpha]$. Let $C>0$ be such that, for all $x \geq C$, and for all $\xi \in[-\alpha, \alpha]$,

$$
P(x, \xi)<-\delta
$$

In particular, for all such $x$,

$$
b(x)=P(x, 0)<0
$$

For all $R \in \mathbf{R}$, and for all $x \geq C$,

$$
\begin{aligned}
& P\left(x, \partial_{x}\right) e^{\alpha x+R}=P(x, \alpha) e^{\alpha x+R} \leq-\delta e^{\alpha x+R}, \text { and } \\
& P\left(x, \partial_{x}\right) e^{-\alpha x+R}=P(x,-\alpha) e^{-\alpha x+R} \leq-\delta e^{-\alpha x+R}
\end{aligned}
$$

so that

$$
P\left(x, \partial_{x}\right) \cosh (\alpha x+R) \leq-\delta \cosh (\alpha x+R)
$$

We now define

$$
M(R):=\max \left\{\frac{|u(C)|}{\cosh (R)}, \frac{A}{\delta}\right\}
$$

The function $v(x, R):=u(x)-M(R) \cosh (\alpha x+R)$ then satisfies
(1) $v(C, R) \leq 0$,
(2) $\lim _{x \rightarrow \infty} v(x, R)=-\infty$, and
(3) for any $x \geq C$, in the viscosity sense,

$$
\begin{aligned}
P\left(x, \partial_{x}\right) v(x, R) & =P\left(x, \partial_{x}\right) u(x)-M(R) P\left(x, \partial_{x}\right) \cosh (\alpha x+R) \\
& \geq-A+\delta M(R) \cosh (\alpha x+R) \\
& \geq 0
\end{aligned}
$$

Fix $R$ and let $x_{0}$ be a maximum of $v(\cdot, R)$ in $[C,+\infty)$. If $x_{0}>C$, then, denoting by $f$ the constant function equal to $v\left(x_{0}, R\right)$,

$$
b\left(x_{0}\right) v\left(x_{0}, R\right)=\left.P\left(x, \partial_{x}\right) f(x)\right|_{x=x_{0}} \geq\left. P\left(x, \partial_{x}\right) v(x, R)\right|_{x=x_{0}} \geq 0
$$

Since $b\left(x_{0}\right)<0$, it follows that

$$
\sup _{x \geq C} v(x) \leq v\left(x_{0}\right) \leq 0
$$

so that, for all $x \geq C$,

$$
u(x) \leq M(R) \cosh (\alpha x+R)
$$

Setting $R=-\alpha x$ now yields, for all $x \geq C$,

$$
u(x) \leq M(R) \leq \frac{A}{\delta}+|u(C)|
$$

as desired.
The following corollary will be useful for obtaining estimates over Hölder spaces.
Corollary 7.14. Under the hypotheses of Lemma 7.13, there exists $C>0$ such that, for all $A, B>0$, and for all bounded $u:[0, \infty) \rightarrow[0, \infty)$ satisfying

$$
\begin{equation*}
P\left(x, \partial_{x}\right) u \geq-A-B\|u\|_{L^{\infty}}^{\frac{1}{2}} \tag{7.30}
\end{equation*}
$$

in the viscosity sense,

$$
\begin{equation*}
\|u\|_{L^{\infty}} \leq \frac{2 A}{\delta}+\frac{B^{2}}{\delta^{2}}+2\left\|\left.u\right|_{[0, C]}\right\|_{L^{\infty}} . \tag{7.31}
\end{equation*}
$$

Proof. Indeed, by Lemma 7.13, there exists $C>0$ such that, for all such $A, B$ and $u$,

$$
\|u\|_{L^{\infty}} \leq \frac{A}{\delta}+\frac{B}{\delta}\|u\|_{L^{\infty}}^{\frac{1}{2}}+\left\|\left.u\right|_{[0, C]}\right\|_{L^{\infty}} .
$$

However, by the algebraic-geometric mean inequality,

$$
\frac{B}{\delta}\|u\|_{L^{\infty}}^{\frac{1}{2}} \leq \frac{B^{2}}{2 \delta^{2}}+\frac{1}{2}\|u\|_{L^{\infty}}
$$

and the result follows upon combining these relations.
The following variant of Lemma 7.13 which will serve to obtain estimates over Sobolev spaces.
Lemma 7.15. Let

$$
\begin{equation*}
P:=P(x, \xi):=\xi^{2}+a(x) \xi+b(x) \tag{7.32}
\end{equation*}
$$

be a $C^{1}$ family of monic quadratic polynomials in $\xi$ such that

$$
\begin{align*}
\lim _{x \rightarrow+\infty} P(x, \xi) & =: P_{\infty}(\xi)=: \xi^{2}+a_{\infty} \xi+b_{\infty}, \text { and } \\
\lim _{x \rightarrow+\infty} a^{\prime}(x) & =0 \tag{7.33}
\end{align*}
$$

If $P_{\infty}(0)<-\delta$, for some $\delta>0$, then there exists $C>0$ such that, for all smooth, integrable $u, v:[0, \infty) \rightarrow$ $[0, \infty)$, if

$$
\begin{equation*}
P\left(x, \partial_{x}\right) u \geq-v \tag{7.34}
\end{equation*}
$$

then

$$
\begin{equation*}
\|u\|_{L^{1}} \leq \frac{2}{\delta}\|v\|_{L^{1}}+\frac{2}{\delta}\left(2+\left|a_{\infty}\right|\right)\left\|\left.u\right|_{[0, C]}\right\|_{W^{1,1}} \tag{7.35}
\end{equation*}
$$

Proof. Choose $x_{0} \in(0, \infty)$ such that, for all $x \geq x_{0}$,

$$
\begin{equation*}
\left|a(x)-a_{\infty}\right|<1-\frac{\delta}{2},\left|a^{\prime}(x)\right|<\frac{\delta}{4} \text { and }\left|b(x)-b_{\infty}\right|<\frac{\delta}{8} . \tag{7.36}
\end{equation*}
$$

Define

$$
f(x):=\int_{x_{0}}^{x} u(t) d t
$$

We will show that $f$ satisfies a second order differential relation of the type addressed by Lemma 7.13. Indeed, upon integrating by parts, we obtain

$$
\begin{aligned}
\int_{x_{0}}^{x} P\left(t, \partial_{t}\right) u(t) d t= & \int_{x_{0}}^{x} u^{\prime \prime}(t)+a(t) u^{\prime}(t)+b(t) u(t) d t \\
= & {\left[u^{\prime}(t)\right]_{x_{0}}^{x}+[a(t) u(t)]_{x_{0}}^{x}-\int_{x_{0}}^{x} a^{\prime}(t) u(t) d t+b(x) f(x)-\int_{x_{0}}^{x}(b(x)-b(t)) u(t) d t } \\
= & f^{\prime \prime}(x)-u^{\prime}\left(x_{0}\right)+a(x) f^{\prime}(x)-a\left(x_{0}\right) u\left(x_{0}\right) \\
& \quad-\int_{x_{0}}^{x} a^{\prime}(t) u(t) d t+b(x) f(x)-\int_{x_{0}}^{x}(b(x)-b(t)) u(t) d t \\
= & P\left(x, \partial_{x}\right) f-u^{\prime}\left(x_{0}\right)-a\left(x_{0}\right) u\left(x_{0}\right)-\int_{x_{0}}^{x} a^{\prime}(t) u(t) d t-\int_{x_{0}}^{x}(b(x)-b(t)) u(t) d t
\end{aligned}
$$

Thus, bearing in mind (7.36),

$$
P\left(x, \partial_{x}\right) f(x) \geq-\|v\|_{L^{1}}-\left|u^{\prime}\left(x_{0}\right)\right|-\left|a\left(x_{0}\right)\right|\left|u\left(x_{0}\right)\right|-\frac{\delta}{2}\left\|\left.u\right|_{\left[x_{0}, \infty\right)}\right\|_{L^{1}}
$$

Noting that $f\left(x_{0}\right)=0$, it follows by Lemma 7.13 that, upon increasing $x_{0}$ further if necessary,

$$
\left\|\left.u\right|_{\left[x_{0}, \infty\right)}\right\|_{L^{1}}=\|f\|_{L^{\infty}} \leq \frac{1}{\delta}\left(\|v\|_{L^{1}}+\left|u^{\prime}\left(x_{0}\right)\right|+\left|a\left(x_{0}\right)\right|\left|u\left(x_{0}\right)\right|\right)+\frac{1}{2}\left\|\left.u\right|_{\left[x_{0}, \infty\right)}\right\|_{L^{1}}
$$

so that

$$
\left\|\left.u\right|_{\left[x_{0}, \infty\right)}\right\|_{L^{1}} \leq \frac{2}{\delta}\left(\|v\|_{L^{1}}+\left|u^{\prime}\left(x_{0}\right)\right|+\left|a\left(x_{0}\right)\right|\left|u\left(x_{0}\right)\right|\right)
$$

It remains only to reformulate the right-hand side in terms of integral norms. Upon averaging, we obtain

$$
\left\|\left.u\right|_{\left[x_{0}+1, \infty\right)}\right\|_{L^{1}} \leq \int_{0}^{1}\left\|\left.u\right|_{\left[x_{0}+s, \infty\right)}\right\|_{L^{1}} d s \leq \frac{2}{\delta}\|v\|_{L^{1}}+\frac{2}{\delta}\left(2-\frac{\delta}{2}+\left|a_{\infty}\right|\right)\left\|\left.u\right|_{\left[x_{0}, x_{0}+1\right]}\right\|_{W^{1,1}}
$$

Finally,

$$
\left\|\left.u\right|_{\left[0, x_{0}+1\right]}\right\|_{L^{1}} \leq\left\|\left.u\right|_{\left[0, x_{0}+1\right]}\right\|_{W^{1,1}}
$$

and the result follows upon combining these last two relations.
Applying the algebraic-geometric mean inequality as in the proof of Corollary 7.14, we obtain the following useful variant of Lemma 7.15.

Corollary 7.16. Under the hypotheses of Lemma 7.15, there exists $C>0$ such that, for all $A, B>0$, and for all smooth, integrable $u, v:[0, \infty) \rightarrow[0, \infty)$, if

$$
\begin{equation*}
P\left(x, \partial_{x}\right) u \geq-u^{\frac{1}{2}} v^{\frac{1}{2}} \tag{7.37}
\end{equation*}
$$

then

$$
\begin{equation*}
\|u\|_{L^{1}} \leq \frac{4}{\delta^{2}}\|v\|_{L^{1}}+\frac{4}{\delta}\left(2+\left|a_{\infty}\right|\right)\left\|\left.u\right|_{[0, C]}\right\|_{W^{1,1}} \tag{7.38}
\end{equation*}
$$

7.5. Elliptic estimates II - weighted Sobolev spaces. We now introduce the weighted function spaces that we will use to construct perturbations of maximal graphs. We first study weighted Sobolev spaces, where we will be able to prove invertibility using duality arguments. This will then be used in the next section as the basis for proving invertibility in the Hölder space case. Recall that, given a spacelike sphere $X$ in $\mathrm{T}_{x_{0}}^{1} \mathbf{H}^{p, q}$, the corresponding cone is $\hat{X}=\Phi(X \times(0,+\infty))$ and the truncated cone is $\hat{X}_{r_{0}}=\Phi\left(X \times\left[r_{0},+\infty\right)\right)$. For $\omega \in \mathbf{R}$, let $\mu_{\omega}$ denote the operator of multiplication by $e^{\omega r}$, acting on $\Gamma(\mathrm{N} \hat{X})$ or $\Gamma\left(\mathrm{N} \hat{X}_{r_{0}}\right)$. For $k \in \mathbf{N}$, $l \in[1, \infty)$, and $\omega \in \mathbf{R}$, we define the $\omega$-weighted Sobolev norm by

$$
\begin{equation*}
\|\sigma\|_{W_{\omega}^{k, l}}:=\left\|\mu_{-\omega} \sigma\right\|_{W^{k, l}} \tag{7.39}
\end{equation*}
$$

For all $k \in \mathbf{N}, l \in[1, \infty)$, and $\omega \in \mathbf{R}$, we define the $\omega$-weighted Sobolev space $W_{\omega}^{k, l}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ to be the completion of $C_{0}^{\infty}\left(\mathrm{N} \hat{X}_{r_{0}}\right)$ with respect to the $\omega$-weighted Sobolev norm. For all such $k, l$ and $\omega$, let $W_{\omega, 0}^{k, l}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ denote the subspace of $W_{\omega}^{k, l}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ consisting of those sections which vanish over $X \times\left\{r_{0}\right\}$. The key to understanding the theory of weighted function spaces lies in the observation that, for all $k, p$ and $\omega$, the map

$$
\begin{equation*}
\mu_{\omega}: W^{k, l}\left(\mathrm{~N} \hat{X}_{r_{0}}\right) \rightarrow W_{\omega}^{k, l}\left(\mathrm{~N} \hat{X}_{r_{0}}\right) \tag{7.40}
\end{equation*}
$$

is an isometric isomorphism with inverse $\mu_{-\omega}$. Functional properties of any operator $L$ over the weighted space $W_{\omega}^{k, l}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ are thus determined by studying those of its conjugate $L_{\omega}:=\mu_{-\omega} L \mu_{\omega}$ over the unweighted space $W^{k, l}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$.

The aim of this section is to prove the following result.
Theorem 7.17. For all $r_{0}>0$, and for every weight $\omega \in(-\sqrt{p}, \sqrt{p})$, the operator

$$
\begin{equation*}
J: W_{\omega, 0}^{2,2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right) \rightarrow L_{\omega}^{2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right) \tag{7.41}
\end{equation*}
$$

is a linear isomorphism.
Since by Lemma 7.12 every complete maximal graph with smooth spacelike asymptotic boundary is asymptotic to a cone, estimates for Jacobi operators over maximal graphs will be obtained upon perturbing this result.

To prove Theorem 7.17, we first note that, by Lemma 7.3, Lemma 7.6 and Lemma 7.8,

$$
\begin{equation*}
J \sigma=\sinh ^{-2}(r) \Delta^{N} \sigma+\left(\nabla_{\partial_{r}}^{N}\right)^{2} \sigma+(p-1) \operatorname{coth}(r)\left(\nabla_{\partial_{r}}^{N}\right) \sigma-p \sigma+\sum_{m, n} \mathbf{g}\left(\hat{\Pi}\left(e_{m}, e_{n}\right), \sigma\right) \hat{\Pi}\left(e_{m}, e_{n}\right) \tag{7.42}
\end{equation*}
$$

where $\Delta^{N}$ here denotes the Laplace operator of $\mathrm{N} X$, and $e_{1}, \cdots, e_{p}$ is an arbitrary orthonormal frame of the tangent bundle of $\hat{X}$. We thus consider the simpler operator

$$
\begin{equation*}
L \sigma:=\sinh ^{-2}(r) \Delta^{N} \sigma+P\left(r, \nabla_{\partial_{r}}^{N}\right) \sigma \tag{7.43}
\end{equation*}
$$

where

$$
\begin{equation*}
P(r, \xi):=\xi^{2}+(p-1) \operatorname{coth}(r) \xi-p \tag{7.44}
\end{equation*}
$$

and, for all $\omega \in \mathbf{R}$, we define the conjugate operator

$$
\begin{equation*}
L_{\omega} \sigma:=\mu_{-\omega} L \mu_{\omega} \sigma=\sinh ^{-2}(r) \Delta^{N} \sigma+P\left(r, \nabla_{\partial_{r}}^{N}+\omega\right) \sigma \tag{7.45}
\end{equation*}
$$

The following result provides the key to transforming pre-elliptic estimates into elliptic estimates in the present Sobolev space case.

Lemma 7.18. For all $r_{0}>0$, and for every weight $\omega \in(-\sqrt{p}, \sqrt{p})$, there exists $C>0$ such that, for all $\sigma \in W^{2,2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$,

$$
\begin{equation*}
\|\sigma\|_{L^{2}} \leq C\left(\left\|\left.\sigma\right|_{X \times\left[r_{0}, C\right]}\right\|_{W^{1,2}}+\left\|L_{\omega} \sigma\right\|_{L^{2}}\right) \tag{7.46}
\end{equation*}
$$

Proof. Define $f, g:\left[r_{0}, \infty\right) \rightarrow[0, \infty)$ by

$$
\begin{aligned}
f(r) & :=\int_{X}\|\sigma(x, r)\|^{2} \sinh (r)^{p-1} d x, \text { and } \\
g(r) & :=\int_{X}\left\|L_{\omega} \sigma(x, r)\right\|^{2} \sinh (r)^{p-1} d x
\end{aligned}
$$

It will suffice to show that $f$ satisfies a second-order ordinary differential relation of the type used in Corollary 7.16. Differentiating $f$ twice under the integral and applying the product rule yields

$$
\begin{aligned}
f^{\prime}(r)= & \int_{X} 2\left\langle\nabla_{\partial_{r}}^{N} \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x+(p-1) \operatorname{coth}(r) f(r), \text { and } \\
f^{\prime \prime}(r)= & \int_{X} 2\left\langle\left(\nabla_{\partial_{r}}^{N}\right)^{2} \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x+\int_{X} 2\left\langle\nabla_{\partial_{r}}^{N} \sigma, \nabla_{\partial_{r}}^{N} \sigma\right\rangle \sinh (r)^{p-1} d x \\
& +\int_{X} 2\left\langle(p-1) \operatorname{coth}(r) \nabla_{\partial_{r}}^{N} \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x-\frac{(p-1)}{\sinh (r)^{2}} f(r)+(p-1) \operatorname{coth}(r) f^{\prime}(r) \\
\geq & \int_{X} 2\left\langle\left(\nabla_{\partial_{r}}^{N}\right)^{2} \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x+\int_{X} 4\left\langle(p-1) \operatorname{coth}(r) \nabla_{\partial_{r}}^{N} \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x \\
& \quad-\frac{(p-1)}{\sinh (r)^{2}} f(r)+(p-1)^{2} \operatorname{coth}(r)^{2} f(r)
\end{aligned}
$$

Consider now the function

$$
Q_{\omega}(r, \xi):=\xi^{2}-((p-1) \operatorname{coth}(r)-2 \omega) \xi+\left(2 \omega^{2}+\frac{(p-1)}{\sinh (r)^{2}}-2 p\right)
$$

Using the preceding formulae for the derivatives of $f$, we obtain

$$
\begin{aligned}
Q_{\omega}\left(r, \partial_{r}\right) f & \geq \int_{X} 2\left\langle\left(\nabla_{\partial_{r}}^{N}\right)^{2} \sigma+((p-1) \operatorname{coth}(r)+2 \omega) \nabla_{\partial_{r}}^{N} \sigma+\left(\omega^{2}+\omega(p-1) \operatorname{coth}(r)-p\right) \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x \\
& =\int_{X} 2\left\langle P\left(r, \nabla_{\partial_{r}}^{N}+\omega\right) \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x
\end{aligned}
$$

Applying (7.45) now yields

$$
Q_{\omega}\left(r, \partial_{r}\right) f \geq \int_{X} 2\left\langle L_{\omega} \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x-\int_{X} 2\left\langle\Delta^{N} \sigma, \sigma\right\rangle \sinh (r)^{p-3} d x
$$

so that, upon integrating by parts,

$$
\begin{aligned}
Q_{\omega}\left(r, \partial_{r}\right) f & \geq \int_{X} 2\left\langle L_{\omega} \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x+\int_{X} 2\left\langle\nabla^{N} \sigma, \nabla^{N} \sigma\right\rangle \sinh (r)^{p-3} d x \\
& \geq \int_{X} 2\left\langle L_{\omega} \sigma, \sigma\right\rangle \sinh (r)^{p-1} d x \\
& \geq-2 f^{\frac{1}{2}} g^{\frac{1}{2}}
\end{aligned}
$$

Since $\omega \in(-\sqrt{p}, \sqrt{p}), Q_{\omega}$ satisfies the hypotheses of Corollary 7.16, and there therefore exists $C>0$ such that

$$
\|\sigma\|_{L^{2}}^{2}=\|f\|_{L^{1}} \leq C\left(\|g\|_{L^{1}}+\left\|\left.f\right|_{\left[r_{0}, C\right]}\right\|_{W^{1,1}}\right)=C\left(\left\|L_{\omega} \sigma\right\|_{L^{2}}^{2}+\left\|\left.f\right|_{\left[r_{0}, C\right]}\right\|_{W^{1,1}}\right)
$$

Finally,

$$
\left\|\left.f\right|_{\left[r_{0}, C\right]}\right\|_{W^{1,1}}=\left\|\left.f\right|_{\left[r_{0}, C\right]}\right\|_{L^{1}}+\left\|\left.f^{\prime}\right|_{\left[r_{0}, C\right]}\right\|_{L^{1}}=\left\|\left.\sigma\right|_{X \times\left[r_{0}, C\right]}\right\|_{L^{2}}^{2}+\left\|\left.f^{\prime}\right|_{\left[r_{0}, C\right]}\right\|_{L^{1}}
$$

whilst

$$
\begin{aligned}
\left\|\left.f^{\prime}\right|_{\left[r_{0}, C\right]}\right\|_{L^{1}} & =\int_{r_{0}}^{C}\left|\int_{X} 2\left\langle\nabla_{\partial_{r}}^{N} \sigma, \sigma\right\rangle \sinh ^{(p-1)}(r) d x+(p-1) \operatorname{coth}(r) f(r)\right| d r \\
& \leq 2\left\|\left.\nabla_{\partial_{r}}^{N} \sigma\right|_{X \times\left[r_{0}, C\right]}\right\|_{L^{2}}\left\|\sigma_{X \times\left[r_{0}, C\right]}\right\|_{L^{2}}+(p-1) \operatorname{coth}\left(r_{0}\right)\left\|\left.\sigma\right|_{X \times\left[r_{0}, C\right]}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Upon applying the algebraic-geometric mean inequality to the first term, we thus obtain

$$
\left\|f^{\prime}{\left.\mid r r_{0}, C\right]}\right\|_{L^{1}} \leq\left\|\left.\nabla_{\partial_{r}}^{N} \sigma\right|_{\left[r_{0}, C\right]}\right\|_{L^{2}}^{2}+p \operatorname{coth}\left(r_{0}\right)\left\|\left.\sigma\right|_{X \times\left[r_{0}, C\right]}\right\|_{L^{2}}^{2},
$$

and the result follows upon combining these estimates.
Lemma 7.19. For all $r_{0}>0$, and for any weight $\omega \in(-\sqrt{p}, \sqrt{p})$, there exists $C>0$ such that, for all $\sigma \in W_{0,0}^{2,2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$,

$$
\begin{equation*}
\|\sigma\|_{W^{2,2}} \leq C\left(\left\|\left.\sigma\right|_{X \times\left[r_{0}, C\right]}\right\|_{W^{1,2}}+\left\|L_{\omega} \sigma\right\|_{L^{2}}\right) . \tag{7.47}
\end{equation*}
$$

Proof. Indeed, since $\hat{X}_{r_{0}}$ is of bounded geometry, it follows by the classical theory of elliptic operators (see, for example, [Eva10, Lemma 7.18]) that there exists $C>0$ such that, for all $(x, r) \in \hat{X}_{r_{0}}$,

$$
\left\|\left.\sigma\right|_{B_{1}(x, r)}\right\|_{W^{2,2}} \leq C\left(\left\|\left.\sigma\right|_{B_{2}(x, r)}\right\|_{L^{2}}+\left\|\left.L_{\omega} \sigma\right|_{B_{2}(x, r)}\right\|_{L^{2}}\right) .
$$

Let $\left\{\left(x_{m}, r_{m}\right)\right\}_{m \in \mathbf{N}}$ be a sequence in $\hat{X}_{r_{0}}$ such that the unit balls about its points cover $\hat{X}_{r_{0}}$. Since $\hat{X}_{r_{0}}$ has bounded geometry, we may suppose that there exists $N>0$ such that any point $(y, s)$ of $\hat{X}_{r_{0}}$ lies at a distance of less than 2 from at most $N$ elements of this sequence. Then

$$
\|\sigma\|_{W^{2,2}}^{2} \leq \sum_{m=1}^{\infty}\left\|\left.\sigma\right|_{B_{1}\left(x_{m}, r_{m}\right)}\right\|_{W^{2,2}}^{2} \leq C \sum_{m=1}^{\infty}\left(\left\|\left.\sigma\right|_{B_{2}\left(x_{m}, r_{m}\right)}\right\|_{L^{2}}^{2}+\left\|\left.L_{\omega} \sigma\right|_{B_{2}\left(x_{m}, r_{m}\right)}\right\|_{L^{2}}^{2}\right) \leq N C\left(\|\sigma\|_{L^{2}}^{2}+\left\|L_{\omega} \sigma\right\|_{L^{2}}^{2}\right),
$$

and the result now follows upon combining this estimate with (7.46).
Lemma 7.20. For all $r_{0}>0$, and for any weight $\omega \in(-\sqrt{p}, \sqrt{p})$, there exists $C>0$ such that, for all $\sigma \in W_{0,0}^{2,2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$,

$$
\begin{equation*}
\|\sigma\|_{W^{2,2}} \leq C\left(\left\|\left.\sigma\right|_{X \times\left[r_{0}, C\right]}\right\|_{W^{1,2}}+\left\|J_{\omega} \sigma\right\|_{L^{2}}\right) . \tag{7.48}
\end{equation*}
$$

Proof. Let $\chi: \mathbf{R} \rightarrow[0,1]$ be a smooth, increasing function equal to 0 over $(-\infty,-1]$ and equal to 1 over $[0, \infty)$. For all $r_{1} \in \mathbf{R}$, denote $\chi_{r_{1}}(r):=\chi\left(r-r_{1}\right)$, and denote

$$
L_{\omega, r_{1}}:=\chi_{r_{1}} J_{\omega}+\left(1-\chi_{r_{1}}\right) L_{\omega}=L_{\omega}+\chi_{r_{1}}\left(J_{\omega}-L_{\omega}\right) .
$$

By (7.42) and (7.43), $L_{\omega, r_{1}}$ converges to $L_{\omega}$ in the operator norm as $r_{1}$ tends to infinity. It follows by stability of elliptic estimates that, for sufficiently large $r_{1}$, an estimate of the form (7.47) also holds for $L_{\omega, r_{1}}$. Choose $r_{2}>r_{1}+1$, and note that, for all $\sigma$, over $X \times\left[r_{2}, \infty\right)$,

$$
L_{\omega, r_{1}} \sigma=J_{\omega} \sigma
$$

It follows that, for suitable constants $C_{1}, C_{2}>0$, and for all $\sigma$,

$$
\begin{aligned}
\|\sigma\|_{W^{2,2}} & \leq\left\|\left(1-\chi_{r_{2}}\right) \sigma\right\|_{W^{2,2}}+\left\|\chi_{r_{2}} \sigma\right\|_{W^{2,2}} \\
& \leq C_{1}\left(\left\|\left.\sigma\right|_{X \times\left[0, r_{2}\right]}\right\|_{W^{2,2}}+\left\|\left.\chi_{r_{2}} \sigma\right|_{X \times\left[0, C_{1}\right]}\right\|_{W^{1,2}}+\left\|L_{\omega, r_{1}} \chi_{r_{2}} \sigma\right\|_{L^{2}}\right) \\
& \leq C_{2}\left(\left\|\left.\sigma\right|_{X \times\left[0, r_{2}\right]}\right\|_{W^{2,2}}+\left\|\left.\chi_{r_{2}} \sigma\right|_{X \times\left[0, C_{1}\right]}\right\|_{W^{1,2}}+\left\|\left[L_{\omega, r_{1},}, \mu_{r_{2}}\right] \sigma\right\|_{L^{2}}+\left\|\chi_{r_{2}} L_{\omega, r_{1}} \sigma\right\|_{L^{2}}\right),
\end{aligned}
$$

where here $\mu_{r_{2}}$ denotes the operator of multiplication by $\chi_{r_{2}}$. Since this is a first order differential operator, upon increasing $C_{2}$ if necessary, we obtain

$$
\begin{aligned}
\|\sigma\|_{W^{2,2}} & \leq C_{2}\left(\left\|\left.\sigma\right|_{X \times\left[0, r_{2}\right]}\right\|_{W^{2,2}}+\left\|\left.\sigma\right|_{X \times\left[0, C_{2}\right]}\right\|_{W^{1,2}}+\left\|\chi_{r_{2}} L_{\omega, r_{1}} \sigma\right\|_{L^{2}}\right) \\
& =C_{2}\left(\left\|\left.\sigma\right|_{X \times\left[0, r_{2}\right]}\right\|_{W^{2,2}}+\left\|\left.\sigma\right|_{X \times\left[0, C_{2}\right]}\right\|_{W^{1,2}}+\left\|J_{\omega} \sigma\right\|_{L^{2}}\right) .
\end{aligned}
$$

Finally, by the classical theory of elliptic operators, there exists $C_{3}>0$ such that

$$
\left\|\left.\sigma\right|_{X \times\left[0, r_{2}\right.}\right\|_{W^{2,2}} \leq C_{3}\left(\left\|\left.\sigma\right|_{X \times\left[0, r_{2}+1\right]}\right\|_{L^{2}}+\left\|J_{\omega} \sigma\right\|_{L^{2}}\right),
$$

and the result follows upon combining these estimates.
We now prove Theorem 7.17.
Proof of Theorem 7.17. By the Rellich-Kondrachov compactness theorem (see, for example, [Eva10, Section 5.7]), the restriction operator

$$
R: W_{0,0}^{2,2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right) \rightarrow W^{1,2}\left(\left.\mathrm{~N} \hat{X}_{r_{0}}\right|_{X \times\left[r_{0}, C\right]}\right)
$$

is compact. The estimate (7.48) is thus of elliptic type, so that, as in [Lax02, Chapter 21, Theorem 4], $J_{\omega}$ has finite-dimensional kernel and closed image. Since, for all $\omega, J_{\omega}^{*}=J_{-\omega}$, it follows that $J_{\omega}$ is Fredholm. Since $J_{0}$ is self-adjoint, its Fredholm index is equal to zero, and since $\left(J_{\omega}\right)_{\omega \in(-\sqrt{p}, \sqrt{p})}$ is a continuous family of Fredholm operators, it follows that the Fredholm index of $J_{\omega}$ is zero for all $\omega \in(-\sqrt{p}, \sqrt{p})$.

It remains only to prove that $J_{\omega}$ is a linear isomorphism for all $\omega$. Consider first the case where $\omega \in$ $(-\sqrt{p}, 0]$. It will now be preferable to work with the unconjugated operator $J$. Let $\sigma \in W_{\omega, 0}^{2,2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ be an element of the kernel of $J$. We claim that $\sigma$ vanishes. Indeed, suppose that contrary. By elliptic regularity, $\sigma$ is smooth. Note also that, since $\omega \leq 0, \sigma$ is an element of the unweighted Sobolev space $W^{2,2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ and, since $\hat{X}_{r_{0}}$ has bounded geometry, it follows by standard elliptic bootstrapping arguments that $\|\sigma\|_{L^{\infty}}$ is finite. Since $\hat{X}_{r_{0}}$ is also complete, it follows by Omori's maximum principle that, for all $\epsilon>0$, there exists $(x, r) \in \hat{X}_{r_{0}}$ such that

$$
\begin{aligned}
\operatorname{Hess}\left(\|\sigma\|^{2}\right)(x, r) & \leq \epsilon \mathrm{Id}, \text { and } \\
\|\sigma(x, r)\|^{2} & \geq\|\sigma\|_{L^{\infty}}^{2}-\epsilon,
\end{aligned}
$$

so that, by (7.4), at this point,

$$
\epsilon p \geq \Delta\|\sigma\|^{2}=2\left\langle\Delta^{N} \sigma, \sigma\right\rangle+2\left\|\nabla^{N} \sigma\right\|^{2}=2 p\|\sigma\|^{2}+2\left\|\nabla^{N} \sigma\right\|^{2}+\sum_{m, n}\left\langle\mathrm{II}\left(e_{m}, e_{n}\right), \sigma\right\rangle^{2} \geq 2 p\|\sigma\|_{L^{\infty}}^{2}-2 p \epsilon .
$$

Upon choosing $\epsilon<\frac{2}{3}\|\sigma\|_{L^{\infty}}^{2}$, we obtain a contradiction, and it follows that $\sigma$ vanishes, as asserted. The operator $J_{\omega}$ is thus injective and therefore invertible. Finally, by duality, for all $\omega \in[0, \sqrt{p}), J_{\omega}=J_{-\omega}^{*}$ is also invertible, and this completes the proof.
7.6. Elliptic estimates III - weighted Hölder spaces. We now address the case of weighted Hölder spaces. For $k \in \mathbf{N}, \alpha \in(0,1)$, and $\omega \in \mathbf{R}$, we define the $\omega$-weighted Hölder norm by

$$
\begin{equation*}
\|\sigma\|_{C_{\omega}^{k, \alpha}}:=\left\|\mu_{-\omega} \sigma\right\|_{C^{k, \alpha}}, \tag{7.49}
\end{equation*}
$$

where, as before, for $\omega \in \mathbf{R}, \mu_{\omega}$ denotes the operator of multiplication by $e^{\omega r}$. For $k \in \mathbf{N}, \alpha \in(0,1)$, and $\omega \in \mathbf{R}$, we define the $\omega$-weighted Hölder space $C_{\omega}^{k, \alpha}\left(\mathbb{N} \hat{X}_{r_{0}}\right)$ to be the space of all $k$-times differentiable sections of $\mathrm{N} \hat{X}_{r_{0}}$ with finite $\omega$-weighted Hölder norm. For all such $k, \alpha$ and $\omega$, we denote by $C_{\omega, 0}^{k, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ the closed subspace consisting of those sections which vanish along $X \times\left\{r_{0}\right\}$.

The aim of this section is to prove the following result.
Theorem 7.21. For all $r_{0}>0$, and for every weight $\omega \in(-p, 0]$, the operator

$$
\begin{equation*}
J: C_{\omega, 0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right) \rightarrow C_{\omega}^{0, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right), \tag{7.50}
\end{equation*}
$$

is a linear isomorphism.
Remark 7.22. Upon refining the arguments used in Section 7.4 and below, we may show that, for all $\omega \in$ $(-p, 1)$, every element of the kernel of $J$ in $C_{\omega, 0}^{2, \alpha}\left(\hat{X}_{r_{0}}\right)$ has exponential decay at infinity. The maximum principle then shows that, for all such $\omega, J$ has trivial kernel over $C_{\omega, 0}^{2, \alpha}\left(\hat{X}_{r_{0}}\right)$, and the isomorphism property then follows. Theorem 7.21 as stated is, however, quite sufficient for our purposes.

We continue to use the framework of the preceeding section. The following result provides the key to transforming pre-elliptic estimates into elliptic estimates in the Hölder space case.

Lemma 7.23. For all $r_{0}>0$, and for every weight $\omega \in(-p, 1)$, there exists $C>0$ such that, for all $\sigma \in C^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$,

$$
\begin{equation*}
\|\sigma\|_{C^{0}} \leq C\left(\left\|\left.\sigma\right|_{X \times[0, C]}\right\|_{C^{0}}+\left\|L_{\omega} \sigma\right\|_{C^{0}}\right) . \tag{7.51}
\end{equation*}
$$

Proof. Consider the function $f:\left[r_{0}, \infty\right) \rightarrow[0, \infty)$ given by

$$
f(r):=\sup _{x \in X}\|\sigma(x, r)\|^{2}
$$

It will suffice to show that $f$ satisfies in the viscosity sense a second-order ordinary differential relation of the type used in Corollary 7.14. Indeed, by the product rule,

$$
\begin{aligned}
P\left(r, \partial_{r}+\omega\right)\|\sigma\|^{2} & =2\left\langle P\left(r, \nabla_{\partial_{r}}^{N}+\omega\right) \sigma, \sigma\right\rangle+2\left\|\nabla_{\partial_{r}}^{N} \sigma\right\|^{2}-P(r, \omega)\|\sigma\|^{2} \\
& \geq 2\left\langle P\left(r, \nabla_{\partial_{r}}^{N}+\omega\right) \sigma, \sigma\right\rangle-P(r, \omega)\|\sigma\|^{2} .
\end{aligned}
$$

Likewise, at every point $(x, r) \in \hat{X}_{r_{0}}$ maximizing $\|\sigma\|^{2}$ over $X \times\{r\}$,

$$
0 \geq \Delta\|\sigma\|^{2}=2\left\langle\Delta^{N} \sigma, \sigma\right\rangle+2\left\|\nabla^{N} \sigma\right\|^{2} \geq 2\left\langle\Delta^{N} \sigma, \sigma\right\rangle
$$

Consider now a smooth function $g$ such that $g \geq f$ and $g(r)=f(r)$. Then, at any point $(x, r)$ such that $f(r)=\|\sigma(x, r)\|^{2}$,

$$
\begin{aligned}
P\left(r, \partial_{r}+\omega\right) g & \geq P\left(r, \partial_{r}+\omega\right)\|\sigma\|^{2} \\
& \geq 2\left\langle\left(\sinh ^{-2}(r) \Delta^{N}+P\left(r, \nabla_{\partial_{r}}^{N}+\omega\right)\right) \sigma, \sigma\right\rangle-P(r, \omega)\|\sigma\|^{2} \\
& =2\left\langle L_{\omega} \sigma, \sigma\right\rangle-P(r, \omega) g .
\end{aligned}
$$

Consequently, in the viscosity sense,

$$
\left(P\left(r, \partial_{r}+\omega\right)+P(r, \omega)\right) f \geq-2\left\|L_{\omega} \sigma\right\|_{C^{0}} f^{\frac{1}{2}} .
$$

Since $\omega \in(-p, 1), Q(r, \xi):=P(r, \xi+\omega)-P(r, \omega)$ satisfies the hypothesis of Corollary 7.14. There therefore exists $C>0$ such that

$$
\|\sigma\|_{L^{0}}^{2}=\sup _{r>0}|f(r)| \leq C^{2}\left(\left\|\left.\sigma\right|_{X \times\left[r_{0}, C\right]}\right\|_{C^{0}}^{2}+\left\|L_{\omega} \sigma\right\|_{C^{0}}^{2}\right) \leq C^{2}\left(\left\|\left.\sigma\right|_{X \times\left[r_{0}, C\right]}\right\|_{C^{0}}+\left\|L_{\omega} \sigma\right\|_{C^{0}}\right)^{2},
$$

as desired.
Lemma 7.24. For all $r_{0}>0$, and for every weight $\omega \in(-p, 1)$, there exists $C>0$ such that, for all $\sigma \in C_{0,0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$,

$$
\begin{equation*}
\|\sigma\|_{C^{2, \alpha}} \leq C\left(\left\|\left.\sigma\right|_{X \times[0, C]}\right\|_{C^{0}}+\left\|L_{\omega} \sigma\right\|_{C^{0, \alpha}}\right) . \tag{7.52}
\end{equation*}
$$

Proof. Since $\hat{X}_{r_{0}}$ is of bounded geometry, by the classical theory of elliptic operators, there exists $C_{1}>0$ such that, for all $(x, r) \in \hat{X}_{r_{0}}$,

$$
\left\|\left.\sigma\right|_{B_{1}(x)}\right\|_{C^{2, \alpha}} \leq C_{1}\left(\left\|\left.\sigma\right|_{B_{2}(x)}\right\|_{C^{0}}+\left\|\left.L_{\omega} \sigma\right|_{B_{2}(x)}\right\|_{C^{0, \alpha}}\right) .
$$

Thus, for a suitable constant $C_{2}>0$,

$$
\|\sigma\|_{C^{2, \alpha}} \leq C_{2} \sup _{x \in \hat{X}_{r_{0}}}\left\|\left.\sigma\right|_{B_{1}(x)}\right\|_{C^{2, \alpha}} \leq C_{1} C_{2} \sup _{x \in \hat{X}_{r_{0}}}\left(\left\|\left.\sigma\right|_{B_{2}(x)}\right\|_{C^{0}}+\left\|\left.L_{\omega} \sigma\right|_{B_{2}(x)}\right\|_{C^{0, \alpha}}\right) \leq C_{1} C_{2}\left(\|\sigma\|_{C^{0}}+\left\|L_{\omega} \sigma\right\|_{C^{0, \alpha}}\right),
$$

and the result follows upon combining this estimate with (7.51).

Lemma 7.25. For all $r_{0}>0$, and for every weight $\omega \in(-p, 1)$, there exists $C>0$ such that, for all $\sigma \in C_{0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$,

$$
\begin{equation*}
\|\sigma\|_{C^{2, \alpha}} \leq C\left(\left\|\left.\sigma\right|_{X \times[0, C]}\right\|_{C^{0}}+\left\|J_{\omega} \sigma\right\|_{C^{0, \alpha}}\right) . \tag{7.53}
\end{equation*}
$$

Proof. Let $\chi: \mathbf{R} \rightarrow[0,1]$ be a smooth, increasing function equal to 0 over $(-\infty,-1]$ and equal to 1 over $[0, \infty)$. For all $r_{1} \in \mathbf{R}$, denote $\chi_{r_{1}}(r):=\chi\left(r-r_{1}\right)$, and denote

$$
L_{\omega, r_{1}}:=\chi_{r_{1}} J_{\omega}+\left(1-\chi_{r_{1}}\right) L_{\omega} .
$$

By (7.42) and (7.43), $L_{\omega, r_{1}}$ converges to $L_{\omega}$ in the operator norm as $r_{1}$ tends to infinity. It follows by stability of elliptic estimates that, for sufficiently large $r_{1}$, an estimate of the form (7.52) also holds for $L_{\omega, r_{1}}$. Choose $r_{2}>r_{1}+1$, and note that, for all $\sigma$, over $X \times\left[r_{2}, \infty\right)$,

$$
L_{\omega, r_{1}} \sigma=J_{\omega} \sigma
$$

It follows that, for suitable constants $C_{1}, C_{2}>0$, and for all $\sigma$,

$$
\begin{aligned}
\|\sigma\|_{C^{2, \alpha}} & \leq\left\|\left(1-\chi_{r_{2}}\right) \sigma\right\|_{C^{2, \alpha}}+\left\|\chi_{r_{2}} \sigma\right\|_{C^{2, \alpha}} \\
& \leq C_{1}\left(\left\|\left.\sigma\right|_{X \times\left[0, r_{2}\right]}\right\|_{C^{2, \alpha}}+\left\|\left.\chi_{r_{2}} \sigma\right|_{X \times\left[0, C_{1}\right]}\right\|_{C^{0}}+\left\|L_{\omega, r_{1}} \chi_{r_{2}} \sigma\right\|_{C^{0, \alpha}}\right) \\
& \leq C_{2}\left(\left\|\left.\sigma\right|_{X \times\left[0, C_{2}\right]}\right\|_{C^{2, \alpha}}+\left\|\left.\sigma\right|_{X \times\left[0, C_{2}\right]}\right\|_{C^{1, \alpha}}+\left\|\left.L_{\omega, r_{1}} \sigma\right|_{X \times\left[r_{2}, \infty\right)}\right\|_{C^{0, \alpha}}\right) \\
& =C_{2}\left(\left\|\left.\sigma\right|_{X \times\left[0, C_{2}\right]}\right\|_{C^{2, \alpha}}+\left\|J_{\omega} \sigma\right\|_{C^{0, \alpha}}\right) .
\end{aligned}
$$

Finally, by the classical theory of elliptic operators, there exists $C_{3}>0$ such that

$$
\left\|\left.\sigma\right|_{X \times\left[0, C_{2}\right]}\right\|_{C^{2, \alpha}} \leq C_{3}\left(\left\|\left.\sigma\right|_{X \times\left[0, C_{2}+1\right]}\right\|_{C^{0}}+\left\|\left.J_{\omega} \sigma\right|_{X \times\left[0, C_{2}+1\right]}\right\|_{C^{0, \alpha}}\right),
$$

and the result follows upon combining these estimates.
We now prove Theorem 7.21.
Proof of Theorem 7.21. Indeed, choose $\omega \in(-p, 0]$. By the Arzelà-Ascoli theorem, the restriction operator

$$
R: C_{\omega, 0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right) \rightarrow C^{0}\left(\left.\mathrm{~N} \hat{X}_{r_{0}}\right|_{X \times[0, C]}\right)
$$

is compact. The estimate (7.53) is thus of elliptic type, so that, as in [Lax02, Chapter 21, Theorem 4], $J$ has finite-dimensional kernel and closed image. Furthermore, as in the proof of Theorem 7.17, for all such $\omega$, $J_{\omega}$ is injective, so that, by the closed graph theorem, it is a linear isomorphism onto its image.

It remains only to prove surjectivity. Since $J_{\omega}$ is a linear isomorphism onto its image, there exists $C>0$ such that, for all $\sigma \in C_{0,0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$,

$$
\begin{equation*}
\|\sigma\|_{C_{0}^{2, \alpha}} \leq C\left\|J_{\omega} \sigma\right\|_{C_{0}^{0, \alpha}} . \tag{7.54}
\end{equation*}
$$

Now let $\chi: \mathbf{R} \rightarrow[0,1]$ be a smooth function equal to 1 over $(-\infty, 0]$ and equal to 0 over $[1, \infty)$, and for all $r>0$, define $\chi_{r}(x):=\chi(x-r)$. Choose $\tau \in C_{0,0}^{0, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$, and note that, for all $r$, since $\chi_{r}$ has compact support, $\tau \chi_{r} \in L^{2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$. It follows by Theorem 7.17 that, for all $r$, there exists $\sigma_{r} \in W_{0,0}^{2,2}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ such that $J_{\omega} \sigma_{r}=\tau \chi_{r}$. Since $\hat{X}_{r_{0}}$ is of bounded geometry, it follows by the Sobolev embedding theorem that $\sigma_{r} \in L^{\infty}\left(\hat{X}_{r_{0}}\right)$, then by elliptic regularity that $\sigma_{r} \in C_{\text {loc }}^{2, \alpha}\left(\hat{X}_{r_{0}}\right)$, and then by the Schauder estimates (see, for example, [GT01, Chapter 6]) that $\sigma_{r} \in C^{2, \alpha}\left(\hat{X}_{r_{0}}\right)$. Note, however, that this process does not yield uniform $C^{2, \alpha}$ bounds on $\left(\sigma_{r}\right)_{r>0}$, since the Sobolev norm of $\left(\tau_{\chi_{r}}\right)_{r>0}$ may diverge as $r$ tends to infinity. However, by (7.54), for all $r$,

$$
\left\|\sigma_{r}\right\|_{C_{0}^{2, \alpha}} \leq C\left\|\tau \chi_{r}\right\|_{C_{0}^{0, \alpha}} .
$$

Note that $\left(\tau \chi_{r}\right)_{r>0}$ is uniformly bounded in $C_{0}^{0, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$, so that, by the Arzelà-Ascoli theorem again, $\left(\sigma_{r}\right)_{r \geq 0}$ is relatively compact in the $C_{\text {loc }}^{2, \beta}$ topology for all $\beta<\alpha$. By semicontinuity of the Hölder seminorm, every
accumulation point $\sigma$ is an element of $C_{0,0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$. Since every such point trivially satisfies $J_{\omega} \sigma=\tau$, surjectivity follows, and this completes the proof.
7.7. Elliptic estimates IV - maximal graphs. We now use a perturbation argument to adapt Theorems 7.17 and 7.21 to weighted function spaces defined over maximal graphs. Let $M$ be a maximal graph in $\mathbf{H}_{+}^{p, q}$ with smooth spacelike boundary $\partial_{\infty} M=X_{\infty}$. By Lemma 7.12, there exists $r_{0}>0$ and a compact subset $K$ of $M$ such that $M \backslash K$ coincides with the graph of some smooth normal section $\sigma$ over $\hat{X}_{r_{0}}$. In particular, this yields an explicit parametrization $\hat{e}^{\sigma}: \hat{X}_{r_{0}} \rightarrow M \backslash K$. For all $(x, r) \in \hat{X}_{r_{0}}$, let $\hat{q}^{\sigma}(x, r)$ denote the composition of parallel transport from $(x, r)$ to $\hat{e}^{\sigma}(x, r)$ with orthogonal projection onto the normal bundle of $M$. Note that, since parallel transport defines isometries, and since orthogonal projection from a $q$-dimensional negativedefinite subspace in $\mathbf{R}^{p, q}$ to any other such subspace is always a linear isomorphism, $\hat{q}^{\sigma}$ always defines a bundle isomorphism from $\mathrm{N} \hat{X}_{r_{0}}$ to $\mathrm{N}(M \backslash K)$. For any section $\tau$ of $\mathrm{N} M$, we denote

$$
\begin{equation*}
\left(\hat{e}^{\sigma}\right)^{*} \tau:=\left(\hat{q}^{\sigma}\right)^{-1} \circ \tau \circ \hat{e}^{\sigma} \in \Gamma\left(\mathrm{N} \hat{X}_{r_{0}}\right) \tag{7.55}
\end{equation*}
$$

For all suitable $k, p$ and $\omega$, and for every smooth section $\tau$ of $N M$, we define

$$
\begin{equation*}
\|\tau\|_{W_{\omega}^{k, l}(M \backslash K)}:=\left\|\left(\hat{e}^{\sigma}\right)^{*} \tau\right\|_{W_{\omega}^{k, l}\left(\hat{X}_{r_{0}}\right)} . \tag{7.56}
\end{equation*}
$$

Let $\chi: M \rightarrow[0,1]$ be a smooth, compactly supported function, equal to 1 over $K$. We define the $\omega$-weighted Sobolev norm for sections of NM by

$$
\begin{equation*}
\|\tau\|_{W_{\omega}^{k, l}}:=\|\chi \tau\|_{W^{k, l}}+\|(1-\chi) \tau\|_{W_{\omega}^{k, l}(M \backslash K)}, \tag{7.57}
\end{equation*}
$$

and we define the $\omega$-weighted Sobolev space $W_{\omega}^{k, l}(M)$ to be the completion of $C^{\infty}(\mathrm{N} M)$ with respect to this norm.

Lemma 7.26. Let $M$ be a complete maximal p-submanifold such that $\partial_{\infty} M=X_{\infty}$ is smooth and spacelike. For every weight $\omega \in(-\sqrt{p}, \sqrt{p})$, there exists a compact subset $K^{\prime} \subseteq M$ and $C>0$ such that, for all $\tau \in W_{\omega}^{2,2}(\mathrm{~N} M)$,

$$
\begin{equation*}
\|\tau\|_{W_{\omega}^{2,2}} \leq C\left(\left\|\left.\tau\right|_{K^{\prime}}\right\|_{L^{2}}+\|J \tau\|_{L_{\omega}^{2}}\right) . \tag{7.58}
\end{equation*}
$$

Proof. Indeed, let $K$ be as above. We may suppose that $K$ has smooth boundary and, by Lemma 7.12, that $\sigma$ and all its derivatives are as small as we wish. It follows that, up to reparametrization, the restriction of $J$ to $M \backslash K$ is a perturbation of the Jacobi operator of $\hat{X}_{r_{0}}$ so that, by Theorem 7.17, it defines a linear isomorphism from $W_{\omega, 0}^{2,2}\left(\left.\mathrm{~N} M\right|_{M \backslash K}\right)$ into $L_{\omega}^{2}\left(\left.\mathrm{~N} M\right|_{M \backslash K}\right)$. Let $\chi: M \rightarrow[0,1]$ be a smooth, compactly supported function equal to 1 over $K$. For suitable $C_{1}, C_{2}>0$, and for all $\tau \in W_{\omega}^{2,2}(\mathrm{~N} M)$,

$$
\begin{aligned}
\|\tau\|_{W_{\omega}^{2,2}} & \leq\|\chi \tau\|_{W^{2,2}}+\|(1-\chi) \tau\|_{W_{\omega}^{2,2}} \\
& \leq\|\chi \tau\|_{W^{2,2}}+C_{1}\|J(1-\chi) \tau\|_{L_{\omega}^{2}} \\
& \leq C_{2}\left(\left\|\left.\tau\right|_{\operatorname{Supp}(\chi)}\right\|_{W^{2,2}}+\|J \tau\|_{L_{\omega}^{2}}\right) .
\end{aligned}
$$

Finally, by the classical theory of elliptic operators, there exists $C_{3}>0$ and a compact set $K^{\prime}$ containing a neighbourhood of $\operatorname{Supp}(\chi)$ such that

$$
\left\|\left.\tau\right|_{\operatorname{Supp}(\chi)}\right\|_{W^{2,2}} \leq C_{3}\left(\left\|\left.\tau\right|_{K^{\prime}}\right\|_{L^{2}}+\left\|\left.J \tau\right|_{K^{\prime}}\right\|_{L^{2}}\right),
$$

and the result follows upon combining these estimates.
With $\hat{e}^{\sigma}$ as before, for all suitable $k, \alpha$ and $\omega$, and for every $k$-times differentiable section $\tau$ of $N M$, we define

$$
\begin{equation*}
\|\tau\|_{C_{\omega}^{k, \alpha}(M \backslash K)}:=\left\|\left(\hat{e}^{\sigma}\right)^{*} \tau\right\|_{C_{\omega}^{k, \alpha}\left(\hat{X}_{r_{0}}\right)} . \tag{7.59}
\end{equation*}
$$

With $\chi$ as before, we define the $\omega$-weighted Hölder norm for $k$-times differentiable sections of $\mathrm{N} M$ by

$$
\begin{equation*}
\|\tau\|_{C_{\omega}^{k, \alpha}}:=\|\chi \tau\|_{C^{k, \alpha}}+\|(1-\chi) \tau\|_{C_{\omega}^{k, \alpha}(M \backslash K)}, \tag{7.60}
\end{equation*}
$$

and we define the $\omega$-weighted Hölder space $C_{\omega}^{k, \alpha}(M)$ to be the space of all $k$-times differentiable sections of NM for which this norm is finite. Repeating the proof of Lemma 7.26 in the Hölder space case yields the following estimate.

Lemma 7.27. Let $M$ be a complete maximal $p$-submanifold such that $\partial_{\infty} M=X_{\infty}$ is smooth and spacelike. For every weight $\omega \in(-p, 1)$, and for all $\alpha \in(0,1)$, there exists a compact subset $K^{\prime} \subseteq M$ and $C>0$ such that, for all $\sigma \in C_{\omega}^{2, \alpha}(\mathrm{~N} M)$,

$$
\begin{equation*}
\|\sigma\|_{C_{\omega}^{2, \alpha}} \leq C\left(\left\|\left.\sigma\right|_{K^{\prime}}\right\|_{C^{0, \alpha}}+\|J \sigma\|_{C_{\omega}^{0, \alpha}}\right) . \tag{7.61}
\end{equation*}
$$

Repeating the proofs of Theorems 7.17 and 7.21 in the present context yields the following results, which concludes our study of the analytic properties of the action of the Jacobi operator on Sobolev and Hölder spaces over cones and maximal graphs.

Theorem 7.28. Let $M$ be a complete maximal p-submanifold such that $\partial_{\infty} M=X_{\infty}$ is smooth and spacelike. For every weight $\omega \in(-\sqrt{p}, \sqrt{p})$, the operator $J$ defines a linear isomorphism from $W_{\omega}^{2,2}(M)$ into $L_{\omega}^{2}(M)$.

Theorem 7.29. Let $M$ be a complete maximal p-submanifold such that $\partial_{\infty} M=X_{\infty}$ is smooth and spacelike. For every weight $\omega \in(-p, 0]$, and for all $\alpha \in(0,1)$, the operator $J$ defines a linear isomorphism from $C_{\omega}^{2, \alpha}(M)$ into $C_{\omega}^{0, \alpha}(M)$.
7.8. Perturbing maximal ends. We now describe the families of perturbations of maximal graphs to which the implicit function theorem will be applied. Our construction is inevitably rather technical, reflecting the main difference between the perturbation theories of compact manifolds and non-compact manifolds, namely that in the non-compact case functional norms are sensitive to the parametrizations used. It is for this reason that we will describe our parametrizations in some detail.

The first step concerns the construction of explicit parametrizations of families of cones. We proceed as follows. Let $\left(X_{t}\right)_{t \in(-\epsilon, \epsilon)}$ be a smooth family of spacelike graphs in $\mathrm{T}_{x_{0}}^{1} \mathbf{H}^{p, q} \cong \mathbf{S}^{p-1, q}$ such that $X_{0}=X$. Let $\left(e_{t}\right)_{t \in(-\epsilon, \epsilon)}$ be a smooth family of smooth functions from $X$ into $\mathbf{S}^{p-1, q}$ such that, for all $t, e_{t}$ parametrises $X_{t}$. For all $t$, define $\hat{e}_{t}: X \times(0, \infty) \rightarrow \mathbf{H}_{+}^{p, q}$ by

$$
\begin{equation*}
\hat{e}_{t}(x, r):=\Phi\left(e_{t}(x), r\right), \tag{7.62}
\end{equation*}
$$

so that $\hat{e}_{t}$ parametrises $\hat{X}_{t}$.
We now study the variations of the mean curvature vectors of these cones. Note that the mean curvature vector always lies in the tangent bundle of the ambient space. However, we alert the reader to the fact that, since the derivative of $e_{t}$ with respect to $t$ becomes large at infinity, it will be preferable to identify different fibres of this bundle in the following non-standard manner.

First, for all $t \in(-\epsilon, \epsilon)$, and for all $x \in X$, let $p_{t}(x)$ denote parallel transport from $x$ to $e_{t}(x)$ along the unique geodesic joining these two points, let $q_{t}(x)$ denote the composition of this function with the orthogonal projection onto the normal bundle of $e_{t}$ and note that, as before, $q_{t}$ defines a bundle isomorphism from $\mathrm{N} X$ into $\mathrm{N} X_{t}$ for all $t$. For all $t$, let $H_{t} \in \Gamma(\mathrm{~N} X)$ denote the image under $q_{t}^{-1}$ of the mean curvature vector of $X_{t}$.

For all $t$, we identify $\mathrm{N} \hat{X}_{t}$ with $\pi_{1}^{*} \mathrm{~N} X_{t}$ via parallel transport $\tau_{\text {rad }}$ along radial lines, where $\pi_{1}$ is the projection onto the first factor on $\hat{X}_{t} \cong X_{t} \times(0,+\infty)$. We denote by $\hat{q}_{t}: \mathrm{N} \hat{X}_{0} \rightarrow \mathrm{~N} \hat{X}_{t}$ the bundle isomorphism induced by this identification, that is, the unique bundle isomorphism such that the following diagram commutes.


For all $t$, let $\hat{H}_{t}$ denote the image under $\hat{q}_{t}^{-1}$ of the mean curvature vector of $\hat{X}_{t}$. Note now that, whilst radial projection contracts by a factor of $\sinh (r)$, parallel transport does not. The identification of $\mathrm{N} \hat{X}_{t}$ with $\pi_{1}^{*} \mathrm{~N} X_{t}$ via parallel transport along radial lines thus differs from that used in Section 7.2 by a factor of $\sinh (r)$ so that, by (7.17), for all $t$,

$$
\begin{equation*}
\hat{H}_{t}=\frac{\pi_{1}^{*} H_{t}}{\sinh (r)} . \tag{7.64}
\end{equation*}
$$

Lemma 7.30. For all $r_{0}>0$ and for all $\alpha \in(0,1)$, the map sending $t$ to $\hat{H}_{t}$ defines a smooth function from $(-\epsilon, \epsilon)$ into $C_{-1}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$.

Proof. Indeed, $\left(H_{t}\right)_{t \in(-\epsilon, \epsilon)}$ trivially defines a smooth function from $(-\epsilon, \epsilon)$ into $C^{2, \alpha}\left(\mathrm{~N} X_{r_{0}}\right)$. It follows that $\left(\pi_{1}^{*} H_{t}\right)_{t \in(-\epsilon, \epsilon)}$ defines a smooth function from $(-\epsilon, \epsilon)$ into $C_{0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$. Since multiplication by $\frac{1}{\sinh (r)}$ defines a bounded linear map from $C_{0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ into $C_{-1}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$, the result follows.

The second step involves constructing explicit parametrizations of families of graphs over families of cones. For all $t$, and for all $\sigma \in C_{0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$, we define $\hat{e}_{t}^{\sigma}: \hat{X} \rightarrow \mathbf{H}^{p, q}$ by

$$
\begin{equation*}
\hat{e}_{t}^{\sigma}(x, r):=\operatorname{Exp}_{\hat{e}_{t}(x, r)}\left(\hat{q}_{t} \circ \sigma(x, r)\right) \tag{7.65}
\end{equation*}
$$

Let $\mathcal{U}:=\mathcal{U}_{0}^{2, \alpha}$ be a neighbourhood of the zero section in $C_{0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ such that, for all $\sigma \in \mathcal{U}, \hat{e}_{t}^{\sigma}$ is a spacelike embedding. We now study, as before, the variations of the mean curvature vectors of these embeddings. Note that, in contrast to the previous case, the derivative of $\hat{e}_{t}^{\sigma}$ with respect to $\sigma$ remains small at infinity, and we thus use parallel transport to identify nearby fibres of the tangent bundle of the ambient space in the standard manner. For all $t$, and for all $\sigma \in \mathcal{U}$, let $\hat{q}_{t}^{\sigma}$ denote the composition of parallel transport from $\hat{e}_{t}(x, r)$ to $\hat{e}_{t}^{\sigma}(x, r)$ with orthogonal projection onto the normal bundle of $\hat{e}_{t}^{\sigma}$. As before, for all $(t, \sigma) \in(-\epsilon, \epsilon) \times \mathcal{U}, \hat{q}_{t}^{\sigma}$ is a bundle isomorphism, we denote by $\hat{H}_{t}^{\sigma}$ the image under $\left(\hat{q}_{t}^{\sigma} \circ \hat{q}_{t}\right)^{-1}$ of the mean curvature vector of $\hat{e}_{t}^{\sigma}$, and we define

$$
\begin{equation*}
\mathcal{F}(t, \sigma):=\hat{H}_{t}^{\sigma}-\hat{H}_{t} . \tag{7.66}
\end{equation*}
$$

We recall the following technical lemma of differential geometry.
Lemma 7.31. Let $\Omega \subseteq \mathbf{R}^{m}$ be an open subset, and let $f: \Omega \rightarrow \mathbf{R}$ be a smooth function. For all $x_{0} \in \Omega$, there exist smooth functions $f_{1}, \cdots, f_{m}: \Omega \rightarrow \mathbf{R}$ such that

$$
\begin{equation*}
f(x)=f\left(x_{0}\right)+\sum_{i=1}^{m}\left(x^{i}-x_{0}^{i}\right) f_{i}(x) . \tag{7.67}
\end{equation*}
$$

Furthermore, for all i, $f_{i}(0)=\left(\partial_{i} f\right)(0)$.
Proof. It suffices to address the case where $\Omega$ is convex. For all $i$, we define

$$
f_{i}(x):=\int_{0}^{1} \frac{\partial f}{\partial x_{i}}\left(x_{0}+t\left(x-x_{0}\right)\right) d t
$$

and we readily verify that these functions have the desired properties.
For all $\omega \leq 0$, we denote

$$
\mathcal{U}_{\omega}^{2, \alpha}:=\mathcal{U} \cap C_{\omega}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right) .
$$

Lemma 7.32. For all $r_{0}>0$, for all $\alpha \in(0,1)$, and for every weight $\omega \leq 0, \mathcal{F}$ defines a smooth function from $(-\epsilon, \epsilon) \times \mathcal{U}_{\omega}^{2, \alpha}$ into $C_{\omega}^{0, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$.

Proof. Since $\mathcal{F}(t, 0)=0$, and since mean curvature is quasilinear, upon reducing $\mathcal{U}$ if necessary, and upon applying Lemma 7.31 pointwise to the 2 -jets of $\sigma$, we find that there exist smooth functions $a^{i j}, b^{i}$ and $c$ such that, for all $(t, \sigma)$,

$$
\begin{gathered}
\mathcal{F}(t, \sigma)(x, r)=a^{i j}\left(t, x, r, J^{1} \sigma(x, r)\right) \operatorname{Hess}(\sigma)_{i j}(x, r)+b^{1}\left(t, x, r, J^{1} \sigma(x, r)\right)(\nabla \sigma)_{i}(x, r) \\
+c\left(t, x, r, J^{1} \sigma(x, r)\right) \sigma(x, r),
\end{gathered}
$$

where here $J^{1} \sigma$ denotes the 1 -jet of $\sigma$. Consider now the final term in this expression. The canonical inclusion $\mathcal{U}_{\omega}^{2, \alpha} \rightarrow \mathcal{U}_{0}^{2, \alpha}$ is continuous and linear, and therefore smooth. Since the derivatives of $c$ to all orders are bounded, the non-linear operator

$$
\sigma \mapsto c\left(t, x, r, J^{1} \sigma(x, r)\right)
$$

defines a smooth function from $(-\epsilon, \epsilon) \times \mathcal{U}_{0}^{2, \alpha}$ into $C_{0}^{0, \alpha}\left(\hat{X}_{r_{0}}\right)$. Finally, the product $C_{0}^{0, \alpha}\left(\hat{X}_{r_{0}}\right) \oplus C_{\omega}^{0, \alpha}\left(\mathbb{N} \hat{X}_{r_{0}}\right) \rightarrow$ $C_{\omega}^{0, \alpha}\left(\mathrm{~N} \hat{X}_{r_{0}}\right)$ is continuous and bilinear, and thus also smooth. It follows that the composition

$$
\sigma \mapsto c\left(t, x, r, J^{1} \sigma(x, r)\right) \sigma(x, r)
$$

defines a smooth map from $(-\epsilon, \epsilon) \times \mathcal{U}_{\omega}^{2, \alpha}$ into $C_{\omega}^{0, \alpha}(\mathrm{~N} \hat{X})$. The remaining terms, though more technical, are addressed in a similar manner, and this completes the proof.

The third step of our construction involves iterating the preceding step to produce explicit parametrizations of families of graphs over families of graphs over families of cones. Thus, for all $t$, for all $\sigma \in \mathcal{U}$, and for all $\tau \in C_{0}^{2, \alpha}(\mathrm{~N} \hat{X})$, define $\hat{e}_{t}^{(\sigma, \tau)}: \hat{X} \rightarrow \mathbf{H}_{+}^{p, q}$ by

$$
\begin{equation*}
\hat{e}_{t}^{(\sigma, \tau)}(x, r):=\operatorname{Exp}_{\hat{e}_{t}^{\sigma}(x, r)}\left(\hat{q}_{t}^{\sigma} \circ \hat{q}_{t} \circ \tau(x, r)\right) . \tag{7.68}
\end{equation*}
$$

Upon reducing $\mathcal{U}$ if necessary, we may suppose that, for all $t$, and for all $\sigma, \tau \in \mathcal{U}, \hat{e}_{t}^{(\sigma, \tau)}$ is a spacelike embedding. For all such $(t, \sigma, \tau)$, let $\hat{q}_{t}^{(\sigma, \tau)}$ denote the composition of parallel transport from $\hat{e}_{t}^{\sigma}(x, r)$ to $\hat{e}_{t}^{(\sigma, \tau)}(x, r)$ with orthogonal projection onto the normal bundle of $\hat{e}_{t}^{(\sigma, \tau)}$. Once again, for all $(t, \sigma, \tau) \in$ $(-\epsilon, \epsilon) \times \mathcal{U} \times \mathcal{U}, \hat{q}_{t}^{(\sigma, \tau)}$ is a bundle isomorphism, we denote by $\hat{H}_{t}^{(\sigma, \tau)}$ the image under $\left(\hat{q}_{t}^{(\sigma, \tau)} \circ \hat{q}_{t}^{\sigma} \circ \hat{q}_{t}\right)^{-1}$ of the mean curvature vector of $\hat{e}_{t}^{(\sigma, \tau)}$, and we define

$$
\begin{equation*}
\mathcal{G}(t, \sigma, \tau):=\hat{H}_{t}^{(\sigma, \tau)}-\hat{H}_{t} . \tag{7.69}
\end{equation*}
$$

Repeating the proof of Lemma 7.32 yields the following result.
Lemma 7.33. For all $r_{0}>0$, for all $\alpha \in(0,1)$, and for every weight $\omega \leq 0, \mathcal{G}$ defines a smooth function from $(-\epsilon, \epsilon) \times \mathcal{U}_{\omega}^{2, \alpha} \times \mathcal{U}_{\omega}^{2, \alpha}$ into $C_{\omega}^{0, \alpha}(\mathrm{~N} \hat{X})$.

Finally, we sketch how this construction extends to treat perturbations of complete maximal graphs. At this stage, although it is not strictly necessary, we will take the weight $\omega$ to be equal to zero. Let $M:=M_{0}$ be a complete maximal graph such that $\partial_{\infty} M=X_{0, \infty}$. By Lemma 7.12, there exists a compact subset $K \subseteq M$, $r_{0}>0$, and a section $\sigma_{0} \in C_{0}^{2, \alpha}\left(\mathrm{~N} \hat{X}_{0, r_{0}}\right)$ whose graph coincides with $M \backslash K$. In addition, upon increasing $r_{0}$ if necessary, we may suppose that $\sigma_{0}$ is as small as we wish. Now let $\left(\tilde{M}_{t}\right)_{t \in(-\epsilon, \epsilon)}$ be a smooth family of complete, smooth, not necessarily maximal, spacelike graphs such that $\tilde{M}_{0}=M$ and such that, for all $t$, the graph of $\sigma_{0}$ over $\mathrm{N} \hat{X}_{t, r_{0}}$ coincides with the complement of some compact subset of $\tilde{M}_{t}$. Let $\left(\hat{e}_{t}^{M}\right)_{t \in(-\epsilon, \epsilon)}$ be a smooth family of smooth embeddings such that
(1) $\hat{e}_{0}^{M}$ is the identity,
(2) for all $t, \hat{e}_{t}^{M}$ parametrizes $\tilde{M}_{t}$, and
(3) for all $t, \hat{e}_{t}^{M}$ coincides with $\hat{e}_{t}^{\sigma_{0}} \circ\left(\hat{e}_{0}^{\sigma_{0}}\right)^{-1}$ over $\tilde{M}_{0} \backslash K$.

We underline here that it is of little importance how $\left(\hat{e}_{t}^{M}\right)_{t \in(-\epsilon, \epsilon)}$ extends over the rest of $\left(\tilde{M}_{t}\right)_{t \in(-\epsilon, \epsilon)}$, as long as it is smooth. For all sufficiently small $(t, \tau) \in(-\epsilon, \epsilon) \times C^{2, \alpha}(\mathrm{~N} M)$, we define $\hat{q}_{t}^{M, \tau}$ and $\hat{H}_{t}^{M, \tau}$ in the same way as before, and we define, for all such $(t, \tau)$,

$$
\begin{equation*}
\mathcal{H}(t, \tau):=\hat{H}_{t}^{M, \tau} . \tag{7.70}
\end{equation*}
$$

Note that, by construction,

$$
\mathcal{H}(0,0)=0 .
$$

Lemma 7.34. For all $\alpha \in(0,1)$, upon reducing $\mathcal{U}$ if necessary, $\mathcal{H}$ defines a smooth function from $(-\epsilon, \epsilon) \times$ $\mathcal{U}_{0}^{2, \alpha}$ into $C_{0}^{0, \alpha}(\mathrm{~N} M)$.

Remark 7.35. We will see in Section 8.3 that $\sigma_{0} \in C_{-1}^{2, \alpha}\left(\mathbb{N} \hat{X}_{0, r_{0}}\right)$, and the argument of the following proof then shows that $\mathcal{H}$ in fact defines a smooth function from $(-\epsilon, \epsilon) \times \mathcal{U}_{\omega}^{2, \alpha}$ into $C_{\omega}^{0, \alpha}(\mathrm{~N} M)$ for all $\omega \in[-1,0]$. However, Lemma 7.34 as stated is already sufficient for proving stability.

Proof. Indeed, outside some compact subset of $M$,

$$
\left(\hat{e}_{0}^{\sigma_{0}}\right)^{*} \mathcal{H}(t, \tau):=\left(\hat{q}_{0}^{\sigma_{0}}\right)^{-1} \circ \mathcal{H}(t, \tau) \circ \hat{e}_{0}^{\sigma_{0}}=\mathcal{G}\left(t, \sigma_{0}, \tau\right)+\hat{H}_{t},
$$

and the result now follows by Lemmas 7.30 and 7.33
We are now ready to prove our perturbation result.
Proof of Theorem 7.1. Let $\left(\Lambda_{t}\right)_{t \in(-\epsilon, \epsilon)}$ be a family of spacelike spheres in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ varying continuously in the $C^{\infty}$ topology. We first show that, upon reducing $\epsilon$ if necessary, we may suppose that, for all $t, \Lambda_{t}$ lies in the image of some fixed spacelike polar coordinate chart. Indeed, in any Fermi chart, $\Lambda$ is the graph of some strictly 1-Lipschitz function $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$. By [Hei05, Lemma 2.8], this function takes values in an open hemisphere so that, by Lemma 7.4 and the subsequent remark, $\Lambda_{0}$ lies in the image of some spacelike polar coordinate chart. Upon reducing $\epsilon$ if necessary, we may suppose that $\Lambda_{t}$ is also contained in the same coordinate chart, as asserted.

Now, let $M_{0}$ be a complete maximal graph with $\partial_{\infty} M_{0}=\Lambda_{0}$. Let $\left(\tilde{M}_{t}\right)_{t \in(-\epsilon, \epsilon)}$ denote the smooth family of perturbations of $M_{0}$ constructed above, and let $\mathcal{H}:(-\epsilon, \epsilon) \times \mathcal{U}_{0}^{2, \alpha} \rightarrow C_{0}^{0, \alpha}(\mathrm{~N} M)$ denote the operator defined in (7.70). As shown above, $\mathcal{H}$ defines a smooth function between Banach spaces. Furthermore, its partial derivative with respect to the second component is the Jacobi operator J. By Theorem 7.29, $J: C_{0}^{2, \alpha}(\mathrm{~N} M) \rightarrow C_{0}^{0, \alpha}(\mathrm{~N} M)$ is a linear isomorphism. It follows by the implicit function theorem that, upon reducing $\epsilon$ and $\mathcal{U}$ if necessary, we may suppose that for all $t \in(-\epsilon, \epsilon)$, there exists a unique element $\tau_{t} \in \mathcal{U}_{0}^{2, \alpha}$ such that

$$
\hat{H}_{t}^{M, \tau_{t}}=\mathcal{H}\left(t, \tau_{t}\right)=0 .
$$

For all such $t$, the image of $\hat{e}_{t}^{M, \tau_{t}}$ is a maximal graph $M_{t}$, say. Since $\left(\tau_{t}\right)_{t \in(-\epsilon, \epsilon)}$ tends to zero in $C_{0}^{2, \alpha}(\mathrm{~N} M)$ as $t$ tends to zero, upon reducing $\epsilon$ if necessary, we may suppose that, for all $t, \hat{e}_{t}^{M, \tau_{t}}$ has bounded second fundamental form so that, by Lemma 3.11, it is complete. Finally, since, for all $t, \tau_{t}$ is bounded, $\partial_{\infty} M_{t}=$ $\partial_{\infty} \tilde{M}_{t}=\Lambda_{t}$, and this completes the proof.

## 8. Proofs of main results

8.1. Smoothly approximating 1-Lipschitz maps. In order to conclude the proofs of Theorem A, we require the following refinement of [Hei05, Lemma 2.8].

Lemma 8.1. Let $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$ be a 1-Lipschitz map. If the image of $\varphi$ does not contain antipodal points, then it is contained in an open hemisphere of $\mathbf{S}^{q}$.

Proof. By the Hahn-Banach separation theorem, it suffices to show that 0 is not in the convex hull of $\varphi\left(\mathbf{S}^{p-1}\right)$ in $\mathbf{R}^{q+1}$. Suppose the contrary, namely that there exist $x_{1}, \ldots, x_{m} \in \mathbf{S}^{p-1}$ and $\lambda_{1}, \ldots, \lambda_{m} \in(0,1)$ with $\sum \lambda_{i}=1$ such that

$$
\sum_{i=1}^{m} \lambda_{i} \varphi\left(x_{i}\right)=0 .
$$

Since $\cos$ is decreasing on $[0, \pi]$, for all $i, j$,

$$
\left\langle\varphi\left(x_{i}\right), \varphi\left(x_{j}\right)\right\rangle=\cos \left(d_{S}\left(\varphi\left(x_{i}\right), \varphi\left(x_{j}\right)\right)\right) \geq \cos \left(d_{S}\left(x_{i}, x_{j}\right)\right)=\left\langle x_{i}, x_{j}\right\rangle,
$$

so that,

$$
\begin{aligned}
0 & =\left\langle\sum_{i=1}^{m} \lambda_{i} \varphi\left(x_{i}\right), \sum_{i=1}^{m} \lambda_{i} \varphi\left(x_{i}\right)\right\rangle \\
& =\sum_{i=1}^{m} \lambda_{i}^{2}+2 \sum_{1 \leq i<j \leq m} \lambda_{i} \lambda_{j}\left\langle\varphi\left(x_{i}\right), \varphi\left(x_{j}\right)\right\rangle \\
& \geq \sum_{i=1}^{m} \lambda_{i}^{2}+2 \sum_{1 \leq i<j \leq m} \lambda_{i} \lambda_{j}\left\langle x_{i}, x_{j}\right\rangle \\
& =\left\langle\sum_{i=1}^{m} \lambda_{i} x_{i}, \sum_{i=1}^{m} \lambda_{i} x_{i}\right\rangle \geq 0 .
\end{aligned}
$$

Equality therefore holds, so that $0 \in \mathbf{R}^{p}$ also lies in the convex hull of $\left\{x_{1}, \cdots, x_{m}\right\}$. Furthermore, for any other point $y$ in $\mathbf{S}^{p-1}$,

$$
0=\left\langle\sum_{i=1}^{m} \lambda_{i} \varphi\left(x_{i}\right), \varphi(y)\right\rangle=\sum_{i=1}^{m} \lambda_{i}\left\langle\varphi\left(x_{i}\right), \varphi(y)\right\rangle \geq \sum_{i=1}^{m} \lambda_{i}\left\langle x_{i}, y\right\rangle=\sum_{i=1}^{m}\left\langle\lambda_{i} x_{i}, y\right\rangle=0,
$$

so that

$$
\sum_{i=1}^{m} \lambda_{i}\left(\left\langle\varphi\left(x_{i}\right), \varphi(y)\right\rangle-\left\langle x_{i}, y\right\rangle\right)=0 .
$$

Since every summand on the left-hand side is non-negative, it follows that, for all $i$,

$$
\left\langle\varphi\left(x_{i}\right), \varphi(y)\right\rangle=\left\langle x_{i}, y\right\rangle .
$$

Setting $y=-x_{1}$ now yields

$$
\left\langle\varphi\left(x_{1}\right), \varphi\left(-x_{1}\right)\right\rangle=\left\langle x_{1},-x_{1}\right\rangle=-1,
$$

so that $\varphi\left(\mathbf{S}^{p-1}\right)$ contains antipodal points. This is absurd, and the result follows.
The first consequence of Lemma 8.1 is that 1-Lipschitz maps not containing antipodal points can be continuously deformed to constant maps.

Lemma 8.2. Let $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$ be a 1-Lipschitz map. If the image of $\varphi$ does not contain antipodal points, then there exists a continuous family of maps $\left(\varphi_{t}\right)_{t \in[0,1]}: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$ such that
(1) $\varphi_{0}=\varphi$,
(2) $\varphi_{1}$ is constant, and
(3) for all $t, \varphi_{t}$ is $(1-t)$-Lipschitz.

Morerover, if, in addition, $\varphi$ is smooth, then we can assume that $\left(\varphi_{t}\right)_{t \in[0,1]}$ is also smooth.
Proof. By applying Lemma 8.1, let $y$ denote the centre of an open hemisphere $\mathbf{S}_{+}^{q}$ containing $\varphi\left(\mathbf{S}^{p-1}\right)$. We work in geodesic coordinates of $\mathbf{S}^{q}$ about $y$, so that $\mathbf{S}_{+}^{q}$ identifies with the ball $B_{\pi / 2}^{q}(0)$. By compactness,

$$
\varphi\left(\mathbf{S}^{p-1}\right) \subset B_{r}^{q}(0),
$$

for some $r<\pi / 2$. For all $s$, define $\Phi_{s}: B_{r}^{q}(0) \rightarrow B_{r}^{q}(0)$ by

$$
\Phi_{s}(x):=s x
$$

A quick computation shows that, for all $s$, the map $\Phi_{s}$ is $\left(\frac{\sin (r s)}{\sin (r)}\right)$-Lipschitz with respect to the spherical metric over $B_{r}^{q}(0)$. We thus define

$$
\varphi_{t}:=\Phi_{\frac{\arcsin ((1-t) \sin (r))}{r}} \circ \varphi
$$

and the result follows.
The second consequence of Lemma 8.1 is that 1 -Lipschitz maps not containing antipodal points can be approximated by smooth, strictly 1-Lipschitz maps.

Lemma 8.3. Let $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$ be a 1-Lipschitz map. If the image of $\varphi$ does not contain antipodal points, then, for all $\delta>0$, there exists a smooth, strictly 1-Lipschitz map $\psi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$ such that

$$
\begin{equation*}
\|\varphi-\psi\|_{C^{0}}<\delta \tag{8.1}
\end{equation*}
$$

Proof. By Lemma 8.2, there exists $\epsilon>0$, and a $(1-\epsilon)$-Lipschitz map $\varphi^{\prime}: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$ such that $\left\|\varphi-\varphi^{\prime}\right\|_{C^{0}}<$ $\delta / 2$. We now identify $\mathbf{S}^{q}$ with the unit sphere in $\mathbf{R}^{q+1}$, and we denote by $\pi: \mathbf{R}^{q+1} \backslash\{0\} \rightarrow \mathbf{S}^{q}$ radial projection. The function $\varphi^{\prime \prime}(x):=\varphi^{\prime}(x) /(1-\epsilon)$ is a 1-Lipschitz map into $\mathbf{S}^{q} /(1-\epsilon)$. Applying a suitable smoothing convolution yields a smooth, 1-Lipschitz map $\varphi^{\prime \prime \prime}: \mathbf{S}^{p-1} \rightarrow \mathbf{R}^{q+1}$ such that $\left\|\varphi^{\prime \prime}-\varphi^{\prime \prime \prime}\right\|_{C^{0}}<\delta / 2$. Since $\pi$ is strictly contracting outside $\mathbf{S}^{q}$,

$$
\left\|\varphi^{\prime}-\left(\pi \circ \varphi^{\prime \prime \prime}\right)\right\|_{C^{0}}=\left\|\left(\pi \circ \varphi^{\prime \prime}\right)-\left(\pi \circ \varphi^{\prime \prime \prime}\right)\right\|_{C^{0}}<\frac{\delta}{2} .
$$

It follows that $\psi:=\left(\pi \circ \varphi^{\prime \prime \prime}\right)$ is a smooth, strictly 1-Lipschitz map, and satisfies

$$
\|\varphi-\psi\|_{C^{0}} \leq\left\|\varphi-\varphi^{\prime}\right\|+\left\|\varphi^{\prime}-\psi\right\|<\delta
$$

as desired.

### 8.2. Proof of Theorem A.

Proof of Theorem $A$. We first show that $\partial_{\infty}$ maps $\mathcal{M}$ bijectively onto $\mathcal{B}$. It suffices to work in the double cover $\mathbf{H}_{+}^{p, q}$ and show that $\partial_{\infty}^{+}$maps $\mathcal{M}_{+}$bijectively onto $\mathcal{B}_{+}$. By Lemmas $3.5,3.11$ and $4.10, \partial_{\infty}$ maps $\mathcal{M}_{+}$ into $\mathcal{B}_{+}$. We now show that every admissible non-negative $(p-1)$-sphere $\Lambda$ in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ is the asymptotic boundary of a unique complete maximal graph in $\mathbf{H}_{+}^{p, q}$.

We first prove existence. Suppose first that $\Lambda$ is smooth and spacelike. By Lemma 8.1, we may choose a Fermi chart with respect to which $\Lambda$ is the graph of some smooth, strictly 1-Lipschitz map $\varphi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}_{+}^{q}$, say. Let $\left(\varphi_{t}\right)_{t \in[0,1]}$ be as in Lemma 8.2 and, for all $t$, let $\Lambda_{t}$ denote the graph of $\varphi_{t}$ in $\partial_{\infty} \mathbf{H}_{+}^{p, q} \cong \mathbf{S}^{p-1} \times \mathbf{S}^{q}$. Let $E \subseteq[0,1]$ denote the set of all $t$ for which $\Lambda_{t}$ is the asymptotic boundary of some complete maximal graph in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. By Theorem 7.1, $E$ is open, by Theorem 5.2, $E$ is closed, and, since $\Lambda_{0}$ is the boundary of a totally-geodesic $p$-dimensional hyperbolic plane, $E$ is non-empty. It follows by connectedness that $E=[0,1]$, and this proves existence when $\Lambda$ is smooth.

By Corollary 5.2, $\partial_{\infty}^{+}: \mathcal{M}_{+} \rightarrow \mathcal{B}_{+}$is proper, and, by Lemma 8.3 , the set of smooth, spacelike spheres in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$ is dense in $\mathcal{B}_{+}$, and surjectivity of $\partial_{\infty}^{+}$follows. Since uniqueness is proven in Theorem 6.1, it follows that $\partial_{\infty}^{+}$is a bijection, as desired.

It remains only to show that $\partial_{\infty}$ is a homeomorphism. Let $\left\{M_{m}\right\}_{m \in \mathbf{N}}$ be a sequence of maximal graphs converging in the $C_{\text {loc }}^{\infty}$ sense to the maximal graph $M_{\infty}$. Choose a Fermi chart and, for all $m \in \mathbf{N} \cup\{\infty\}$, let $\varphi_{m}$ denote the 1-Lipschitz function whose graph is $M_{m}$. By the Arzelà-Ascoli Theorem, $\left\{\varphi_{m}\right\}_{m \in \mathbf{N}}$ is compact in the uniform topology. Since $\varphi_{\infty}$ is its unique limit, this sequences converges uniformly towards $\varphi_{\infty}$, and it follows that $\left\{M_{m}\right\}_{m \in \mathbf{N}}$ also converges in the Hausdorff sense to $M_{\infty}$. From this is follows that $\left\{\partial_{\infty} M_{m}\right\}_{m \in \mathbf{N}}$ likewise converges in the Hausdorff sense to $\partial_{\infty} M_{\infty}$, and this proves continuity. Finally, by Theorem 5.2, the asymptotic boundary map is proper. Its inverse is therefore also continuous, and this completes the proof.
8.3. Proof of Theorem B. We first note that, in order not to trouble the reader with technical questions of low regularity, we have up to this point only worked with objects that are smooth. However, by elliptic regularity, in the context of elliptic, second-order partial differential equations, the properties of being smooth and of being $C^{2, \alpha}$ are equivalent. There is, nonetheless, one important caveat, namely, when we wish to study functionals over the space of $C^{2, \alpha}$ sections of the normal bundle of some cone $\hat{X}$, we require that this bundle also be of type $C^{2, \alpha}$. For this to hold, it is necessary and sufficient that the sphere $X$ be of type $C^{3, \alpha}$. For this reason, we henceforth work with asymptotic boundaries of type $C^{3, \alpha}$, to which the theory developed in the previous sections applies without modification.

It will now be sufficient to work in the double cover $\mathbf{H}_{+}^{p, q}$. Let $M$ be a compete maximal $p$-submanifold of $\mathbf{H}_{+}^{p, q}$ with $C^{3, \alpha}$ asymptotic boundary $M_{\infty}$. Let $x_{0} \in \mathbf{H}_{+}^{p, q}$ be such that $M_{\infty}$ lies in the image of its spacelike polar coordinate chart. Let $X \subseteq \mathrm{~T}_{x_{0}}^{1} \mathbf{H}_{+}^{p, q}$ denote the preimage of $M_{\infty}$ in this chart, and let $\hat{X}$ denote its cone. Let $r_{0}>0$ and $\sigma \in \Gamma\left(N \hat{X}_{r_{0}}\right)$ be as in Lemma 7.12. Note that $\left\|\left.\sigma\right|_{B_{1}(x)}\right\|_{C^{2, \alpha}}$ tends to zero as $x$ tends to infinity so that, in particular,

$$
\begin{equation*}
\sigma \in C_{0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right) . \tag{8.2}
\end{equation*}
$$

Theorem B is a straightforward consequence of the following refinement of (8.2).
Lemma 8.4. For all $\alpha \in(0,1)$,

$$
\begin{equation*}
\sigma \in C_{-1}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right) . \tag{8.3}
\end{equation*}
$$

Proof. Let $\hat{H}$ denote the mean curvature vector of $\hat{X}$, and note that, by (7.19),

$$
\hat{H} \in C_{-1}^{0, \alpha}\left(N \hat{X}_{r_{0}}\right) .
$$

Consider now a general section $\tau \in C_{0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right)$. Since $\hat{X}$ is asymptotically totally-geodesic, for $\|\tau\|_{C^{2, \alpha}}$ sufficiently small, the graph of $\tau$ is an embedded, spacelike submanifold. For all such $\tau$, we denote

$$
\hat{e}^{\tau}(x, r):=\operatorname{Exp}_{(x, r)}(\tau(x, r)),
$$

we denote by $\hat{q}^{\tau}(x, r)$ the composition of parallel transport from $(x, r)$ to $\hat{e}^{\tau}(x, r)$ with orthogonal projection onto the normal bundle of $\hat{X}$, and we denote by $\hat{H}^{\tau}$ the image under $\left(\hat{q}^{\tau}\right)^{-1}$ of the mean curvature vector of $\hat{e}^{\tau}$. Since the mean curvature functional is quasi-linear, upon applying Lemma 7.31 pointwise to the 2 -jets of $\tau$, we obtain

$$
\hat{H}^{\tau}=\hat{H}+L(\tau) \tau
$$

where, for any section $\rho$,

$$
L(\tau) \rho:=a^{i j}\left(x, r, J^{1} \tau(x, r)\right) \operatorname{Hess}(\rho)_{i j}(x, r)+b^{i}\left(x, r, J^{1} \tau(x, r)\right)(\nabla \rho)_{i}(x, r)+c\left(x, r, J^{1} \tau(x, r)\right) \rho(x),
$$

for suitable functions $a, b$ and $c$. In particular, since the graph of $\sigma$ is maximal,

$$
L(\sigma) \sigma=-\hat{H}
$$

Note now that $L(0)$ is simply the Jacobi operator $J$ of $\hat{X}$. Since $\left\|\left.\sigma\right|_{B_{1}(x)}\right\|_{C^{2, \alpha}}$ tends to zero as $x$ tends to infinity, it follows that, for all $\tau$ supported in the complement of a sufficiently large compact subset $K$ of $\hat{X}_{r_{0}}$,

$$
L(\sigma) \tau=J^{\prime} \tau
$$

for some perturbation $J^{\prime}$ of $J$ for which the conclusion of Theorem 7.21 continues to hold. Suppose now that that $K$ contains the boundary of $\hat{X}_{r_{0}}$, and let $\chi: \hat{X}_{r_{0}} \rightarrow[0,1]$ be a smooth, compactly supported function equal to 1 over $K$. Then, $(1-\chi) \sigma$ vanishes along the boundary and, outside $\operatorname{Supp}(\chi)$,

$$
J^{\prime}(1-\chi) \sigma=J^{\prime} \sigma=L(\sigma) \sigma=-\hat{H}
$$

so that, by (8.3),

$$
g:=J^{\prime}(1-\chi) \sigma \in C_{-1}^{0, \alpha}\left(N \hat{X}_{r_{0}}\right) .
$$

We now claim that $(1-\chi) \sigma$ is an element of $C_{-1,0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right)$. Indeed, by Theorem 7.21 applied to $C_{-1,0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right)$, there exists an element $\sigma^{\prime} \in C_{-1,0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right)$ such that $J^{\prime} \sigma^{\prime}=g$. Since $C_{-1,0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right)$ is contained in $C_{0,0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right)$,

$$
\left(\sigma^{\prime}-(1-\chi) \sigma\right) \in C_{0,0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right) .
$$

Finally, since $J^{\prime}\left(\sigma^{\prime}-(1-\chi) \sigma^{\prime}\right)=(g-g)=0$, by Theorem 7.21 again, applied now to $C_{0,0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right)$,

$$
\sigma^{\prime}-(1-\chi) \sigma=0
$$

so that

$$
(1-\chi) \sigma=\sigma^{\prime} \in C_{-1,0}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right),
$$

as asserted. Since $\chi$ vanishes outside a compact set, it follows that $\sigma$ is also an element of $C_{-1}^{2, \alpha}\left(N \hat{X}_{r_{0}}\right)$, and this completes the proof.
Proof of Theorem B. We continue to use the notation of Lemma 8.4. Let dVol and $\widehat{\mathrm{dVol}}$ denote respectively the volume forms of $X$ and $\hat{X}$. By (7.15),

$$
\widehat{\mathrm{dVol}}=\sinh ^{p-1}(r) \mathrm{dVol} \wedge d r
$$

Let $\widehat{\mathrm{dVol}^{\sigma}}$ denote the volume form of the embedding $\hat{e}^{\sigma}$. Since $\hat{X}$ is asymptotically totally-geodesic, and since $\left\|\left.\sigma\right|_{B_{1}(x)}\right\|_{C^{2, \alpha}}$ tends to zero as $x$ tends to infinity, there exists $C_{1}>0$ such that

$$
\widehat{\mathrm{dVol}}^{\sigma} \leq C_{1} \widehat{\mathrm{dVol}}=C_{1} \sinh ^{p-1}(r) \mathrm{dVol} \wedge d r .
$$

By (8.3), there exists $C_{2}>0$ such that

$$
\|I I\|^{2} \leq C_{2} e^{-2 r}
$$

It follows that

$$
\begin{aligned}
\int_{\hat{X}_{r_{0}}}\|I I\|^{s} \widehat{\mathrm{dVol}}{ }^{\sigma} & \leq C_{1} C_{2}^{s / 2} \int_{\hat{X}_{r_{0}}} \sinh ^{p-1}(r) e^{-s r} \mathrm{dVol} d r \\
& =2^{1-p} C_{1} C_{2}^{s / 2} \operatorname{Vol}(X) \int_{r_{0}}^{\infty} e^{(p-1) r-s r} d r \\
& <\infty,
\end{aligned}
$$

as desired.

## 9. Anosov representations

We now discuss the applications of Theorem A to the theory of positive $P_{1}$-Anosov representations in $\mathrm{PO}(p, q+1)$. We refer the reader to [DGK18] for definitions and recall here only the main properties of such representations. Let $\Gamma$ be a word-hyperbolic group with Gromov boundary homeomorphic to a ( $p-1$ )sphere. Every $\mathrm{P}_{1}$-Anosov representation $\rho: \Gamma \rightarrow \mathrm{PO}(p, q+1)$ preserves a unique $(p-1)$-sphere $\Lambda_{\rho}$ in $\partial_{\infty} \mathbf{H}^{p, q}$, called the proximal limit set. The proximal limit set $\Lambda_{\rho}$ is either positive for $\mathbf{b}$ or positive for $-\mathbf{b}$. In the former case $\rho$ is called positive, and in the latter negative. Positive $\mathrm{P}_{1}$-Anosov representations are precisely those for which $\operatorname{Conv}\left(\Lambda_{\rho}\right) \cap \mathbf{H}^{p, q}$ is non-empty; and furthermore, $\rho$ acts properly discontinuously and cocompactly on $\operatorname{Conv}\left(\Lambda_{\rho}\right) \cap \mathbf{H}^{p, q}$.
9.1. Invariant maximal submanifolds. Let $\rho: \Gamma \rightarrow \mathrm{PO}(p, q+1)$ be a positive $\mathrm{P}_{1}$-Anosov representation.

Proof of Corollary 1.1, Item (1). Let $\Lambda:=\Lambda_{\rho}$ denote the proximal limit set of $\rho$. By definition, $\Lambda_{\rho}$ is a positive $(p-1)$-sphere in $\partial_{\infty} \mathbf{H}^{p, q}$. In particular, it is non-negative so that, by Theorem A, there exists a unique complete maximal graph $M$ such that $\partial_{\infty} M=\Lambda$. Since $\rho$ preserves $\Lambda$, it also preserves $M$, and existence follows.

To prove uniqueness, let $M^{\prime}$ be another complete maximal graph preserved by $\rho$, and denote $\Lambda^{\prime}=\partial_{\infty} M^{\prime}$. Since $M^{\prime}$ is $\rho$-invariant, so too is $\Lambda^{\prime}$, and therefore so too is $\operatorname{Conv}\left(\Lambda^{\prime}\right)$. By [DGK17, Theorem 1.15 and Theorem 1.24] (see also [BK23, Fact 2.15]), $\partial_{\infty} \operatorname{Conv}\left(\Lambda^{\prime}\right)=\Lambda$. It follows by Lemma 4.13 that $\Lambda^{\prime}=$
$\partial_{\infty} \operatorname{Conv}\left(\Lambda^{\prime}\right)=\Lambda$ so that, by uniqueness of solutions to the asymptotic Plateau problem, $M^{\prime}=M$, as desired.

Finally, by Lemma 4.14, $M$ is contained in $\operatorname{Conv}(\Lambda)$. Furthermore by [DGK18, Theorem 1.7], the action of $\rho(\Gamma)$ on $\operatorname{Conv}\left(\Lambda_{\rho}\right) \cap \mathbf{H}^{p, q}$ is properly discontinuous and cocompact. Since $M$ is a closed subset of $\operatorname{Conv}\left(\Lambda_{\rho}\right) \cap \mathbf{H}^{p, q}$, it follows that the action of $\rho(\Gamma)$ on $M$ is also properly discontinuous and cocompact, and this completes the proof of Item (1).

Item (2) of Corollary 1.1 will be proven in the next section. We now prove Corollary 1.2.
Proof of Corollary 1.2. Let $M$ be as in Corollary 1.1. Note that $M$ is diffeomorphic to $\mathbf{R}^{p}$, and the action of $\rho(\Gamma)$ on $M$ is properly discontinuous. In particular, the stabilizer of any point is finite. Since $\Gamma$ is torsionfree, the action of $\rho(\Gamma)$ on $M$ is free. By Item (1) of Corollary $1.1, \rho(\Gamma)$ acts cocompactly on $M$, and the quotient $M / \rho(\Gamma)$ is thus a closed smooth manifold of dimension $p$. Finally, $\mathrm{P}_{1}$-Anosov representations have finite kernel. Since $\Gamma$ is torsion-free, $\rho$ is faithful, $\Gamma$ is isomorphic to the fundamental group of $M / \rho(\Gamma)$, and the result follows.
9.2. Analytic dependence. In order to conclude the proof of Corollary 1.1, we now show that $M$ depends real analytically on the representation. This will use the implicit function theorem in a manner similar to that of the proof of Theorem 7.1. However, since we are concerned here with the cocompact case, the proof is in fact much simpler, differing little from similar cases already treated in the literature (such as, for example, [Whi89]). For this reason, we will only sketch the main ideas.

Let $\rho_{0}: \Gamma \rightarrow \mathrm{PO}(p, q+1)$ be a representation acting properly-discontinuously and cocompactly on a complete maximal $p$-submanifold $M$ of $\mathbf{H}^{p, q}$. Note that $\rho_{0}$ lifts to a representation taking values in $\mathrm{O}(p, q+$ 1) which preserves a complete maximal $p$-submanifold of the double cover $\mathbf{H}_{+}^{p, q}$ which we also denote by M.

Lemma 9.1. There exists a positive function $\phi \in C_{0}^{\infty}(M)$ such that, for all $x \in M$,

$$
\begin{equation*}
\sum_{\gamma \in \Gamma} \phi\left(\rho_{0}(\gamma) \cdot x\right)=1 \tag{9.1}
\end{equation*}
$$

Proof. Indeed, let $K$ be a fundamental domain for the action of $\rho_{0}$ on $M$. Let $\psi \in C_{0}^{\infty}(M)$ be a positive function which does not vanish over $K$. Choose $\epsilon>0$ and let $N$ denote the number of translates of $K$ required to cover the $\epsilon$-neighbourhood of the support of this function, which is finite by proper discontinuity of the action of $\rho_{0}$. For all $x \in M$, there exist at most $N$ values of $\gamma$ for which $\psi \circ \rho_{0}(\gamma)$ does not vanish over $B_{\epsilon}(x)$. We thus define the smooth function $\tilde{\psi}: M \rightarrow \mathbf{R}$ by

$$
\tilde{\psi}(x):=\sum_{\gamma \in \Gamma} \psi\left(\rho_{0}(\gamma) \cdot x\right)
$$

Clearly $\tilde{\psi}\left(\rho_{0}(\gamma) \cdot x\right)=\tilde{\psi}(x)$ for all $x \in M$ and $\gamma \in \Gamma$, and we readily verify that

$$
\phi(x):=\frac{\psi(x)}{\tilde{\psi}(x)}
$$

has the desired properties.
Recall now the quadric $\mathbf{Q}^{p, q}$ introduced in Section 2.1. Let $e_{0}: M \rightarrow \mathbf{H}_{+}^{p, q}=\mathbf{Q}^{p, q} \subseteq \mathbf{R}^{p, q+1}$ denote the canonical embedding. For all $\rho \in \operatorname{Hom}(\Gamma, \mathrm{O}(p, q+1))$, we define $\tilde{e}^{\rho}: M \rightarrow E$ by

$$
\begin{equation*}
\tilde{e}^{\rho}(x):=\sum_{\gamma \in \Gamma} \phi\left(\rho_{0}(\gamma)^{-1} \cdot x\right) \rho(\gamma) \rho_{0}(\gamma)^{-1} e_{0}(x) \tag{9.2}
\end{equation*}
$$

Lemma 9.2. For all $\rho \in \operatorname{Hom}(\Gamma, \mathrm{O}(p, q+1))$, $\tilde{e}^{\rho}$ is $\rho$-equivariant.

Proof. Indeed, for all $\mu \in \Gamma$, and for all $x \in M$,

$$
\begin{aligned}
\tilde{e}^{\rho}\left(\rho_{0}(\mu) \cdot x\right) & =\sum_{\gamma \in \Gamma} \phi\left(\rho_{0}(\gamma)^{-1} \cdot \rho_{0}(\mu) \cdot x\right) \rho(\gamma) \rho_{0}(\gamma)^{-1} e_{0}\left(\rho_{0}(\mu) \cdot x\right) \\
& =\sum_{\gamma \in \Gamma} \phi\left(\rho_{0}\left(\mu^{-1} \gamma\right)^{-1} \cdot x\right) \rho(\gamma) \rho_{0}(\gamma)^{-1} \rho_{0}(\mu) e_{0}(x) \\
& =\sum_{\gamma \in \Gamma} \phi\left(\rho_{0}\left(\mu^{-1} \gamma\right)^{-1} \cdot x\right) \rho(\gamma) \rho_{0}\left(\mu^{-1} \gamma\right)^{-1} e_{0}(x) \\
& =\sum_{\gamma \in \Gamma} \phi\left(\rho_{0}(\gamma)^{-1} \cdot x\right) \rho(\mu \gamma) \rho_{0}(\gamma)^{-1} e_{0}(x) \\
& =\sum_{\gamma \in \Gamma} \phi\left(\rho_{0}(\gamma)^{-1} \cdot x\right) \rho(\mu) \rho(\gamma) \rho_{0}(\gamma)^{-1} e_{0}(x) \\
& =\rho(\mu) \tilde{e}^{\rho}(x),
\end{aligned}
$$

as desired.
For all $\rho$, let $e^{\rho}$ denote the composition of $\tilde{e}^{\rho}$ with the canonical projection onto the projective space $\mathbf{P}_{+}(E)$ of oriented lines in $E$. Recall now that $\mathbf{H}_{+}^{p, q}$ is an open subset of $\mathbf{P}_{+}(E)$.

Lemma 9.3. There exists a neighbourhood $U$ of $\rho_{0}$ in $\operatorname{Hom}(\Gamma, \mathrm{O}(p, q+1))$ such that, for all $\rho \in U, e^{\rho}$ defines a spacelike embedding from $M$ into $\mathbf{H}_{+}^{p, q}$.
Proof. Indeed, denote

$$
\Omega:=\left\{x \in \mathbf{R}^{p, q+1} \mid \mathbf{b}(x, x)<0\right\} .
$$

Let $K \subseteq M$ be a fundamental domain of $\rho_{0}$. Define the neighbourhood $U_{1}$ of $\rho_{0}$ in $\operatorname{Hom}(\Gamma, \mathrm{O}(p, q+1))$ by

$$
U_{1}:=\left\{\rho \mid \tilde{e}^{\rho}(x) \in \Omega \forall x \in K\right\} .
$$

By $\rho$-equivariance of $\tilde{e}^{\rho}$ and $\mathrm{O}(p, q+1)$-invariance of $\Omega$, for all $\rho \in U_{1}$,

$$
\operatorname{Im}\left(\tilde{e}^{\rho}\right) \subseteq \Omega,
$$

so that

$$
\operatorname{Im}\left(e^{\rho}\right) \subseteq \mathbf{H}_{+}^{p, q}
$$

By compactness and equivariance again, there exists a neighbourhood $\rho_{0} \in U_{2} \subseteq U_{1}$ such that, for all $\rho \in U_{2}, e^{\rho}$ is a spacelike embedding, and this completes the proof.

We now sketch the proof of the analytic dependence.
Sketch of proof of Corollary 1.1, Item (2). Let $N M$ denote the normal bundle of $M$ and, for all ( $k, \alpha$ ), let $C_{\text {equiv }}^{k, \alpha}(N M)$ denote the space of $\rho_{0}$-equivariant $C^{k, \alpha}$ sections of this bundle. Let $U$ be as in Lemma 9.3. For all $\rho \in U$, and for all $x \in M$, let $q^{\rho}(x)$ denote the composition of parallel transport along the geodesic from $e_{0}(x)$ to $e^{\rho}(x)$ with orthogonal projection onto the normal bundle of $e^{\rho}(M)$, and note that $q^{\rho}$ is a bundle isomorphism. For every section $\sigma$ of the normal bundle of $M$, we define $e^{\rho, \sigma}$ by

$$
e^{\rho, \sigma}(x):=\operatorname{Exp}_{e^{\rho}(x)}\left(q^{\rho}(x) \sigma(x)\right),
$$

where Exp here denotes the exponential map of $\mathbf{H}_{+}^{p, q}$. By cocompactness and equivariance, upon reducing $U$ if necessary, there exists a neighbourhood $\mathcal{V}^{2, \alpha}$ of the zero section in $C_{\text {equiv }}^{2, \alpha}(N M)$ such that, for all $(\rho, \sigma) \in U \times \mathcal{V}^{2, \alpha}, e^{\rho, \sigma}$ is a spacelike embedding from $M$ into $\mathbf{H}_{+}^{p, q}$. For all such $(\rho, \sigma)$, let $q^{\rho, \sigma}(x)$ denote the composition of parallel transport from $e^{\rho}(x)$ to $e^{\rho, \sigma}(x)$ with orthogonal projection onto the normal bundle of $e^{\rho, \sigma}(M)$, and note that $q^{\rho, \sigma}$ is also a bundle homeomorphism. For all $(\rho, \sigma) \in U \times \mathcal{V}^{2, \alpha}$ let $H^{\rho, \sigma}$ denote the image under $\left(q^{\rho}\right)^{-1} \circ\left(q^{\rho, \sigma}\right)^{-1}$ of the mean curvature vector of $e^{\rho, \sigma}$.

We define the functional $\mathcal{H}: U \times \mathcal{V}^{2, \alpha} \rightarrow C_{\text {equiv }}^{0, \alpha}(N M)$ by

$$
\mathcal{H}(\rho, \sigma):=H^{\rho, \sigma}
$$

This functional is smooth, and its partial derivative with respect to the second component is the Jacobi operator $J$ of $M$. Since $J$ is a generalised laplacian over a cocompact manifold, it is Fredholm of index zero. Finally, as in the proof of Theorem $7.17, J$ has trivial kernel, and is thus a linear isomorphism, and the result follows by the implicit function theorem.
9.3. The Guichard-Wienhard domain. In this section, we prove Theorem 1.4 following the ideas of [CTT19, Section 4]. We first recall the construction described by Guichard-Wienhard in [GW12]. Let b be a signature $(p, q+1)$ quadratic form on some vector space $E$, and let $\operatorname{Isot}(E)$ denote the space of maximally isotropic subspaces of $E$. Observe that every element $V$ in $\boldsymbol{\operatorname { I s o t }}(E)$ has dimension $\min \{p, q+1\}$ and that $\operatorname{Isot}(E)$ is a $\mathrm{PO}(\mathbf{b})$-homogenous space.

Theorem 9.4 ([GW12]). Let $\Gamma$ be a word hyperbolic group, let $\rho$ be a $\mathrm{P}_{1}$-Anosov representation of $\Gamma$ in $\mathrm{O}(\mathbf{b})$, let $\Lambda \subset \partial_{\infty} \mathbf{H}^{p, q}$ denote the proximal limit set of $\rho$, and denote

$$
\begin{equation*}
\Omega_{\rho}:=\{V \in \mathbf{I} \mathbf{\operatorname { s o t }}(E), \mathbf{P}(V) \cap \Lambda=\emptyset\} . \tag{9.3}
\end{equation*}
$$

The action of $\rho(\Gamma)$ on $\Omega_{\rho}$ is properly discontinuous and cocompact.
We first provide an elementary description of the intersections of maximal totally isotropic subspaces with $\partial_{\infty} \mathbf{H}^{p, q}$.

Lemma 9.5. Let $E=U \oplus W$ be an orthogonal decomposition such that $\mathbf{b}$ restricts to a positive-definite form on $U$ and a negative-definite form on $W$. Endow $U$ and $W$ with the scalar products $\langle\cdot, \cdot\rangle_{U}=\left.\mathbf{b}\right|_{U}$ and $\langle\cdot, \cdot\rangle_{W}=-\left.\mathbf{b}\right|_{W}$. Let $V \in \operatorname{Isot}(E)$.
(1) If $p \leq q+1$, then $V$ is the graph of a linear map $\varphi: U \rightarrow W$ which is an isometry onto its image. In any Fermi chart $\mathbf{P}_{+}(V) \subset \partial_{\infty} \mathbf{H}_{+}^{p, q}$ is the graph of an isometric immersion $\psi: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$.
(2) If $p \geq q+1$, then $V$ is the graph of a linear map $\varphi: W \rightarrow U$ which is an isometry onto its image. In any Fermi chart $\mathbf{P}_{+}(V) \subset \partial_{\infty} \mathbf{H}_{+}^{p, q}$ is the graph of an isometry $\psi: \Sigma^{q} \rightarrow \mathbf{S}^{q}$ for some totally-geodesic sphere $\Sigma^{q} \subseteq \mathbf{S}^{p-1}$.

Proof. For any two vectors, $v_{1}=\left(u_{1}, w_{1}\right)$ and $v_{2}=\left(u_{2}, w_{2}\right)$,

$$
\mathbf{b}\left(v_{1}, v_{2}\right)=\left\langle u_{1}, u_{2}\right\rangle_{U}-\left\langle w_{1}, w_{2}\right\rangle_{W},
$$

so that $V$ is the graph of some isometric linear map $\varphi$ from $U$ to $W$ or from $W$ to $U$, depending on the sign of $(p-q-1)$. Taking the intersections with $\partial_{\infty} \mathbf{H}^{p, q}$, we see that, if $p \leq q+1$, then $\mathbf{P}_{+}(V) \subset \partial_{\infty} \mathbf{H}_{+}^{p, q}$ is the graph of $\psi=\left.\varphi\right|_{\mathbf{S}^{p}}$, and if $p \geq q+1$, then $\mathbf{P}_{+}(V) \subset \partial_{\infty} \mathbf{H}_{+}^{p, q}$ is the graph of the inverse of $\varphi$ restricted to $\Sigma^{q}=\varphi(W) \cap \mathbf{S}^{p}$.

Lemma 9.6. Let $\Lambda$ be a positive sphere in $\partial_{\infty} \mathbf{H}^{p, q}$ and let $V \in \operatorname{Isot}(E)$ be a maximal totally isotropic subspace. If $p \geq q+1$, then $\mathbf{P}(V)$ intersects $\Lambda$.

Proof. Let $\Lambda_{+}$be a lift of $\Lambda$ in $\partial_{\infty} \mathbf{H}_{+}^{p, q}$. We work in a Fermi chart, so that $\partial_{\infty} \mathbf{H}_{+}^{p, q} \cong \mathbf{S}^{p-1} \times \mathbf{S}^{q}$. In particular, $\Lambda_{+}$is the graph of a 1-Lipschitz map $f: \mathbf{S}^{p-1} \rightarrow \mathbf{S}^{q}$. By Lemma 9.5, there exists a $q$-dimensional totally geodesic sphere $\Sigma^{q}$ in $\mathbf{S}^{p-1}$ together with an isometry $\psi: \Sigma^{q} \rightarrow \mathbf{S}^{q}$ such that $\mathbf{P}_{+}(V) \cap \partial_{\infty} \mathbf{H}_{+}^{p, q}$ is the graph of $\psi$.

Consider the map $g:=\psi^{-1} \circ f_{\mid \Sigma^{q}}$ from $\Sigma^{q}$ to itself. Since $\Lambda$ is positive, the image of $g$ does not contain antipodal points so that, by Lemma 8.2, it is homotopic to the constant map and thus has degree 0 . It then follows by the Lefschetz fixed-point theorem that $g$ has at least one fixed point. The graphs of $\psi$ and $f$ thus intersect so that $\mathbf{P}(V)$ and $\Lambda$ also intersect, as desired.

This proves the second item in Corollary 1.4. Before completing the proof, we require two more technical results.

Lemma 9.7. Suppose that $p \leq q$, and let $M$ be a smooth entire graph in $\mathbf{H}^{p, q}$ with asymptotic boundary $\Lambda$. For all $V \in \operatorname{Isot}(E)$, either
(1) there is a point $x$ in $M$, which is unique, such that $V$ is contained in $x^{\perp}$, or
(2) $\mathbf{P}(V)$ intersects $\Lambda$.

Proof. We first show that $\mathbf{P}\left(V^{\perp}\right)$ meets $M \cup \Lambda$. Indeed, since $p \leq q$, the isotropic space $V$ has dimension $p$ and its orthogonal complement $V^{\perp}$ is a degenerate $(q+1)$-dimensional subspace of $E$ which does not contain any positive-definite line and on which the kernel of $\mathbf{b}$ is exactly $V$. In particular, $V^{\perp}$ is the limit of some sequence $\left\{W_{n}\right\}_{n \in \mathbf{N}}$ of negative-definite $(q+1)$-dimensional subspaces in $E$. For every $n$ we choose a Fermi chart $\Psi_{n}: \mathbf{S}_{+}^{p} \times \mathbf{S}^{q} \rightarrow \mathbf{H}_{+}^{p, q}$ such that $\Psi_{n}\left(\{N\} \times \mathbf{S}^{q}\right)=\mathbf{P}_{+}\left(W_{n}\right)$. Since any lift $M_{+}$of $M$ is an entire graph in every such chart, $M_{+}$intersects each $\mathbf{P}_{+}\left(W_{n}\right)$ in a unique point, and it follows that $M$ intersects each $\mathbf{P}\left(W_{n}\right)$ in a unique point. By compactness of $M \cup \Lambda, \mathbf{P}\left(V^{\perp}\right)$ intersects $M \cup \Lambda$, as asserted.

Observe now that $\mathbf{P}\left(V^{\perp}\right)$ intersects $M$ at a point $x$ if and only if $V$ is contained in $x^{\perp}$. Note, furthermore, that for any two points $\hat{x}, \hat{y}$ in $V^{\perp}$ satisfying $\mathbf{b}(\hat{x}, \hat{x})=\mathbf{b}(\hat{y}, \hat{y})=-1$,

$$
\mathbf{b}(\hat{x}, \hat{y}) \geq-1
$$

and uniqueness of $x$ follows by Lemma 3.7. Finally, if $\mathbf{P}\left(V^{\perp}\right)$ intersects $\Lambda$, then, since the kernel of $\mathbf{b}_{V^{\perp}}$ is exactly $V$, it follows that $\mathbf{P}(V)$ intersects $\Lambda$, and this completes the proof.

Recall that the Stiefel manifold $\mathbf{V}_{k, n}$ is the space of $k$-tuples of unit vectors in $\mathbf{R}^{n}$ that are pairwise orthogonal.

Lemma 9.8. Suppose that $p \leq q$, let $M$ be a smooth entire graph in $\mathbf{H}^{p, q}$, and let

$$
\begin{equation*}
B(M):=\left\{(x, V) \mid x \in M, V \in \operatorname{Isot}\left(x^{\perp}\right)\right\} \tag{9.4}
\end{equation*}
$$

denote the bundle over $M$ whose fiber over $x$ is $\operatorname{Isot}\left(x^{\perp}\right)$. Then:
(1) The fibers of $B(M)$ are diffeomorphic to $\mathbf{V}_{p, q}$.
(2) If $\rho: \Gamma \rightarrow \mathrm{PO}(\mathbf{b})$ is a representation acting freely and properly discontinuously on $M$, then the quotient $B(M) / \rho(\Gamma)$ is connected unless $p=q$ and $\mathrm{N} M / \rho(\Gamma)$ has vanishing first Stiefel-Whitney class.

Proof. To prove (1), consider an orthogonal splitting $x^{\perp}=U \oplus V$ such that $\mathbf{b}$ restricts to a positive-definite form on $U$ and a negative-definite form on $V$. By Lemma 9.5, elements in $\operatorname{Isot}\left(x^{\perp}\right)$ are graphs of linear maps $\varphi: U \rightarrow V$ satisfying $\langle\varphi(a), \varphi(b)\rangle_{V}=\langle a, b\rangle_{U}$ for any $a, b \in U$. Fixing an orthonormal basis $\left(e_{1}, \ldots, e_{p}\right)$ of $U$, such a map is given by an orthonormal $p$-tuple of vectors in $V$, so that $\boldsymbol{\operatorname { I s o t }}\left(x^{\perp}\right)$ is diffeomorphic to $\mathbf{V}_{p, q}$, as desired.

To prove (2), observe that if $p<q$ then $\mathbf{V}_{p, q}$ is connected, and therefore so too is $B(M) / \Gamma$. When $p=q$, the fiber $B(M)_{x}$ has two connected components, and so the quotient $B(M) / \Gamma$ either has one or two connected components. Fix an orientation of $M$. Given $x \in M$, and identifying $\mathrm{T}_{x} M$ and $\mathrm{N}_{x} M$ respectively with $U$ and $V$, we see that the two connected components of the fiber correspond to the two orientations of $\mathrm{N}_{x} M$. It follows that the quotient $B(M) / \Gamma$ has two connected components if and only if $\mathrm{N} M / \rho(\Gamma)$ carries a global orientation, that is, if and only if the $\mathrm{O}(q)$-bundle $\mathrm{N} M / \rho(\Gamma)$ reduces to a $\mathrm{SO}(q)$-bundle. Since the obstruction to this is precisely the first Stiefel-Whitney class, this proves (2).

We now conclude the proof of Corollary 1.4.
Proof of Corollary 1.4. Let $B(M)$ be the bundle constructed in Lemma 9.8, where $M$ is the complete maximal $\rho(\Gamma)$-invariant $p$-submanifold given by Corollary 1.1.

Assume $q \geq p$. Since elements in Isot $\left(x^{\perp}\right)$ have dimension $p$, the inclusion of $x^{\perp}$ into $E$ induces an embedding of $\boldsymbol{I s o t}\left(x^{\perp}\right)$ into $\operatorname{Isot}(E)$. Taking this embedding fiberwise yields a map $\delta: B(M) \rightarrow \boldsymbol{I s o t}(E)$. We claim that $\delta$ is a homeomorphism onto its image, and $\delta(B(M))=\Omega_{\rho}$. Indeed, the homogeneous space $\boldsymbol{I s o t}(E)$ is diffeomorphic to $\mathbf{V}_{p, q+1}$, so has dimension $\operatorname{dim}\left(\mathbf{V}_{p, q}\right)+q$ which is thus equal to the dimension
of $B(M)$. By Lemma 9.7, the map $\delta$ is a bijection onto the open set $\Omega_{\rho}$. Since $\delta$ is continuous it is a homeomorphism by invariance of domain theorem.

Now, $\delta$ is clearly equivariant for the actions of $\rho(\Gamma)$ on $B(M)$ and $\Omega_{\rho}$. The conclusions of Theorem 1.4 then follow by Lemma 9.6 and Lemma 9.8 , which can be applied since the action of $\rho(\Gamma)$ on $M$ is properly discontinuous by Corollary 1.1, and is free by the assumption that $\Gamma$ is torsion-free.

## 10. Renormalized area and minimal lagrangian extensions

We conclude this paper with a discussion of the applications of Theorem B. Note first that Corollary 1.5 is an immediate consequence of Theorem B for $p=2$, together with the definition of renormalized area given in (1.2). In this section, we prove Corollary 1.6.
10.1. The $\operatorname{PSL}(2, \mathbf{R})$ model of anti-de Sitter space. We first recall the $\operatorname{PSL}(2, \mathbf{R})$ model of $\mathbf{H}^{2,1}$ (see [Mes07] or [BS20, Section 3] for more details). Following the notation of Section 2.1, we take $E=\mathcal{M}(2, \mathbf{R})$ to be the vector space of $2 \times 2$ matrices, and consider the following bilinear form of signature $(2,2)$

$$
\begin{equation*}
\mathbf{b}\left(A_{1}, A_{2}\right)=-\frac{1}{2} \operatorname{tr}\left(A_{1} \cdot \operatorname{adj}\left(\mathrm{~A}_{2}\right)\right), \tag{10.1}
\end{equation*}
$$

where adj here denotes the adjugate matrix. Since $A \cdot \operatorname{adj}(A)=\operatorname{det}(A) \mathrm{Id}$, the quadratic form induced by $\mathbf{b}$ is $\mathbf{b}(A, A)=-\operatorname{det}(A)$. With this choice of $V$ and $\mathbf{b}, \mathbf{H}_{+}^{2,1}$ identifies with $\operatorname{SL}(2, \mathbf{R})$, and $\mathbf{H}^{2,1}$ identifies with $\operatorname{PSL}(2, \mathbf{R})$.

In this model, $\partial_{\infty} \mathbf{H}^{2,1}$ thus identifies with the space of projective classes of $2 \times 2$ matrices of rank 1 . Although we already know from Section 3.2 that $\partial_{\infty} \mathbf{H}_{+}^{2,1}$ is homeomorphic to $\mathbf{S}^{1} \times \mathbf{S}^{1}$, and thus $\partial_{\infty} \mathbf{H}^{2,1}$, being the quotient of $\partial_{\infty} \mathbf{H}_{+}^{2,1}$ by the antipodal map, is also in this particular dimension homeomorphic to $\mathbf{S}^{1} \times \mathbf{S}^{1}$, we will need to use here a different parameterization for $\partial_{\infty} \mathbf{H}^{2,1}$. This is given by the map

$$
\Xi: \partial_{\infty} \mathbf{H}^{2,1} \rightarrow \mathbf{P}\left(\mathbf{R}^{2}\right) \times \mathbf{P}\left(\mathbf{R}^{2}\right),
$$

defined by

$$
\begin{equation*}
\Xi([A])=(\operatorname{Im}(A), \operatorname{Ker}(A)), \tag{10.2}
\end{equation*}
$$

where, for any rank 1 matrix $A,[A]$ denotes its projective class.
Finally, since multiplication on the left and on the right by matrices of unit determinant preserves $\mathbf{b}$, there is a monomorphism of $\operatorname{PSL}(2, \mathbf{R}) \times \operatorname{PSL}(2, \mathbf{R})$ into the group $\operatorname{PO}(\mathbf{b})$ of isometries of $\mathbf{H}^{2,1}$. For dimensional reasons, it turns out that its image is the identity component of $\mathrm{PO}(\mathbf{b})$. The parameterization $\Xi^{-1}$ is clearly equivariant with respect to the monomorphism $\operatorname{PSL}(2, \mathbf{R}) \times \operatorname{PSL}(2, \mathbf{R}) \rightarrow \mathrm{PO}(\mathbf{b})$, where $\operatorname{PSL}(2, \mathbf{R}) \times \operatorname{PSL}(2, \mathbf{R})$ acts on $\mathbf{P}\left(\mathbf{R}^{2}\right) \times \mathbf{P}\left(\mathbf{R}^{2}\right)$ by the obvious product action.
Lemma 10.1. Given any orientation-preserving circle homeomorphism $f: \mathbf{P}\left(\mathbf{R}^{2}\right) \rightarrow \mathbf{P}\left(\mathbf{R}^{2}\right)$, the set $\Xi^{-1}(\operatorname{graph}(f))$ is a positive 1-sphere in $\partial_{\infty} \mathbf{H}^{2,1}$.
Proof. Let $x, y, z$ be a triple of pairwise distinct points in $\partial_{\infty} \mathbf{H}^{2,1}$. By definition, we need to show that $x \oplus y \oplus z$ has signature (2,1). Denote $\Xi(x)=\left(x_{1}, x_{2}\right), \Xi(y)=\left(y_{1}, y_{2}\right)$ and $\Xi(z)=\left(z_{1}, z_{2}\right)$. Observe that, since $\Xi(x), \Xi(y)$ and $\Xi(z)$ are on the graph of $f$ and $x, y, z$ are pairwise distinct, $x_{1}, y_{1}$ and $z_{1}$ are pairwise distinct. Likewise, since $f$ is injective, $x_{2}, y_{2}$ and $z_{2}$ are pairwise distinct. Now, since $\operatorname{PSL}(2, \mathbf{R})$ acts transitively on oriented triples in $\mathbf{P}\left(\mathbf{R}^{2}\right)$, using the action of $\operatorname{PSL}(2, \mathbf{R}) \times \operatorname{PSL}(2, \mathbf{R})$ we can assume that

$$
x_{1}=x_{2}=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \quad y_{1}=y_{2}=\left[\begin{array}{l}
1 \\
1
\end{array}\right] \quad y_{1}=y_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

From the definition of $\Xi$ in (10.2), it follows immediately that

$$
x=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right] \quad y=\left[\begin{array}{ll}
1 & -1 \\
1 & -1
\end{array}\right] \quad z=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] .
$$

The span of $x, y$ and $z$ is the three-dimensional subspace of traceless matrices in $\mathcal{M}(2, \mathbf{R})$, which, by (10.1), is the $\mathbf{b}$-orthogonal complement of the identity matrix. Since $\mathbf{b}(\mathrm{id}, \mathrm{id})<0$, the space $x \oplus y \oplus z$ has signature $(2,1)$, as desired.
10.2. Minimal lagrangian extensions. Let us now outline the construction, first developed in [BS10], of minimal Lagrangian diffeomorphisms of the hyperbolic plane from maximal surfaces in $\mathbf{H}^{2,1}$.

Definition 10.2. A diffeomorphism $F: \mathbf{H}^{2} \rightarrow \mathbf{H}^{2}$ is minimal Lagrangian if it is area-preserving and its graph is a minimal surface in $\mathbf{H}^{2} \times \mathbf{H}^{2}$.

Given a maximal surface in AdS, or more generally any spacelike surface, one can define two Gauss maps $\pi_{1}, \pi_{2}: M \rightarrow \mathbf{H}^{2}$ as follows. Given any point $p=\left[A_{p}\right] \in \mathrm{AdS}$, which we think as the projective class of a matrix $A_{p} \in \mathcal{M}(2, \mathbf{R})$ with $\operatorname{det}(A)=1$, let $v(p)$ be a unit normal vector to $M$ at $p$. Since $M$ is spacelike, $v(p)$ is represented by an element $N_{p}$ of $\mathcal{M}(2, \mathbf{R})$, well-defined up to a sign, satisfying $\mathbf{b}\left(A_{p}, N_{p}\right)=0$ and $\mathbf{b}\left(N_{p}, N_{p}\right)=-1$. Now, since $\mathbf{b}$ is preserved by multiplication by matrices of unit determinant, $\mathbf{b}\left(\mathrm{id}, A_{p}^{-1} N_{p}\right)=0$ and $\mathbf{b}\left(A_{p}^{-1} N_{p}, A_{p}^{-1} N_{p}\right)=-1$. Likewise $\mathbf{b}\left(\mathrm{id}, N_{p} A_{p}^{-1}\right)=0$ and $\mathbf{b}\left(N_{p} A_{p}^{-1}, N_{p} A_{p}^{-1}\right)=-1$. By (10.1), this means that $A_{p}^{-1} N_{p}$ and $N_{p} A_{p}^{-1}$ are traceless matrices with determinant 1, and, by the Cayley-Hamilton theorem, their projective classes in $\operatorname{PSL}(2, \mathbf{R})$ have order two. We define

$$
\pi_{1}(p)=\operatorname{Fix}\left(\left[N_{p} A_{p}^{-1}\right]\right) \quad \text { and } \quad \pi_{2}(p)=\operatorname{Fix}\left(\left[A_{p}^{-1} N_{p}\right]\right),
$$

where Fix denotes the unique fixed point of the action of $\mathbf{H}^{2}$, in the upper half-plane model, of an elliptic element of $\operatorname{PSL}(2, \mathbf{R})$.

The key point for the construction of minimal Lagrangian maps is then the following identity for the pull-backs of the hyperbolic metric of $\mathbf{H}^{2}$ via the two Gauss maps $\pi_{1}$ and $\pi_{2}$ :

$$
\begin{equation*}
\left(\pi_{1}\right)^{*} \mathbf{g}_{\mathbf{H}^{2}}=\mathrm{I}((\mathrm{id}-J B) \cdot,(\mathrm{id}-J B) \cdot) \quad \text { and } \quad\left(\pi_{2}\right)^{*} \mathbf{g}_{\mathbf{H}^{2}}=\mathrm{I}((\mathrm{id}+J B) \cdot,(\mathrm{id}+J B) \cdot), \tag{10.3}
\end{equation*}
$$

where as usual I denotes the first fundamental form of $M$ and $B$ its shape operator, and $J$ denotes the almost-complex structure on $M$ associated to I. Here $B$ is considered as a smooth section of the bundle of endomorphisms of T $M$, and the same holds for $J$. For a proof of (10.3), see [KS07, Lemma 3.16], [Bar18, Section 6.2] or [BS20, Proposition 6.3.7].

Now, recall that an orientation-preserving circle homeomorphism $f: \mathbf{P}\left(\mathbf{R}^{2}\right) \rightarrow \mathbf{P}\left(\mathbf{R}^{2}\right)$ is quasisymmetric if it admits a quasiconformal extension to $\mathbf{H}^{2}$. The key properties required to construct minimal Lagrangian extensions of quasisymmetric circle homeomorphisms are summarized in the following lemma, proved in [BS10].
Lemma 10.3. Let $f: \mathbf{P}\left(\mathbf{R}^{2}\right) \rightarrow \mathbf{P}\left(\mathbf{R}^{2}\right)$ be any quasisymmetric circle homeomorphism, and let $M$ be the complete maximal surface in AdS with $\partial_{\infty} M=\Xi^{-1}(\operatorname{graph}(f))$.
(1) For $i=1,2, \pi_{i}: M \rightarrow \mathbf{H}^{2}$ is a diffeomorphism;
(2) $F:=\pi_{2} \circ \pi_{1}^{-1}$ is a quasiconformal minimal Lagrangian diffeomorphism of $\mathbf{H}^{2}$ whose continuous extension to $\partial_{\infty} \mathbf{H}^{2} \cong \mathbf{P}\left(\mathbf{R}^{2}\right)$ equals $f$.

Since Lemma 10.3 is well-known, we only outline here the proof and the fundamental references, together with some observations which will be important for the proof of Corollary 1.6.

Let $B$ denote the shape operator of $M$, as above, and let $\pm \lambda$ be the eigenvalues of $B$. By Ishihara's bound on the norm of the second fundamental form (Theorem 3.12) of a complete maximal surface, $\lambda^{2} \leq 1$. Moreover, by [BS10, Theorem 1.12, Proposition 5.2], if $\partial_{\infty} M=\Xi^{-1}(\operatorname{graph}(f))$ for $f$ a quasisymmetric circle homeomorphism, then $\lambda^{2} \leq 1-\epsilon$ for some $\epsilon>0$.

Now, since $B$ is a symmetric and traceless endomorphism of $T M$, so too is $J B$. A direct computation shows that

$$
\begin{equation*}
\operatorname{det}(\mathrm{id} \pm J B)=1+\operatorname{det}(B)=1-\lambda^{2} \in(\epsilon, 1] \tag{10.4}
\end{equation*}
$$

The identity (10.4) has several consequences. First, it implies that $\pi_{1}$ and $\pi_{2}$ are local diffeomorphisms. By [BS10, Proposition 3.17], $\pi_{l}$ (resp. $\pi_{r}$ ) extends continuously to the maps $\partial_{\infty} M \rightarrow \partial_{\infty} \mathbf{H}^{2} \cong \mathbf{P}\left(\mathbf{R}^{2}\right)$
sending $\Xi^{-1}\left(x_{1}, x_{2}\right)$ to $x_{1}$ (resp. $x_{2}$ ). As a consequence, $\pi_{l}$ and $\pi_{r}$ are global diffeomorphisms, and so too is $F:=\pi_{2} \circ \pi_{1}^{-1}$. Moreover $F$ extends continuously to $f$.

Second, by (10.4) and the easy observation that $\operatorname{tr}(\mathrm{id} \pm J B)=2$, the eigenvalues of $\mathrm{id} \pm J B$ are bounded above and below by positive constants. Hence the quasiconformal dilatation of $\pi_{l}$ and $\pi_{r}$, which equals the ratio between these eigenvalues, is bounded. This shows that $\pi_{l}$ and $\pi_{r}$ are quasiconformal, and so too is $F$.

Third, (10.4) also shows that the Jacobian determinants of $\pi_{1}$ and $\pi_{2}$ coincide. Hence $F$ is area-preserving. To complete the proof of Lemma 10.3, it thus only remains to show that the graph of $F$ is minimal in $\mathbf{H}^{2} \times \mathbf{H}^{2}$. This follows easily from (10.3), which can be rewritten as:

$$
\left(\pi_{i}\right)^{*} \mathbf{g}_{\mathbf{H}^{2}}=(1+\operatorname{det}(B)) \mathrm{I}+(-1)^{i} \mathrm{I}(2 J B \cdot, \cdot) .
$$

Since $J B$ is symmetric and traceless, this shows that the Hopf differential $\operatorname{Hopf}\left(\pi_{i}\right)$ is the unique quadratic differential on $M$ whose real part equals $(-1)^{i} \mathrm{I}(2 J B \cdot, \cdot)$. By the Codazzi equation, $\operatorname{Hopf}\left(\pi_{i}\right)$ is holomorphic. Hence $\pi_{i}$ is a harmonic diffeomorphism. Moreover $\operatorname{Hopf}\left(\pi_{1}\right)=-\operatorname{Hopf}\left(\pi_{2}\right)$, showing that $\left(\pi_{1}, \pi_{2}\right): M \rightarrow$ $\mathbf{H}^{2} \times \mathbf{H}^{2}$ is a conformal harmonic embedding, hence its image is a minimal surface, and therefore the graph of $F$ is minimal.

### 10.3. Proof of Corollary 1.6. We are now ready to provide the proof of Corollary 1.6.

Proof of Corollary 1.6. Let $f$ be a $C^{3, \alpha}$ circle diffeomorphism. In particular, $f$ is quasisymmetric ([GL00, Chapter 16]). Recall that the modulus of the Beltrami differential of a quasiconformal diffeomorphism $F: \mathbf{H}^{2} \rightarrow \mathbf{H}^{2}$ satisfies the identity

$$
\begin{equation*}
|\mu(p)|=\frac{K(p)-1}{K(p)+1}, \tag{10.5}
\end{equation*}
$$

where $K(p)$ is the quasiconformal dilatation of $F$ at $p$ ([GL00, Chapter 1]). Moreover, when $F=\pi_{2} \circ \pi_{1}^{-1}$ is the quasiconformal minimal Lagrangian extension of $f$ constructed in [BS10] (c.f. Lemma 10.4), a direct computation based on (10.3) (see [Sep19, Proposition 5.5]) shows that

$$
\begin{equation*}
K(p)=\left(\frac{1+\lambda\left(\pi_{1}^{-1}(p)\right)}{1-\lambda\left(\pi_{1}^{-1}(p)\right)}\right)^{2} \tag{10.6}
\end{equation*}
$$

where as usual $\pm \lambda$ are the principal curvatures of the complete maximal surface $M$. From (10.5) and (10.6), and recalling that, if II denotes the second fundamental form of $M$, then $\|I I\|^{2}=2 \lambda^{2}$, we obtain

$$
\begin{equation*}
|\mu(p)|=\frac{2\left|\lambda \circ \pi_{1}^{-1}\right|}{1+\left(\lambda \circ \pi_{1}^{-1}\right)^{2}} \leq C\left(\|\mathrm{II}\| \circ \pi_{1}^{-1}\right) . \tag{10.7}
\end{equation*}
$$

Finally, using (10.3) and (10.4), we see that $\pi_{1}^{*} \mathrm{dArea}_{\mathbf{H}^{2}} \leq \mathrm{dArea}_{M}$. Therefore, by Corollary 1.5, we obtain

$$
\int_{\mathbf{H}^{2}}|\mu|^{2} \mathrm{dArea}_{\mathbf{H}^{2}} \leq C \int_{M}\|\mathrm{II}\|^{2} \mathrm{dArea}_{M}<+\infty
$$

and this completes the proof.
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[^0]:    ${ }^{1}$ For the study of maximal surfaces in pseudo-riemannian symmetric spaces, please see [Ish88, $\mathrm{BBD}^{+} 12$, Col16, CTT19, LTW23, Nie22, LT23, CT23]. For existing applications of maximal surfaces to Teichmüller theory please see [BS10, BMS13, SK13, BST17, Sep19], and for discussions of the theory of Anosov representations, please see [Lab06, GW12, Kas18, DGK18, Zim21, Can].

[^1]:    ${ }^{2}$ Note that, in the terminology of [DGK18], objects that are here described as "positive" are there referred to as "negative" (and vice-versa). The terminology of [DGK18] reflects the fact that, in the above situation, $\Lambda$ lifts to a cone in $\mathbf{R}^{p, q+1}$ of which any pair of non-colinear points has negative scalar product (c.f. Lemma 4.7). The terminology of the present paper has been chosen to be consistent with [FG06] and [GLW21].

[^2]:    ${ }^{3}$ See Footnote 2.

[^3]:    ${ }^{4}$ Throughout the paper, we use the symbol $\|\cdot\|$ to denote positive norms. Similarly, we will always use the symbol $\langle\cdot, \cdot\rangle$ to denote positive definite scalar products.

