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Intermediate filaments form an essential structural network, spread throughout the cytoplasm, and play a key
role in cell mechanics, intracellular organization, and molecular signaling. The maintenance of the network and
its adaptation to the cell’s dynamic behavior relies on several mechanisms implicating cytoskeletal crosstalk
which are not fully understood. Mathematical modeling allows us to compare several biologically realistic
scenarios to help us interpret experimental data. In this study we observe and model the dynamics of the
vimentin intermediate filaments in single glial cells seeded on circular micropatterns following microtubule
disruption by nocodazole treatment. In these conditions, the vimentin filaments move towards the cell center and
accumulate before eventually reaching a steady state. In the absence of microtubule-driven transport, the motion
of the vimentin network is primarily driven by actin-related mechanisms. To model these experimental findings,
we hypothesize that vimentin may exist in two states, mobile and immobile, and switch between the states
at unknown (either constant or nonconstant) rates. Mobile vimentin is assumed to advect with either constant
or nonconstant velocity. We introduce several biologically realistic scenarios using this set of assumptions. For
each scenario, we use differential evolution to find the best parameter sets resulting in a solution that most closely
matches the experimental data and then the assumptions are evaluated using the Akaike information criterion.
This modeling approach allows us to conclude that our experimental data are best explained by a spatially
dependent trapping of intermediate filaments or a spatially dependent speed of actin-dependent transport.

DOI: 10.1103/PhysRevE.107.054408

I. INTRODUCTION

Intermediate filaments are key components of the cy-
toskeleton and are involved in fundamental cell functions
including stress response, cell growth, proliferation, migra-
tion, and death [1–3]. The organization of the cytoplasmic
network formed by intermediate filaments endows the cell
with robust mechanical properties [4–6], and is critical for
all intermediate filament functions. Disruption of intermediate
filament organization in cells is observed in numerous dis-
eases related to mutations of intermediate filament proteins
[7–9]. This relationship between organization and function
warrants a careful study of the primary drivers behind the
dynamic spatial distribution of intermediate filaments.

Intermediate filament proteins organize to form a dynamic
filamentous network through three interdependent processes:
(i) assembly and disassembly of soluble intermediate filament
proteins [10,11], (ii) active transport of filaments via molec-
ular motors walking on microtubules or actin fibers [12–15],
and (iii) a continuous retrograde flow towards the cell center
that affects intermediate filament organization, resulting from
centripetal movement of actin filaments, in part powered by
actomyosin contractility [15–19]. In [19], plectin-mediated
cross-links between actin and vimentin intermediate filaments
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were shown to affect the organization of both cytoskeletal
systems. These processes interact in a constant state of flux,
helping to maintain homeostasis of the intermediate filament
network in interphasic cells under no cytopathogenic condi-
tions. However, there is little known about how each process
contributes and interacts towards intermediate filament net-
work spatial distribution and organization.

Mathematical modeling studies often explore specific el-
ements of the above processes, including mechanisms for
intermediate filament in vitro assembly and disassembly
[20–27], intermediate filament in vivo network formation
and organization [28–33], and intermediate filament transport
along microtubules driven by motor proteins such as kinesin
and dynein [34–43]. Modeling studies that consider interac-
tions between actin and intermediate filament networks are
limited to the properties of the resulting network, such as
[44], where the authors characterize the robustness of the
intermediate filament network with and without actin, and
[45], where the authors find that the interaction between actin
and intermediate filaments control the extent of keratinocyte
cell spreading.

In contrast to existing studies, our long-term goal is to
understand how the processes interact to form and main-
tain intermediate filament networks. Some work has been
done in this direction, e.g., [32], where the interplay be-
tween a net inward transport and assembly-disassembly
processes is considered and the net transport is found to be
the dominating process. In the present study, we simplify
the problem by eliminating one of the three processes by
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applying nocodazole to depolymerize microtubules, disrupt-
ing microtubule-dependent transport (kinesins and dyneins).
What remains is actin-mediated transport of intermediate fila-
ments. The resulting experimental data consist of intermediate
filament spatial distributions over time in primary astrocytes
(major glial cells of the central nervous system). In particular,
the distribution data are of fluorescent vimentin, which is an
intermediate filament protein expressed in mesenchymal ori-
gin cells. Modeling these data allows us to infer the underlying
biological mechanisms of intermediate filament organization.

All code and data used to generate figures are publicly
available in [46].

II. METHODS

A. Experimental protocol

1. Cell culture

Primary rat astrocytes were prepared as previously de-
scribed in [47], according to the guidelines approved by the
French Ministry of Agriculture, following European stan-
dards. Cells were grown to confluence in Dulbecco’s Modified
Eagle Medium medium with 1 g/L glucose and supplemented
with 10% fetal bovine serum (Invitrogen, Carlsbad, CA), 1%
penicillin streptomycin (Gibco, ThermoFisher Scientific), and
1% Amphotericin B (Gibco, ThermoFisher Scientific).

2. Micropatterns and drug treatment

The micropatterning technique is used to impose repro-
ducible cell shape and decipher cell morphogenesis and
functions [48]. We have previously used astrocytes plated
on micropatterns to study cell polarization [15]. Briefly, pri-
mary rat astrocytes are plated onto glass-bottom tissue culture
dishes coated with fibronectin after deep UV micropatterning
of the surrounding polyethylene glycol. We used 60-μm-diam
disks where only single cells were allowed to spread. Cells
cannot adhere outside the micropattern. Nocodazole from
a stock 10 mM in dimethylsulfoxide (Sigma Aldrich) was
added to the cells at a final concentration of 10 μm.

3. Immunofluorescence

Cells were fixed in cold methanol for 5 min and blocked
with 3% bovine serum albumin in phosphate-buffered saline
(PBS) for 1 h. Cells were then incubated for 1 h with vimentin
primary antibodies (Santa Cruz Biotechnology No. sc-7557R)
diluted 50 times in PBS, washed three times in PBS, and
then incubated another hour with secondary antibodies (Jack-
son Immuno Research, Alexa Fluor 488) diluted 500 times
in PBS. Finally, coverslips were washed and mounted in
Prolong Gold with 4′,6-diamidino-2′-phenylindole (Thermo
Fisher). Epifluorescence images were obtained on a micro-
scope (model DM6000, Leica, Solms, Germany) equipped
with 40×, numerical aperture (NA) 1.25, and a 63×, NA 1.4,
objective lenses and were recorded on a CCD camera using
Leica software.

4. Radial profile intensity

The radial profile intensity was plotted for every cell us-
ing the Radial Profile Plot plug-in from Fiji [Fig. 1(c)]. The

FIG. 1. Fluorescent vimentin in cells seeded on circular mi-
cropatterns. Micropattern areas are shown by the white dotted curves
in (a) and (b). Spatial distribution of fluorescent vimentin in repre-
sentative cells [white material within the micropattern boundary in
(a) and (b)] exhibits an approximate circular symmetry. Fluorescence
intensity corresponds directly to vimentin quantity. Red circular re-
gions denote the approximate location of cell nuclei across all cells.
(a) Fluorescence intensity of a control cell (i.e., cells not subjected
to nocodazole), which we treat as an initial condition, hence the
label 0 h. (b) Fluorescent vimentin of a cell after being exposed
to nocodazole for 24 h, which we treat as a steady-state profile. In
(a) [(b)] the vimentin intensity is averaged along concentric circles,
with two representative circles shown in green (blue) and their corre-
sponding average intensity values marked by green (blue) ×’s in (c).
(c) Average fluorescence intensity curves in arbitrary units (a.u.) as a
function of radius from the cell center up to the cell edge. The green
dashed curve corresponds to the control cell in (a) and the blue curve
corresponds to the cell subjected to nocodazole for 24 h in (b). Data
in the red region, corresponding to the red circles in (a) and (b), are
discarded.

plug-in plots the average intensity around concentric circles
as a function of distance from a point in the center of the mi-
cropattern. Two representative circles are shown in Fig. 1 for a
cell before the addition of nocodazole [green in Fig. 1(a)] and
for another cell 24 h after the addition of nocodazole [blue in
Fig. 1(b)]. The corresponding average intensity values along
these circles are marked by ×’s in Fig. 1(c) in corresponding
colors.

B. Data

Our fluorescence intensity data are circularly symmetric
after computing the radial profile intensity; thus informa-
tion over the radial coordinate is sufficient to represent data
[Fig. 1(c)]. We then average the intensity data over multi-
ple cells that have been exposed to nocodazole for different
amounts of time before being fixed [Fig. 2(a)]. The average
data come from four cells at 0 h, eight cells at 0.5 h, 11 cells
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(b)

(a)

FIG. 2. Vimentin fluorescence data over space and time. In all
panels, darker shades correspond to later experimental times. The
final data at 24 h are denoted by a blue curve. The r axis of each plot
is the domain and corresponds to the radial distance from the cell
center. (a) Average vimentin fluorescence profiles. The average data
were collected from four cells at 0 h, eight cells at 0.5 h, 11 cells at
1 h, five cells at 2 h, 11 cells at 4 h, 13 cells at 8.5 h, and five cells
at 24 h. (b) Normalized average vimentin fluorescence profiles (1)
for model fitting. We use the 0 h curve as the initial condition for
simulations (written Ṽ0(r), where r ∈ [L0, L], for L0 = 10 μm and
L = 30 μm). The inset in (b) shows the least-squares approximation
of data using a sum of ten Gaussians. Control data (gray) are shown
with its approximation (green dashed line) superimposed. Free pa-
rameters for each Gaussian are the width, amplitude, and shift. We
use the approximated curve (green dashed line) to initialize model
simulations.

at 1 h, five cells at 2 h, 11 cells at 4 h, 13 cells at 8.5 h, and
five cells at 24 h. The red circular regions in Figs. 1(a) and
1(b) denote the approximate region of the cell nucleus, which
varies from cell to cell, and is therefore excluded in the model
calibration. From this point forward, we do not consider the
discarded region for radii between 0 and 10 μm [Fig. 1(c)].

Before deriving the model, we formalize notation. Let
L0 = 10 μm denote the approximate boundary of the nuclear
envelope for all cells and let L = 30 μm denote the cell edge.
The index set of nocodazole exposure duration is given by
Vt := {0, 0.5, 1, 2, 4, 8.5, 24} (units in hours). The index set
of radial coordinates is denoted by Vr , where the elements are
simply the horizontal coordinates of the data curves (Fig. 2).

Let the function Ṽt (r) represent fluorescence intensity data
for hour t at radial coordinate r. For each time point, we
normalize the data by requiring that

2π

∫ L

L0

Ṽt (r)r dr = 1, (1)

which is simply a normalization using the total area under
the averaged data on the micropattern (excluding the 10-μm-
radius circle) in polar coordinates. We abuse notation and
also let Ṽt (r) denote the normalized fluorescence data for
hour t [Fig. 2(b)]. Unless otherwise stated, we only use the

normalized average fluorescence data [Fig. 2(b)] from this
point forward. In addition, we refer to the fluorescence data
simply as data.

We use the initial data Ṽ0(r) (cells not subject to nocoda-
zole) as the initial condition and the final data Ṽ24(r) (cells
after 24 h of nocodazole exposure) as the steady-state solu-
tion for our partial differential equation (PDE) models, which
require smooth functions on R. A straightforward choice is
to approximate the initial data using a sum of Gaussians. An
approximation is shown in the inset in Fig. 2(b), where the
average initial data (gray) are plotted with their approxima-
tion (green dashed line) superimposed. Generally, if Ṽ0(r) or
Ṽ24(r) appear in model equations, they represent the Gaussian
approximations and otherwise represent data.

C. Mathematical models of vimentin organization

The primary goal of this paper is to construct a minimal
model of vimentin spatial distribution in cells after triggering
microtubule depolymerization. To drive our modeling efforts,
we take note of salient qualitative features over time in the nor-
malized data [Fig. 2(b)]: Upon microtubule depolymerization,
the vimentin profile advects from the cell edge towards the
cell center and accumulates near the nuclear envelope before
eventually stabilizing.

To model the observed motion and stabilization, we rely
on two primary mechanisms. The first mechanism involves
an inward motion of vimentin from the cell edge to the cell
center that we name retrograde flow. This retrograde flow
results from complex actin-related dynamics, which has not
been investigated experimentally in this study. In particular,
how retrograde flow depends on location within the cell or
how much it transports is unknown. In the model derivation
to follow, we allow the retrograde velocity to be an arbitrary
function u(·) and then consider several plausible forms of
u(·). The second mechanism allows vimentin to switch or
transition between two states: mobile vimentin and immobile
vimentin. Mobile vimentin is subject to retrograde flow and
thus move towards the cell center, while immobile vimentin
is not subject to retrograde flow. Given a small interval in
space and time, some mobile vimentin may become immo-
bile and stop moving (trap) or some immobile vimentin may
become loose and move with the retrograde flow (release). We
call these processes the trap-and-release mechanism. Trapping
could be a result of cross-links between filaments or with other
intracellular components that prevent intermediate filament
motility [49,50].

In the models considered, we exclude diffusion of mobile
vimentin and the net growth of filaments. In interphasic cells,
the majority of intermediate filament material is assembled
in an insoluble pool at any given time. More than 80% of
proteins are assembled in filaments or networks and form
the insoluble pool, which is only visible with the type of
microscopy considered in our experimental work; the soluble
pool may contribute only slightly to the fluorescence. Consid-
ering the diffusion of a soluble pool to describe the dynamics
of the mobile vimentin would increase the complexity of the
model by adding a parameter, which would be penalized in
the model selection process. Furthermore, previous studies
have verified that filament polymerization is negligible at
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the timescale of hours in primary astrocytes [11,15]. Protein
degradation and de novo synthesis are neglected.

1. Modeling framework

Let V (x, t ) represent the average vimentin intensity data on
the annular domain x ∈ � := {(x, y) : L0 � ‖x‖ � L}, where
L0 corresponds to the nuclear envelope and L corresponds to
the cell edge. In our modeling framework, vimentin refers to
the total fluorescent vimentin composed of soluble forms, as-
sembled in short or long filaments and integrated in networks.

We assume that the data consist of some underlying combi-
nation of immobile and mobile vimentin V (x, t ) = I (x, t ) +
M(x, t ), where I represents immobile vimentin and M rep-
resents mobile vimentin. Then we model the dynamics of
cellular vimentin distribution using an advection equation

∂V

∂t
(x, t ) = ∂I

∂t
(x, t ) + ∂M

∂t
(x, t ) = ∇ · [u(·)M],

since I does not advect. The function u(·) represents retro-
grade flow velocity and is a vector-valued function where
its output vector points towards the origin. We define the
equation for I to be

∂I

∂t
= αM︸︷︷︸

trap

− βI︸︷︷︸
release

, (2)

where the right-hand side is the trap-and-release mechanism
defined by a first-order exchange between mobile and immo-
bile vimentin. The parameters α and β are the trap rate and
release rate, respectively. Then the model equations are

∂I

∂t
= αM − βI,

∂M

∂t
= ∇ · [u(·)M] − (αM − βI ).

(3)

We assume that V is circularly symmetric in agreement with
the data. While I and M, the component parts of V , are
plausibly not circularly symmetric, we also assume circular
symmetry in I and M for simplicity. Hence, we exploit circular
symmetry of the underlying solutions and transform (3) to
polar coordinates, where we discard the angular coordinate
and restrict the domain to a one-dimensional radial line on the
interval [L0, L]. Thus, (3) becomes

∂I

∂t
(r, t ) = αM − βI,

∂M

∂t
(r, t ) = 1

r

∂

∂r
[ru(·)M(r, t )]︸ ︷︷ ︸

advection or retrograde flow

− (αM − βI )︸ ︷︷ ︸
trap & release

,
(4)

considered with the initial conditions

I (r, 0) = εṼ0(r), M(r, 0) = (1 − ε)Ṽ0(r),

where the free parameter ε ∈ [0, 1] represents the initial pro-
portion of immobile vimentin in the data Ṽ0(r) [Fig. 2(b),
inset]. While the data show a residual quantity of vimentin at
the cell edge L at some times, we observe a decay in vimentin
at the cell edge over time. For simplicity, we choose a homo-
geneous Dirichlet condition at the cell edge, M(L, t ) = 0, for
all t � 0.
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FIG. 3. Example velocity profiles u(·). (a) Example of a con-
stant velocity profile ū = 0.16 μm/ min [15]. (b) Shown on top is
an example solution of model (4), where V (r, t ) = I (r, t ) + M(r, t ),
at t = 1 h with ε = 1 and α = β = 0. On the bottom is a plot of
u(V (r, t )), the corresponding vimentin quantity-dependent velocity
defined by (5) with Vm = 7 × 10−4, um = 0.2, and V (r, t ) taken from
the top plot in (b). (c) Example of a spatially dependent velocity (6).

2. Assumptions and hypotheses

Using our modeling framework defined in (4), we now
explore our model assumptions with distinct assumptions and
hypotheses and formulate different scenarios.

All constant parameters (T1). Here we assume velocity is a
constant free parameter and denoted by u(·) = ū [Fig. 3(a)].
The remaining free parameters ε ∈ [0, 1] and α, β � 0 are
also constant parameters.

Quantity-dependent velocity (T2). We assume that u(V )
is a monotonically decreasing function of vimentin quantity
V , i.e., du/dV < 0. This mechanism is phenomenologically
described by the simplest linear choice for u(V ),

u(V ) = um

(
1 − V

Vm

)
, (5)

where um and Vm are free parameters and represent the
maximum retrograde velocity and maximum vimentin quan-
tity, respectively. An example of this function is shown in
Fig. 3(b), bottom, given an example solution V (x, t ) at t =
1 h: The velocity is relatively small near the maximum vi-
mentin quantity, whereas the velocity is relatively large in
regions of lower vimentin quantity. Velocity decreases as a
function of vimentin quantity, resulting in an effect similar to
a traffic jam.

For the assumptions with constant parameters (T1) and
quantity-dependent velocity (T2), we consider the following
hypotheses.

Hypothesis A: Trap and release. Mobile vimentin may
become immobile and vice versa, with α, β > 0.

Hypothesis B: Only release, no trapping. Only the initial
proportion of immobile vimentin can become mobile and
mobile vimentin cannot become immobile, with β > 0 and
α = 0.

Hypothesis C: Pure transport with neither trap nor release.
Mobile vimentin does not become immobile and vice versa,
with α = β = 0.
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Hypothesis D: Only trap, no release (irreversible trapping).
Mobile vimentin can only become immobile and immobile
vimentin cannot become mobile, with α > 0 and β = 0.

We remark that assumptions T1 and T2 with nonzero ve-
locity do not obey conservation of mass because some mobile
vimentin is guaranteed to leave the domain. However, we are
allowed to assume conservation of mass for assumption T3
below.

Spatially dependent terms (T3). Here we assume some
model terms to depend on space and consider the following
hypotheses.

Hypothesis E: Irreversible trapping and spatially dependent
velocity depicting cell compartmentalization with conserva-
tion of mass. Suppose that β = 0 and let α � 0 be constant.
Then it is possible to write the spatially dependent velocity
by assuming that the steady-state distribution of vimentin is
immobile and equal to the experimental data at 24 h, V ∗(r) =
I∗(r) := Ṽ24(r) (see Appendix B 1 for a detailed derivation),

u(r) = α

rÎ (r)

∫ r

L0

s[Î (s) + M0(s)]ds, (6)

where Î (r) := I0(r) − I∗(r), I∗(r) := Ṽ24(r), I0(r) :=
I (r, 0) = εṼ0(r), and M0(r) := M(r, 0) = (1 − ε)Ṽ0(r).
The parameters α > 0 and ε ∈ [0, 1] are the only two free
parameters. An example of this function is shown in Fig. 3(c).

Hypothesis F: Spatially dependent net attachment rate and
constant velocity with conservation of mass. Similarly, if we
set β = 0, assume a constant velocity u(·) = ū, and assume
that the steady-state distribution of vimentin is immobile and
equal to Ṽ24(r), then it is possible to write the spatially depen-
dent rate

α(r) = rūÎ (r)∫ r
L0

s[Î (s) + M0(s)]ds
. (7)

Note that we allow this function to be negative and thus
it represents a net exchange between mobile and immobile
vimentin. Hence, α(r) represents the spatially dependent net
attachment rate. The parameters ū > 0 and ε ∈ [0, 1] are the
only two free parameters.

In these spatially dependent scenarios T3E and T3F, the
retrograde flow velocity and trapping rate are closely related:
α is the main determinant of the speed for T3E and ū scales
the magnitude of the net attachment rate α(r) for T3F.

We illustrate our modeling framework (4) using scenario
T3E [irreversible trapping and spatially dependent retro-
grade flow u(r)] in Fig. 4. Descriptions of parameters are
in Table I(a) with a summary of free parameters for each
hypothesis in Table I(b). For convenience, we let Vs :=
{T1A, T1B, T1C, T1D, T2A, T2B, T2C, T2D, T3E, T3F} de-
note the index set of scenarios considered in this work.

D. Model evaluation

Recall that we use the denotations Vt , Vr , and Vs for the
index set of observation times, the index set of observation
positions, and the index set of scenarios, respectively. Given a
scenario i ∈ Vs and corresponding parameters pi [Table I(b)],
we numerically evaluate the scenario using method of lines
with a forward Euler scheme (Appendix A 1). We then com-
pare the solution against the data by using the residual sum of

squares (RSS)

RSSi(pi ) =
∑
t∈Vt

∑
r∈Vr

[Ṽt (r) − Vi(r, t, pi )]
2, (8)

where Ṽt (r) is the experimental normalized vimentin quantity
and Vi(r, t, pi ) is the ith scenario’s solution (given by the sum
of mobile and immobile vimentin Vi = Ii + Mi). The vimentin
profiles are relatively small in magnitude, on the order of
1 × 10−4, so the RSSi values are relatively small for our
problem. To make parameter space minima more apparent, we
use the base-10 logarithm of the error during the optimization
procedure. Furthermore, since experimental vimentin profiles
approach a steady state [Fig. 2(b)], we impose a condition
to ensure that the solution reaches a steady state within the
24-h experimental time frame. Hence, the optimization error
is expressed as

�(pi ) =
{

log10[RSSi(pi )] for a steady state

105 otherwise.
(9)

We define the steady-state condition to be true when∑
r

[V (r, t1, pi ) − V (r, t2, pi )]
2 < δ,

where δ = 1 × 10−10, t1 = 20 h, and t2 = 24 h. The steady-
state condition forces the error to be a relatively large value
if the model solution is not at steady state towards the end of
the simulation. In other words, if the PDE solution at 20 h and
24 h differs by more than the threshold amount δ, then we say
that the solution has not reached steady state and we return a
relatively large error of 105. Hence parameter sets for which
the scenario solution does not reach steady state after 20 h are
disqualified.

For each scenario i ∈ Vs, we minimize (9) over the space
of parameters and take the exponent to recover the RSS:

RSSi(p∗
i ) = min

pi

[RSSi(pi )] = 10{minpi [�(pi )]},

where p∗
i is the estimate of pi that yields the minimal error.

We refer to p∗
i as the optimal parameter set and use asterisks

on individual parameters if they are part of an optimized
parameter set. We use the differential evolution function
available in PYTHON’s SCIPY package [51] and run the differ-
ential evolution 100 times for each scenario using a tolerance
of 1 × 10−4.

We discriminate between the ten (equal to |Vs|) scenarios
in this study using the model selection Akaike information
criterion (for details see Appendix A 2). Then further investi-
gations are carried out on two biologically plausible scenarios
that yield the best model outputs. Confidence intervals for
parameters values are computed using the log-likelihood ra-
tio statistic (see Appendix A 3 for details). Finally, a global
sensitivity analysis with eFAST is then carried out to deter-
mine the driving parameter(s) of these two scenarios. We use
the optimal parameter values as baseline values from which
we perturb in the space of parameters and then quantify the
resulting change in the RSS (8). The RSS is most likely non-
monotonic and nonlinear for both models so we use eFAST
[52], which is appropriate in this case and returns two key
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(h) Steady-State (t → ∞)

L0 (Nuclear Envelope) L (Cell Edge)

0.025%

0.05%

0.075%

Ṽ
0

I(r, 0) = εṼ0(r) M(r, 0) = (1 − ε)Ṽ0(r)

I: Immobile Material
M : Material Subject to

Retrograde Flowα (Trap)

β (Release)

α (Trap)

β (Release)

T
im

e
Initial Data Ṽ0(r) = I(r, 0) + M(r, 0)

FIG. 4. Mechanisms considered in the modeling framework (4). For illustration, we show solutions of scenario T3E (irreversible trapping
with spatially dependent retrograde velocity). (a) The model involves two populations of vimentin: immobile (I) and mobile (M). The mobile
vimentin is subject to retrograde flow, while the immobile vimentin is stationary. (b) Initial data. The data are assumed to be the sum of mobile
and immobile vimentin, i.e., V (r, t ) = I (r, t ) + M(r, t ). (c) and (f) The initial conditions for I and M are taken to be some proportion of the
initial data, Ṽ0(r), determined by the parameter ε. (d) and (g) The model uses two mechanisms. (g) The first mechanism involves advection of
mobile vimentin towards the left boundary L0. The advection velocity may be taken to be constant, space dependent, or quantity dependent. If
the advection velocity is constant or quantity dependent, it is possible for mobile material to advect out of the domain (hypotheses T1 and T2,
respectively). The second mechanism involves a transition rate from mobile (immobile) to immobile (mobile) denoted by α (β). (e) and (h)
Steady state. (e) After enough time, all mobile material have become immobile. The parameters are ε = 0.2, α = 0.01, and β = 0.

quantities: the first-order sensitivity index Sk for parameter
k, which simply measures the variance in the the RSS (and
thus the model output) as a result of variance in parameter
k, and the total-order sensitivity index STk , which measures
the sum all of first- and higher-order interactions between the
parameters.

III. RESULTS

The ten scenarios of the collection Vs are calibrated us-
ing the same average vimentin data [Fig. 2(b)]. For a given
scenario, we perform the calibration by searching for parame-
ter values resulting in solutions that most closely reproduce
the data, i.e., by minimizing the optimization error (9) us-
ing differential evolution [53]. We repeat this calibration 100
times, yielding a collection of up to 100 optimal parameter

sets. For the reader’s convenience, we include solutions of ten
parameter sets with the lowest RSS (out of the 100 parameter
sets) of all scenarios in Fig. 8.

A. Model identifiability

For each scenario, we plot parameter value pairs found by
the 100 runs of the optimization in Fig. 5. For a scenario to
be considered identifiable, the parameters values providing
the global minimum of the RSS must be tightly clustered in
parameter space (intuitively, identifiable scenarios are “good
models” as they have single values or finite confidence inter-
vals for parameters when calibrated to data). Only scenarios
T1D [Fig. 5(a iv)], T2D [Fig. 5(b iv)], T3E [Fig. 5(c i)], and
T3F [Fig. 5(c ii)] satisfy these requirements. For each of these
scenarios, the global minimum, marked by dark dot(s), are

054408-6



MODELS OF VIMENTIN ORGANIZATION UNDER … PHYSICAL REVIEW E 107, 054408 (2023)

TABLE I. (a) Description of free parameters with units. (b) Parameter dependence for each hypothesis. Parameters with dimension 1 are
dimensionless. Check marks (

√
) denote free parameters to be estimated, while ✗ marks denote parameters that are to be excluded for a given

hypothesis. We implement different hypotheses by setting corresponding parameters to zero.

(a)
Parameter Description Units

ε initial proportion of immobile vimentin 1
α trapping rate 1/min
β release rate 1/min
ū constant retrograde velocity μm/min
um maximum velocity in the jamming mechanism (5) μm/min
Vm maximum quantity V in the jamming mechanism (5) 1

(b)
Constant (T1) Quantity dependent (T2) Space dependent (T3)

Hypothesis ε α β ū ε α β um Vm ε α β ū

A trap & release
√ √ √ √ √ √ √ √ √

B release
√

✗
√ √ √

✗
√ √ √

C transport
√

✗ ✗
√ √

✗ ✗
√ √

D trap
√ √

✗
√ √ √

✗
√ √

E trap, u(r)
√ √

✗ ✗

F trap, α(r)
√

✗ ✗
√

tightly clustered. In contrast, the remaining scenarios, those
under hypotheses A–C, exhibit a relatively great degree of
dispersal.

In hypothesis A, which results in the most complex sce-
narios, none of the parameters are identifiable. In hypothesis
B, where scenarios only possess the release mechanism with

(i) (ii)

(iv)(iii)

(ii)(i)

(i) (ii)

(iv)(iii)

FIG. 5. Scatter plots of parameter estimates for scenarios (a i) T1A, (a ii) T1B, (a iii) T1C, and (a iv) T1D; (b i) T2A, (b ii) T2B, (b iii) T2C,
and (b iv) T2D; and (c i) T3E and (c ii) T3F. For each scenario, we obtain 100 parameter estimates by minimizing the RSS with differential
evolution. Darker shades correspond to lesser RSS values and lighter shades correspond to greater RSS values. Parameter values with darker
shades are considered optimal parameter values. The clustering or spatial distribution of optimal parameters in the parameter spaces informs
on the parameter identifiability for each scenario. Hence, scenarios T1D, T2D, T3E, and T3F are identifiable. All RSS values are rounded to
the fourth decimal place.
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TABLE II. Akaike information criterion (AICi) values for each scenario i ∈ Vs and Akaike weights wi. The parameter Ki indicates the
number of parameters estimated for the computation of AICi values.

T1 T2 T3

Hypothesis Ki AICi wi Ki AICi wi Ki AICi wi

A 5 −16861.48 0 6 −16137.10 0
B 4 −16863.48 0 5 −16144.27 0
C 3 −16865.12 0 4 −16863.12 0
D 4 −17204.23 0 5 −17541.09 0
E 3 −19236.60 0
F 3 −19862.73 1

no trapping (α = 0 and β > 0), the optimal velocity for the
retrograde flow is found to be ū∗ = u∗

m = 0 and the ini-
tial proportion of immobile vimentin ε∗ is not identifiable
[Figs. 5(a ii) and 5(b ii)]. Hence, if all vimentin filaments
eventually become mobile and eventually no immobile vi-
mentin exists, the only way to recover the data is to assume no
transport, which is inconsistent with the working biological
assumption. Furthermore, Figs. 5(a ii) and 5(b ii) show that
forcing the velocity to be zero results in practically non-
identifiable scenarios. For all scenarios under hypothesis C,
i.e., scenarios with pure transport (α = β = 0), the velocity
parameter ū is not identifiable. The calibration results in ei-
ther zero velocity ū∗ = u∗

m = 0 (which violates the biological
assumption and cannot be considered) or a positive velocity
(ū∗, u∗

m > 0). In the latter case, the optimization finds ε∗ = 1
[Figs. 5(a iii) and 5(b iii)], so the scenarios initialize with only
immobile vimentin; because there is no exchange between
mobile and immobile, the initial immobile vimentin is the
solution for all time.

In summary, scenarios with no decay of the mobile part
(α = 0, hypotheses B and C) are nonidentifiable and pa-
rameter searches for these scenarios find that vimentin must
be purely immobile to describe the data. Furthermore, only
the identifiable hypotheses (hypotheses D–F) allow mobile
vimentin to become immobile with no transition from immo-
bile to mobile by definition (β = 0). Hence, we conclude that
the existence of immobile vimentin is necessary to explain the
data.

B. Model selection results

We include all identifiable and nonidentifiable scenarios
in the model selection procedure because it is possible for a
nonidentifiable scenario to outperform other scenarios under
the Akaike information criterion (AIC) (only the minimal RSS
is needed; parameter properties and values are not consid-
ered). It would be undesirable for model selection to choose
a nonidentifiable scenario; however, choosing an identifiable
scenario over nonidentifiable scenarios would provide an ad-
ditional degree of confidence in the chosen scenario.

The AIC values provide a means to rank the different sce-
narios. The AIC values and Akaike weights for each scenario
are shown in Table II. Note that scenarios with the greatest
AIC values happen to be the nonidentifiable hypotheses A–C
(the top-ranked scenario has the lowest AIC). To make a con-
clusive determination of the best scenario, we use the Akaike
weights wi, which tells us that scenario T3F, which is charac-

terized by a spatially dependent net trapping rate [Fig. 6(c)],
is an unambiguous choice to best represent the experimental
data among the collection of considered scenarios.

FIG. 6. Solutions of scenarios T3E and T3F. Each column in
(a) and (c) corresponds to an experimental time point t ∈ Vt . Black
curves correspond to the PDE solution for total vimentin V = I + M
with experimental data overlaid in a green dashed curve. Blue curves
correspond to the PDE solution for immobile vimentin I and or-
ange curves correspond to the PDE solution for mobile vimentin
M. Shaded regions denote solutions obtained with parameter val-
ues in confidence intervals in the most sensitive parameter [see
Figs. 7(b) and 7(d)]. (a) Scenario T3E, with spatially dependent retro-
grade velocity u(r) with constant trapping rate α. Optimal parameter
values are ε∗ = 0 and α∗ = 0.011. (b) Retrograde velocity profile (6)
as a function of space. (c) Scenario T3F, with spatially dependent net
trapping rate α(r) with constant velocity. Optimal parameter values
are ε∗ = 0.55 and ū∗ = 0.11. (d) Net trapping rate function (7) as a
function of space. For the optimized solutions of all other scenarios,
see Appendix C.
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Going further in the interpretation of the model selection
results, we note that with no accumulation of immobile vi-
mentin via trapping (hypotheses B and C where α = 0), the
corresponding scenarios are ranked poorly, reinforcing the
previous observation that vimentin trapping is required to
explain the experimental observations. In particular, note that
scenarios T1C and T1B, which differ in the parameter β > 0
(release rate), obtain close AIC values, making the model se-
lection method inconclusive for discriminating between these
scenarios. Next, when only considering assumption T1 or T2,
hypothesis A (which has the greatest number of parameters)
ranks the lowest, whereas hypothesis D always ranks the
highest. Indeed, scenario T2D is the third best scenario and
is characterized by β = 0 with a crowding effect described by
a quantity-dependent velocity.

Again considering all scenarios, the poor ranking of the
constant-velocity and quantity-dependent velocity assump-
tions relative to the spatially dependent assumptions T3E and
T3F is consistent with the biological observations of spatially
dependent retrograde flow of actin [19] and the underly-
ing compartmentalization of cell organelles interacting with
vimentin [54–58], respectively. Because both scenarios are
biologically plausible, we examine them in more detail.

C. Best scenarios: Spatially dependent assumption

Solutions of both scenarios T3E and T3F compared to data
are shown in Figs. 6(a) and 6(c) along the top rows. The initial
and final solutions are expected to match exactly because
of how we define the initial condition and how we derive
the spatially dependent velocity (6) for T3E and spatially
dependent trapping rate (7) for T3F [in particular, defining the
steady-state solution of the PDE to match the data at 24 h is
a key assumption (see Appendix B)]. Thus, the contribution
lies in recovering the solutions at intermediate times and the
strong agreement between the model solution and the data at
these intermediate times.

1. Model robustness

We now determine the robustness of scenarios T3E and
T3F to perturbations in their optimized parameter pairs
(ε∗, α∗) and (ε∗, ū∗), respectively. We use the respective opti-
mal values (ε∗, α∗) = (0, 0.11) and (ε∗, ū∗) = (0.55, 0.11) as
baseline values from which we perturb in the space of param-
eters and then quantify the resulting change in the RSS (8).
The results of the sensitivity analysis are shown in Table III.

Scenario T3E is least sensitive to the proportion of initial
immobile vimentin ε, while virtually all model output vari-
ance is explained by the parameter α [Table III(a)], which
controls both the transition rate from immobile to mobile and
the magnitude of the spatially dependent retrograde velocity
profile u(r) (6). Similarly, scenario T3F is least sensitive to
the proportion of initial immobile vimentin ε, while virtually
all model output variance is explained by the parameter ū [Ta-
ble III(b)], which determines the average retrograde velocity
and the magnitude of the spatially dependent net attachment
rate.

Our sensitivity results are further supported by visualizing
the RSS for both models (Fig. 7). The RSS for scenario T3E
is shown in Fig. 7(a) and a greater variation in the RSS is

TABLE III. Scenario (a) T3E and (b) T3F parameter sensitivity
determined using eFAST. Here Sk is the first-order sensitivity index
of parameter k and STk is the total sensitivity of parameter k. Baseline
parameter values correspond to the optimal parameter value(s) and
the range denotes the parameter range over which the sensitivity
analysis is performed.

Parameter Sk STk Range Baseline

(a)
ε 3.6 × 10−6 5.3 × 10−3 [0, 5.0 × 10−2] 0.0
α 0.88 0.97 [0, 5.0 × 10−2] 0.011

(b)
ε 6.6 × 10−3 4.6 × 10−2 [0, 0.7] 0.55
ū 0.96 1.00 [0, 0.3] 0.11

visible in α relative to ε. Parameter values in the red shaded
region fail to satisfy the steady-state condition, i.e., the model
solution at 20 h does not closely match the model solution at
24 h (recalling that α controls the magnitude of the spatially
dependent velocity, if α is too small, then the retrograde veloc-
ity is too slow and the solution takes longer than 20 h to reach
steady state). However, for a complete visualization of the sur-
face, we also plot the RSS without the steady-state condition
underneath the red shaded area. This region, while not relevant
to our analysis, reveals that our RSS is qualitatively smooth
and exhibits no unusual nonlinearities. Parameter values in
the white region result in an undefined spatial velocity profile
u(r). This issue arises because the spatial velocity profile (6) is
defined in terms of the reciprocal of the difference between the
initial and final immobile vimentin Î . If ε is sufficiently large,
then there exists a zero crossing in Î , resulting in a singularity.
Thus, numerically computed solutions do not converge. In
contrast, the RSS of the best scenario T3F is always well
defined [Fig. 7(c)]. We see a greater variation in the RSS
surface in ū relative to ε, consistent with the sensitivity results.

Next we compute the confidence interval for the estimates
of α and ε for T3E and ū and ε for T3F (for details, see
Appendix A 3). The white curve in Fig. 7(b) [Fig. 7(c)] de-
limits the confidence interval for parameter values with a
significance level of p = 0.05 for T3E (T3F). Solutions and
the resulting approximates of the spatially dependent velocity
and net attachment rate obtained with parameters values from
confidence intervals are shown in Fig. 6.

Note that for the best scenario T3F, the confidence interval
for the initial proportion of immobile vimentin ε is found to be
(55 ± 6)%, which endorses the existence and requirement of
a non-negligible proportion of vimentin that stays immobile
in cells [Fig. 7(c)]. Furthermore, the confidence interval for
ū for T3F is found to be (0.11 ± 0.01) μm/min [Fig. 7(c)],
which is in the range of the peak magnitude of retrograde
velocity u(r) in T3E that is on the order of 0.1 μm/min
[Fig. 6(b)]. In similar studies of actin-dependent intermedi-
ate filament transport, magnitudes of retrograde velocity vary
from 0.16 μm/ min [15] to 0.5 μm/min [60]. Our velocity
estimates are consistent with [15], but our estimate may differ
from [60]; however, this study was carried out in epithelial
cells expressing keratin (another type of intermediate fila-
ment protein). Both differences in cell type and intermediate
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FIG. 7. Visualization of the RSS (8) for scenarios T3E and T3F. As indicated by the color bars, lighter (darker) shades correspond to higher
(lower) values of the RSS. The unique global minimum is denoted by an orange × at (a) p∗ = (ε∗, α∗) = (0, 0.011) and (c) p∗ = (ε∗, ū∗) =
(0.55, 0.11). The white curve in (b) and (d) delimits the confidence region with a significance level of p = 0.05. We obtain confidence intervals
using the likelihood ratio statistic [59]. Colors in (b) and (d) denote the approximate χ 2 values given by the difference ln[RSS(θ0 )/N] −
ln[RSS(p∗)/N], where θ0 is an arbitrary choice of parameters (ε0, α0) for T3E and (ε0, ū0 ) for T3F (see Appendix A 3). Lower χ 2 values
correspond to parameters with greater than 95% confidence assuming three free parameters (the two model parameters and variance of the
error assumed in the statistical model). (a) and (b) Scenario T3E (a) RSS and (b) confidence interval and (c) and (d) scenario T3F (c) RSS and
(d) confidence interval.

filament protein may explain the velocity difference. More-
over, we model data for net retrograde flow of all intermediate
filament material including particles, single filaments, or in-
tegrated in networks with slow or fast speeds. In contrast, the
authors of [60] only follow individual particles that may not be
homogeneous in velocity (some particles exhibit movement in
the anterograde direction and others in the retrograde direc-
tion) and measure the average speed of transport independent
of direction. Thus, their velocity estimates are greater than
ours but still of the same order of magnitude.

2. Estimation of the velocity profile for actin-driven transport

While the agreement between T3E and the data is not
as strong as scenario T3F, scenario T3E allows a spatially
dependent approximation of the velocity (6) of retrograde
actin-driven transport, by using vimentin material as an ob-
servable [Fig. 6(a)]. As discussed above, the trapping rate α

is the most influential parameter of the retrograde flow speed
and controls the time to stabilization for intermediate filament
material.

3. Estimation of the net trapping rate profile

Indeed, scenario T3F reproduces the data strikingly well
at intermediate times. Another important contribution is that
scenario T3F allows a spatially dependent approximation of
the net trapping rate (7), in which the retrograde velocity ū is

the most influential parameter, by using vimentin material as
an observable [Fig. 6(d)].

IV. CONCLUSION

We have combined the experimental approach and mathe-
matical modeling to explore the mechanisms involved in the
organization of the cytoplasmic intermediate filament network
in the context of no microtubule-driven transport. By com-
paring ten different models using model identification, AIC
model selection, and sensitivity analysis, we were able to
identify two major biologically relevant models and extract
valuable information including key parameters and the spatial
distribution of biological mechanisms.

Within the set of models considered, the identifiable sce-
narios (good models having single values or finite confidence
intervals for parameters) showed that we must consider a pool
of immobile vimentin filaments and that immobile vimentin
cannot transition back to mobile vimentin (i.e., β > 0 is not
allowed). Our analysis also allowed us to exclude scenarios.
If β > 0, then all mobile vimentin filaments eventually move
out of the domain unless the retrograde velocity is zero, which
contradicts the biological assumption of nonzero retrograde
velocity. Similarly, if there is no transition from mobile to
immobile, the only way to reach a nonzero steady state is
to either let the velocity be zero or force all material to be
immobile. Identifiable scenarios consistently show that β = 0,
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further suggesting that some mechanism for sequestering mo-
bile vimentin is necessary.

We used model selection to quantify how well each
scenario and its underlying assumptions and hypotheses
reproduce the data. Hence, we used the AIC model se-
lection method to rank the scenarios. Our model selection
results bolster our confidence in our conclusions from model
identifiability. Indeed, under the AIC, identifiable scenarios
outperformed nonidentifiable scenarios when reproducing the
data. Furthermore, the top-ranked scenarios in the AIC are
from hypotheses D–F, where β = 0, providing additional ev-
idence that irreversible trapping is an important feature of the
scenarios we considered. In addition, we found that scenario
T3F, irreversible trapping with spatially dependent trapping,
is unambiguously the best scenario out of the scenarios con-
sidered. The spatial profile of the trapping rate, particularly
where it increases towards the cell center, is consistent with
existing studies showing vimentin interaction with organelles,
including the nucleus [54–58]. Furthermore, recalling that
α(r) in this case is a net trapping rate, the negative values
of α(r) towards the cell edge suggest that vimentin trapping
is reduced at the cell periphery, possibly indicating a lower
number of attachment sites for trapping [Fig. 6(d)].

The second best scenario T3E, which uses a spatially de-
pendent retrograde velocity, is also consistent with biological
observations. In particular, the spatially dependent velocity
increases from the cell edge and decreases towards the cell
center. This profile suggests possible mechanisms [Fig. 6(b)]:
(i) Actin dynamics is locally regulated and varies from the cell
periphery to the cell center or (ii) lower velocities correspond
to regions with a high degree of crowding and increased drag.

Our sensitivity results applied to both scenarios T3E and
T3F show that they are sensitive to the transition rate from
mobile to immobile, α, and the constant retrograde velocity ū,
respectively. Neither model is sensitive to the initial propor-
tion of immobile vimentin ε. The latter observation tells us
that the model can reproduce the data even if the initial data
contain a small amount of immobile vimentin.

We highlight several important implications of our work.
First, although it is tempting to explain experimental data
(ours herein and [16]) by speculating that transport is solely
sufficient to describe the observation, we conclude here that
pure transport alone (hypothesis C) insufficiently reproduces
our data; we consistently find that hypothesis C can only
reproduce the data if a constant pool of immobile vimentin
is considered, which does not change in time.

Second, the top two scenarios T3E and T3F both exhibit
spatial dependence but in what appears to be a fundamentally
related fashion. For example, the second best scenario T3E
allows us to compute a spatially dependent velocity u(r),
where its magnitude is directly proportional to the trapping
rate α. Interestingly, the best scenario T3F allows us to com-
pute a spatially dependent net trapping rate α(r), where its
magnitude is directly proportional to the constant retrograde
velocity ū. Due to the nature of our data, we are unable to
determine the spatial profiles α(r) and u(r) simultaneously.

The above implications are immediately helpful to biolo-
gists who seek to understand the dynamics and the regulation
of the intermediate filament network in cells, both of which
are still poorly understood. In particular, this modeling work

enables experimentalists to pinpoint the biological questions
that need to be addressed next. Prior to this paper, the plausi-
bility of various mechanisms behind vimentin retrograde flow,
e.g., whether or not there is a trapping mechanism or a non-
constant retrograde velocity, was not known. The results of
the present study suggest that vimentin retrograde flow is not a
trivial advection, but may include some spatial variation along
with a trapping mechanism. Moreover, we have demonstrated
that the trapping rate could be spatially dependent in such a
way that it is possible for both the velocity and trapping rate to
be spatially dependent to some degree. This latter observation
is a subject left for future experiments. For instance, by exam-
ining the spatial velocity-dependence of actin, researchers can
gain insights into the corresponding spatial dependence of the
vimentin trapping rate. In turn, this understanding could reveal
the local molecular mechanisms that govern the trapping rate.
Without the findings of this paper, there would be no basis for
considering the trapping rate in subsequent experiments.
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APPENDIX A: ADDITIONAL METHOD DETAILS

1. Numerical scheme

We use the following upwinding scheme to numerically
integrate model (4):

In+1
i = F n

i + �tT
(
Mn

i , In
i

)
,

Mn+1
i = Mn

i + �t

(
ri+1ui+1Mn

i+1 − riuiMn
i

ri�r
− T

(
Mn

i , In
i

))
.

Here i = 1, . . . , N − 1 and T (M, I ) = αiM − βI . The terms
αi and ui are defined as either constant or spatially dependent.
If the velocity is quantity dependent, then we replace ui with
the quantity-dependent function (5)

u
(
V n

i

) = um

(
1 − V n

i

Vm

)
,

where V n
i = In

i + Mn
i and um and Vm are free parameters rep-

resenting the maximum retrograde velocity and maximum
vimentin quantity, respectively. We impose a Dirichlet con-
dition on the right boundary: Mn

N+1 = 0. As for numerical
parameters, we use the time step dt = 0.01 and mesh size
N = 100.

2. Model selection

To select the best candidate scenario we use the Akaike
information criterion. The AIC selects the scenario with the
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lowest RSS while applying a penalty in the number of param-
eters [61]. Assuming independent and normally distributed
additive measurement errors with the same variance, we may
approximate the AICi for model i using the RSS,

AICi = N ln

(
RSSi(p∗

i )

N

)
+ 2Ki,

where N is the number of observations and Ki is the number
of parameters (all parameters of scenario i ∈ Vs including one
additional parameter from a bias correction term). We use 143
spatial points of the experimental data for each of the seven
time observations for a total of N = 1001 observations.

The Akaike weights wi are then computed

wi = exp(−�i/2)∑
j∈Vs

exp(−� j/2)
,

where �i = AICi − minn∈Vs (AICn) is the difference between
the AIC of scenario i and the AIC of the scenario with the
lowest AIC. Roughly speaking, the greater the Akaike weight
wi is, the stronger the evidence that scenario i is the best
scenario in the set of proposed scenarios [62].

3. Confidence interval

For a given optimized parameter set p∗, we compute
confidence intervals using the log-likelihood ratio statistic
[59], which provides an alternative method to approximat-
ing confidence intervals using the RSS. We approximate the
log-likelihood of parameters by ln[RSS(θ0)/N], assuming
independent and normally distributed additive measurement
errors with the same variance. Note that N = 1001 is the total
number of observations (143 spatial data points for each of
the seven observation times). Letting θ0 = (ε0, α0) for T3E
[θ0 = (ε0, ū0) for T3F] denote an arbitrary parameter set and
χ2

γ d = 7.815 (where γ = 5% and d = 3) the set defined by{
θ0 : ln

(
RSS(θ0)

N

)
− ln

(
RSS(p∗)

N

)
�

χ2
γ d

N

}
(A1)

defines the region of parameter space with a significance level
at or below p = 0.05. The boundary of the set (A1) corre-
sponds to the confidence interval.

APPENDIX B: DERIVATION OF SPATIALLY
DEPENDENT TERMS

We consider the special case where there is no explicit
detachment (β = 0) and allow α or u(·) (but not both) to be
nonconstant in space (hypotheses E and F, respectively):

∂I

∂t
= α(r)M,

∂M

∂t
= 1

r

∂

∂r
[ru(r)M] − α(r)M,

I (r, 0) = εṼ0(r), M(r, 0) = (1 − ε)Ṽ0(r).

Plugging the first equation into the second yields

1

α(r)

∂2I

∂t2
= 1

r

∂

∂r

(
ru(r)

α(r)

dI

dt

)
− ∂I

∂t
.

Then integrating with respect to time results in a first-order
differential equation

1

α(r)

∂I

∂t
(r, t ) = 1

r

∂

∂r

(
ru(r)

α(r)
I (r, t )

)
− I (r, t ) + c(r), (B1)

where c(r) is a spatially dependent constant of integration. To
solve for c(r), let t = 0 in (B1):

1

α(r)

∂I

∂t
(r, 0) ≡ M(r, 0)

= 1

r

∂

∂r

(
ru(r)

α(r)
I (r, 0)

)
− I (r, 0) + c(r).

Then solve for c(r) directly,

c(r) = M0(r) + I0(r) − 1

r

∂

∂r

(
ru(r)

α(r)
I0(r)

)
,

where I0(r) := I (r, 0) := εṼ0(r) and M0(r) := M(r, 0) :=
(1 − ε)Ṽ0(r). We plug c(r) back into (B1) and take t → ∞,

0 = −1

r

∂

∂r

(
ru(r)

α(r)
Î (r)

)
+ Î (r) + M0(r), (B2)

where Î (r) := I0(r) − I∗(r) with I∗(r) := Ṽ24(r) (as we as-
sume that at 24 h the vimentin profile has reached its steady
state and all vimentin is immobile). We use the ordinary differ-
ential equation (ODE) (B2) to derive the spatially dependent
terms u(r) or α(r).

1. Spatially dependent velocity

Consider (B2) with α > 0 constant and u(r) spatially de-
pendent. Then the ODE for u(r) is given by

∂

∂r
[ru(r)Î (r)] = αr[Î (r) + M0(r)], (B3)

which has the solution

u(r) = α

rÎ (r)

∫ r

L0

s[Î (s) + M0(s)]ds + L0u(L0)Î (L0)

rÎ (r)
. (B4)

We assume u(L0) = 0 to enforce conservation of mass. Note
that the velocity equation (B4) depends explicitly on α, the
transition rate of mobile to immobile vimentin, and implicitly
on ε, the proportion of immobile vimentin (because the ini-
tial conditions M0 and I0 depend on ε). Therefore, using the
spatially dependent velocity with conservation of mass (B4)
results in a two-parameter model.

2. Spatially dependent net trapping rate

Again consider (B2), but now assume u(r) = ū and that
α(r) is spatially dependent. Then the ODE for α(r) given by

∂

∂r

(
r

α(r)
Î (r)

)
= r

ū
[Î (r) + M0(r)],

which has the solution

α(r) = rūÎ (r)∫ r
L0

s[Î (s) + M0(s)]ds − L0ūÎ (L0)/α(L0)
.

To ensure conservation of mass, we assume that α(L0) is large;
thus we may approximate the spatially dependent net trapping
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FIG. 8. Solutions of all scenarios. The solution using the parameter set with the lowest RSS out of the 100 optimizations is plotted in black,
blue, and orange for V , I , and M, respectively. Gray curves are solutions using parameters with the nine next lowest RSS values. (a) Scenario
T3E, irreversible trapping with spatially dependent velocity. The optimized parameters are ε∗ = 0 and α∗ = 0.011. (b) Scenario T3F, spatially
dependent net trapping rate with constant velocity. The parameters are ε∗ = 0.55 and ū∗ = 0.11. (c) Scenario T1A (a nonidentifiable scenario),
trap and release with constant velocity. The parameters are ε∗ = 0.690, α∗ = 19.205, β∗ = 4.180, and ū∗ = 6.175 × 10−7. (d) Scenario T1B
(a nonidentifiable scenario), only release with no trapping with constant velocity. The parameters are ε∗ = 0.925, β∗ = 0.562, and ū∗ =
1.098 × 10−7. (e) Scenario T1C (a nonidentifiable scenario), pure transport with constant velocity (α = β = 0). The parameters are ε∗ = 1 and
ū∗ = 6.189 × 10−4. (f) Scenario T1D, irreversible trapping with constant velocity (β = 0). The parameters are ε∗ = 0, α∗ = 1.657 × 10−2, and
ū∗ = 5.400 × 10−2. (g) Scenario T2A (a nonidentifiable scenario), trap and release with vimentin-dependent velocity. The parameters are ε∗ =
0.335, V ∗

m = 1.167 × 10−3, u∗
m = 5.277 × 10−2, α∗ = 10.527, and β∗ = 11.537. (h) Scenario T2B (a nonidentifiable scenario), only release

with no trapping with vimentin-dependent velocity (α = 0). The parameters are ε∗ = 6.981 × 10−2, V ∗
m = 2.131 × 10−3, u∗

m = 2.765 × 10−2,
and β∗ = 6.549. (i) Scenario T2C (a nonidentifiable scenario), pure transport with vimentin-dependent velocity (α = β = 0). The parameters
are ε∗ = 1.0, V ∗

m = 0.549, and u∗
m = 2.953 × 10−3. (j) Scenario T2D, irreversible trapping with vimentin-dependent velocity (β = 0). The

parameters are ε∗ = 0, V ∗
m = 6.599 × 10−6, u∗

m = 0.111, and α∗ = 1.477 × 10−2.
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rate with the simpler equation

α(r) = rūÎ (r)∫ r
L0

s[Î (s) + M0(s)]ds
.

APPENDIX C: BEST-FIT SOLUTIONS

For each scenario i ∈ Vs, its optimized parameters simply
refer to the parameters that result in solutions that optimally
fit the data according to the optimization error (9). The

optimal parameters are found using the inherently stochastic
differential evolution method, which we run 100 times for
each scenario to ensure that we find a global minimum in
parameter space. We then plot the solutions corresponding to
the ten optimized parameter sets with the lowest optimization
error values in Fig. 8. The best of the ten optimized parameter
sets (according to the optimization error) are plotted in black
(total vimentin Vi = Ii + Mi), blue (immobile vimentin Ii), and
orange (mobile vimentin Mi). Solutions corresponding to the
remaining nine runs are shown in gray.

[1] S. Etienne-Manneville, Cytoplasmic intermediate filaments in
cell biology, Annu. Rev. Cell Dev. Biol. 34, 1 (2018).

[2] S. A. Eldirany, I. B. Lomakin, M. Ho, and C. G. Bunick, Recent
insight into intermediate filament structure, Curr. Opin. Cell
Biol. 68, 132 (2021).

[3] F. N. Vicente, M. Lelek, J.-Y. Tinevez, Q. D. Tran, G. Pehau-
Arnaudet, C. Zimmer, S. Etienne-Manneville, G. Giannone,
and C. Leduc, Molecular organization and mechanics of single
vimentin filaments revealed by super-resolution imaging, Sci.
Adv. 8, eabm2696 (2022).

[4] L. Ramms, G. Fabris, R. Windoffer, N. Schwarz, R. Springer,
C. Zhou, J. Lazar, S. Stiefel, N. Hersch, U. Schnakenberg et al.,
Keratins as the main component for the mechanical integrity of
keratinocytes, Proc. Natl. Acad. Sci. USA 110, 18513 (2013).

[5] E. Latorre, S. Kale, L. Casares, M. Gómez-González, M. Uroz,
L. Valon, R. V. Nair, E. Garreta, N. Montserrat, A. Del Campo
et al., Active superelasticity in three-dimensional epithelia of
controlled shape, Nature (London) 563, 203 (2018).

[6] E. J. van Bodegraven and S. Etienne-Manneville, Intermediate
filaments from tissue integrity to single molecule mechanics,
Cells 10, 1905 (2021).

[7] E. Fuchs and D. W. Cleveland, A structural scaffolding of
intermediate filaments in health and disease, Science 279, 514
(1998).

[8] M. B. Omary et al., “IF-pathies”: A broad spectrum of inter-
mediate filament-associated diseases, J. Clin. Invest. 119, 1756
(2009).

[9] R. A. Coch and R. E. Leube, Intermediate filaments and polar-
ization in the intestinal epithelium, Cells 5, 32 (2016).

[10] M. B. Omary, N.-O. Ku, G.-Z. Tao, D. M. Toivola, and J. Liao,
“Heads and tails” of intermediate filament phosphorylation:
Multiple sites and functional insights, Trends Biochem. Sci. 31,
383 (2006).

[11] C. Hookway, L. Ding, M. W. Davidson, J. Z. Rappoport, G.
Danuser, and V. I. Gelfand, Microtubule-dependent transport
and dynamics of vimentin intermediate filaments, Mol. Biol.
Cell 26, 1675 (2015).

[12] F. K. Gyoeva and V. I. Gelfand, Coalignment of vimentin
intermediate filaments with microtubules depends on kinesin,
Nature (London) 353, 445 (1991).

[13] V. Prahlad, M. Yoon, R. D. Moir, R. D. Vale, and R. D.
Goldman, Rapid movements of vimentin on microtubule tracks:
Kinesin-dependent assembly of intermediate filament networks,
J. Cell Biol. 143, 159 (1998).

[14] B. T. Helfand, P. Loomis, M. Yoon, and R. D. Goldman, Rapid
transport of neural intermediate filament protein, J. Cell Sci.
116, 2345 (2003).

[15] C. Leduc and S. Etienne-Manneville, Regulation of
microtubule-associated motors drives intermediate filament
network polarization, J. Cell Biol. 216, 1689 (2017).

[16] P. Hollenbeck, A. Bershadsky, O. Y. Pletjushkina, I. Tint, and
J. Vasiliev, Intermediate filament collapse is an ATP-dependent
and actin-dependent process, J. Cell Sci. 92, 621 (1989).

[17] A. Kölsch, R. Windoffer, and R. E. Leube, Actin-dependent
dynamics of keratin filament precursors, Cell Motil. Cytoskel.
66, 976 (2009).

[18] I. Dupin, Y. Sakamoto, and S. Etienne-Manneville, Cytoplasmic
intermediate filaments mediate actin-driven positioning of the
nucleus, J. Cell Sci. 124, 865 (2011).

[19] Y. Jiu, J. Lehtimäki, S. Tojkander, F. Cheng, H. Jäälinoja, X.
Liu, M. Varjosalo, J. E. Eriksson, and P. Lappalainen, Bidirec-
tional interplay between vimentin intermediate filaments and
contractile actin stress fibers, Cell Rep. 11, 1511 (2015).

[20] R. Kirmse, S. Portet, N. Mücke, U. Aebi, H. Herrmann, and
J. Langowski, A quantitative kinetic model for the in vitro
assembly of intermediate filaments from tetrameric vimentin,
J. Biol. Chem. 282, 18563 (2007).

[21] S. Portet, N. Mücke, R. Kirmse, J. Langowski, M. Beil, and H.
Herrmann, Vimentin intermediate filament formation: In vitro
measurement and mathematical modeling of the filament length
distribution during assembly, Langmuir 25, 8817 (2009).

[22] S. Portet, Dynamics of in vitro intermediate filament length
distributions, J. Theor. Biol. 332, 20 (2013).

[23] I. Martin, A. Leitner, P. Walther, H. Herrmann, and O. Marti,
Model-based analysis of keratin intermediate filament assem-
bly, J. Phys. D 48, 375401 (2015).

[24] N. Mücke, S. Winheim, H. Merlitz, J. Buchholz, J. Langowski,
and H. Herrmann, In vitro assembly kinetics of cytoplasmic
intermediate filaments: A correlative Monte Carlo simulation
study, PLoS One 11, e0157451 (2016).

[25] N. Mücke, T. Wocjan, M. Jacquier, H. Herrmann, and S. Portet,
A general mathematical model for the in vitro assembly dy-
namics of intermediate filament proteins, Biophys. J. 121, 1094
(2022).

[26] L. Schween, N. Mücke, S. Portet, W. H. Goldmann, H.
Herrmann, and B. Fabry, Dual-wavelength stopped-flow analy-
sis of the lateral and longitudinal assembly kinetics of vimentin,
Biophys. J. 121, 3850 (2022).

[27] Q. D. Tran, V. Sorichetti, G. Pehau-Arnaudet, M. Lenz, and C.
Leduc, Fragmentation and Entanglement Limit Vimentin Inter-
mediate Filament Assembly, Phys. Rev. X 13, 011014 (2023).

[28] S. Portet, O. Arino, J. Vassy, and D. Schoëvaërt, Organization
of the cytokeratin network in an epithelial cell, J. Theor. Biol.
223, 313 (2003).

054408-14

https://doi.org/10.1146/annurev-cellbio-100617-062534
https://doi.org/10.1016/j.ceb.2020.10.001
https://doi.org/10.1126/sciadv.abm2696
https://doi.org/10.1073/pnas.1313491110
https://doi.org/10.1038/s41586-018-0671-4
https://doi.org/10.3390/cells10081905
https://doi.org/10.1126/science.279.5350.514
https://doi.org/10.1172/JCI39894
https://doi.org/10.3390/cells5030032
https://doi.org/10.1016/j.tibs.2006.05.008
https://doi.org/10.1091/mbc.E14-09-1398
https://doi.org/10.1038/353445a0
https://doi.org/10.1083/jcb.143.1.159
https://doi.org/10.1242/jcs.00526
https://doi.org/10.1083/jcb.201607045
https://doi.org/10.1242/jcs.92.4.621
https://doi.org/10.1002/cm.20395
https://doi.org/10.1242/jcs.076356
https://doi.org/10.1016/j.celrep.2015.05.008
https://doi.org/10.1074/jbc.M701063200
https://doi.org/10.1021/la900509r
https://doi.org/10.1016/j.jtbi.2013.04.004
https://doi.org/10.1088/0022-3727/48/37/375401
https://doi.org/10.1371/journal.pone.0157451
https://doi.org/10.1016/j.bpj.2022.02.001
https://doi.org/10.1016/j.bpj.2022.09.008
https://doi.org/10.1103/PhysRevX.13.011014
https://doi.org/10.1016/S0022-5193(03)00101-2


MODELS OF VIMENTIN ORGANIZATION UNDER … PHYSICAL REVIEW E 107, 054408 (2023)

[29] M. Beil, S. Lück, F. Fleischer, S. Portet, W. Arendt, and V.
Schmidt, Simulating the formation of keratin filament networks
by a piecewise-deterministic markov process, J. Theor. Biol.
256, 518 (2009).

[30] C. Sun, R. Leube, R. Windoffer, and S. Portet, A mathematical
model for the keratin cycle of assembly and disassembly, IMA
J. Appl. Math. 80, 100 (2015).

[31] C. Sun, J. Arino, and S. Portet, Intermediate filament dynamics:
Disassembly regulation, Int. J. Biomath. 10, 1750015 (2017).

[32] S. Portet, A. Madzvamuse, A. Chung, R. E. Leube, and R.
Windoffer, Keratin dynamics: Modeling the interplay between
turnover and transport, PLoS One 10, e0121090 (2015).

[33] M. Gouveia, T. Sorcan, S. Zemljic-Jokhadar, R. D. Travasso,
and L. Mirjana, A mathematical model for the dependence of
keratin aggregate formation on the quantity of mutant keratin
expressed in EGFP-K14 R125P keratinocytes, PLoS One 16,
e0261227 (2021).

[34] G. Craciun, A. Brown, and A. Friedman, A dynamical system
model of neurofilament transport in axons, J. Theor. Biol. 237,
316 (2005).

[35] A. Brown, L. Wang, and P. Jung, Stochastic simulation of neu-
rofilament transport in axons: The “stop-and-go” hypothesis,
Mol. Biol. Cell 16, 4243 (2005).

[36] I. Kuznetsov and A. Kuznetsov, Analytical comparison between
Nixon-Logvinenko’s and Jung-Brown’s theories of slow neuro-
filament transport in axons, Math. Biosci. 245, 331 (2013).

[37] Y. Li, A. Brown, and P. Jung, Deciphering the axonal transport
kinetics of neurofilaments using the fluorescence photoactiva-
tion pulse-escape method, Phys. Biol. 11, 026001 (2014).

[38] R. H. Lee and C. S. Mitchell, Axonal transport cargo motor
count versus average transport velocity: Is fast versus slow
transport really single versus multiple motor transport? J. Theor.
Biol. 370, 39 (2015).

[39] J. C. Dallon, C. Leduc, S. Etienne-Manneville, and S. Portet,
Stochastic modeling reveals how motor protein and filament
properties affect intermediate filament transport, J. Theor. Biol.
464, 132 (2019).

[40] S. Portet, C. Leduc, S. Etienne-Manneville, and J. C. Dallon,
Deciphering the transport of elastic filaments by antagonistic
motor proteins, Phys. Rev. E 99, 042414 (2019).

[41] S. Portet, S. Etienne-Manneville, C. Leduc, and J. C. Dallon,
Impact of noise on the regulation of intracellular transport of
intermediate filaments, J. Theor. Biol. 547, 111183 (2022).

[42] N. P. Boyer, J.-P. Julien, P. Jung, and B. Anthony, Neurofilament
transport is bidirectional in vivo, eNeuro 9, 1 (2022).

[43] J. C. Dallon, C. Leduc, C. P. Grant, E. J. Evans, S. Etienne-
Manneville, and S. Portet, Using fluorescence recovery after
photobleaching data to uncover filament dynamics, PLoS
Comput. Biol. 18, e1010573 (2022).

[44] H. Lopez-Menendez and L. Gonzalez-Torres, A theory to de-
scribe emergent properties of composite F-actin and vimentin
networks, J. Mech. Phys. Solids 127, 208 (2019).

[45] J. S. Kim, C.-H. Lee, B. Y. Su, and P. A. Coulombe, Mathemat-
ical modeling of the impact of actin and keratin filaments on
keratinocyte cell spreading, Biophys. J. 103, 1828 (2012).

[46] https://github.com/youngmp/retrograde_flow_models.

[47] S. Etienne-Manneville, In vitro assay of primary astrocyte
migration as a tool to study Rho GTPase function in cell po-
larization, Methods Enzymol. 406, 565 (2006).

[48] M. Théry, Micropatterning as a tool to decipher cell morpho-
genesis and functions, J. Cell Sci. 123, 4201 (2010).

[49] A. Minin and M. Moldaver, Intermediate vimentin fila-
ments and their role in intracellular organelle distribution,
Biochemistry (Moscow) 73, 1453 (2008).

[50] R. Spurny, M. Gregor, M. J. Castañón, and G. Wiche, Plectin
deficiency affects precursor formation and dynamics of vi-
mentin networks, Exp. Cell Res. 314, 3570 (2008).

[51] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T.
Reddy, D. Cournapeau, E. Burovski, P. Peterson, W. Weckesser,
J. Bright, S. J. van der Walt, M. Brett, J. Wilson, K. J. Millman,
N. Mayorov, A. R. J. Nelson, E. Jones, R. Kern, E. Larson, C. J.
Carey et al., SciPy 1.0: Fundamental algorithms for scientific
computing in Python, Nat. Methods 17, 261 (2020).

[52] S. Marino, I. B. Hogue, C. J. Ray, and D. E. Kirschner, A
methodology for performing global uncertainty and sensitivity
analysis in systems biology, J. Theor. Biol. 254, 178 (2008).

[53] R. Storn and K. Price, Differential evolution—A simple and ef-
ficient heuristic for global optimization over continuous spaces,
J. Global Optim. 11, 341 (1997).

[54] Y.-s. Gao and E. Sztul, A novel interaction of the golgi complex
with the vimentin intermediate filament cytoskeleton, J. Cell
Biol. 152, 877 (2001).

[55] D. M. Toivola, G.-Z. Tao, A. Habtezion, J. Liao, and M. B.
Omary, Cellular integrity plus: Organelle-related and protein-
targeting functions of intermediate filaments, Trends Cell Biol.
15, 608 (2005).

[56] L. Chang, K. Barlan, Y.-H. Chou, B. Grin, M. Lakonishok,
A. S. Serpinskaya, D. K. Shumaker, H. Herrmann, V. I. Gelfand,
and R. D. Goldman, The dynamic properties of intermediate
filaments during organelle transport, J. Cell Sci. 122, 2914
(2009).

[57] O. E. Nekrasova, M. G. Mendez, I. S. Chernoivanenko,
P. A. Tyurin-Kuzmin, E. R. Kuczmarski, V. I. Gelfand, R. D.
Goldman, and A. A. Minin, Vimentin intermediate filaments
modulate the motility of mitochondria, Mol. Biol. Cell 22, 2282
(2011).

[58] T. Cremer, L. M. Voortman, D. van Elsland, E. Bos, L. R. Ter
Haar, R. I. Koning, I. Berlin, and J. Neefjes, Vimentin interme-
diate filaments organize organellar architecture in response to
ER stress, bioRxiv:2022.03.24.485587 (2022).

[59] A. Raue, C. Kreutz, T. Maiwald, J. Bachmann, M. Schilling,
U. Klingmüller, and J. Timmer, Structural and practical iden-
tifiability analysis of partially observed dynamical models
by exploiting the profile likelihood, Bioinformatics 25, 1923
(2009).

[60] S. Lehmann, R. Leube, and R. Windoffer, Growth, lifetime,
directional movement and myosin-dependent motility of mutant
keratin granules in cultured cells, Sci. Rep. 11, 2379 (2021).

[61] H. Akaike, A new look at the statistical model identification,
IEEE Trans. Automat. Contr. 19, 716 (1974).

[62] S. Portet, A primer on model selection using the Akaike infor-
mation criterion, Infect. Dis. Model. 5, 111 (2020).

054408-15

https://doi.org/10.1016/j.jtbi.2008.09.044
https://doi.org/10.1093/imamat/hxt030
https://doi.org/10.1142/S1793524517500152
https://doi.org/10.1371/journal.pone.0121090
https://doi.org/10.1371/journal.pone.0261227
https://doi.org/10.1016/j.jtbi.2005.04.018
https://doi.org/10.1091/mbc.e05-02-0141
https://doi.org/10.1016/j.mbs.2013.08.001
https://doi.org/10.1088/1478-3975/11/2/026001
https://doi.org/10.1016/j.jtbi.2015.01.010
https://doi.org/10.1016/j.jtbi.2018.12.022
https://doi.org/10.1103/PhysRevE.99.042414
https://doi.org/10.1016/j.jtbi.2022.111183
https://doi.org/10.1523/ENEURO.0138-22.2022
https://doi.org/10.1371/journal.pcbi.1010573
https://doi.org/10.1016/j.jmps.2019.03.017
https://doi.org/10.1016/j.bpj.2012.09.016
https://github.com/youngmp/retrograde_flow_models
https://doi.org/10.1016/S0076-6879(06)06044-7
https://doi.org/10.1242/jcs.075150
https://doi.org/10.1134/S0006297908130063
https://doi.org/10.1016/j.yexcr.2008.09.012
https://doi.org/10.1038/s41592-019-0686-2
https://doi.org/10.1016/j.jtbi.2008.04.011
https://doi.org/10.1023/A:1008202821328
https://doi.org/10.1083/jcb.152.5.877
https://doi.org/10.1016/j.tcb.2005.09.004
https://doi.org/10.1242/jcs.046789
https://doi.org/10.1091/mbc.e10-09-0766
https://doi.org/10.1101/2022.03.24.485587
https://doi.org/10.1093/bioinformatics/btp358
https://doi.org/10.1038/s41598-021-81542-8
https://doi.org/10.1109/TAC.1974.1100705
https://doi.org/10.1016/j.idm.2019.12.010

