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Integrable Quantum Circuits from the Star-Triangle Relation

Yuan Miao! and Eric Vernier?

L Galileo Galilei Institute for Theoretical Physics, INFN,
Largo Enrico Fermi, 2, 50125 Firenze, Italy

2 Laboratoire de Probabilités, Statistique et Modélisation
CNRS - Univ. Paris Cité - Sorbonne Univ. Paris, France

The star-triangle relation plays an important role in the realm of exactly solvable mod-
els, offering exact results for classical two-dimensional statistical mechanical models. In
this article, we construct integrable quantum circuits using the star-triangle relation. Our
construction relies on families of mutually commuting two-parameter transfer matrices for
statistical mechanical models solved by the star-triangle relation, and differs from previously
known constructions based on Yang-Baxter integrable vertex models. At special value of
the spectral parameter, the transfer matrices are mapped into integrable quantum circuits,
for which infinite families of local conserved charges can be derived. We demonstrate the
construction by giving two examples of circuits acting on a chain of @Q—state qudits: @Q-state
Potts circuits, whose integrability has been conjectured recently by Lotkov et al., and Zg
circuits, which are novel to our knowledge. In the first example, we present for Q = 3 a
connection to the Zamolodchikov—Fateev 19-vertex model.

I. INTRODUCTION

Quantum circuits, built from a sequence of local operations acting on a system of qubits (or,
more generally, qudits), have attracted an increasing interest over the past few years. First, they
furnish a new playground for the investigation of many-body quantum physics, in particular for
the study of out-of-equilibrium phenomena [1-5]. Second, they can be implemented in a quantum
computer and form the building blocks of digital quantum simulation [6, 7]. They can also be
used to generate periodically-driven (Floquet) many-body systems, leading to exotic new phases
of matter [8-10].

For many-body systems governed by continuous Hamiltonian evolution, the existence of inte-
grable models has proven an invaluable tool in order to study physical properties both at equilib-
rium [11-15], and out-of-equilibrium [16]. Quantum integrability usually refers to one-dimensional
quantum Hamiltonians related to exactly solvable two-dimensional statistical mechanical models
through the transfer matrix formalism and the Yang-Baxter equation, whose spectrum or corre-
lation functions can typically be calculated exactly using tools such as the Bethe ansatz [13, 14].
Beyond the possibility of exact results that it offers, integrability also comes with rich physical
consequences. The existence of an extensive number of conserved quantities in integrable models
constrains their late-time relaxation, yielding new equilibrium states known as Generalized Gibbs
Ensembles [17-19]. For inhomogeneous systems integrability also constrains the transport prop-
erties, leading to Generalized Hydrodynamics [20, 21]. It has therefore quickly become a natural
question, whether one could similarly construct and study integrable models of quantum circuits,
corresponding to dynamical models for one-dimensional quantum systems with discrete space and
time.

It has long been known how to adapt the transfer matrix-mediated correspondence between
integrable two-dimensional vertex models and quantum Hamiltonians to a circuit-like geometry
[22-25], in relation with the lattice regularisation of (141)-dimensional integrable quantum field
theories. In the recent years this fact has been used to construct integrable Floquet dynamics
[26-29], and recently the effect of integrability on the late-time relaxation of digital quantum
simulations has also been investigated [30]. However, a systematic understanding of the condition



when quantum circuits can be solved using quantum integrability is still missing. It is worth noting
that most of the exact results obtained lately in fact concern quantum circuits which are solvable
while escaping the traditional framework of Yang-Baxter integrability, namely, random [1-3] and
dual-unitary circuits [4, 5]. There are also other examples on how to use quantum circuits to study
quantum integrability that are different from our approach, see [31-36].

In this work, we describe the construction of integrable quantum circuits based on ()-states spins
with Z¢g symmetry. Those arise as generalizations of the Ising model (corresponding to @ = 2),
and can be realized with Rydberg atoms [37, 38]. Furthermore, they have very rich physical
properties, relating to quantum phase transitions and parafermions [39-41]. Our construction
uses a framework analogous to that of [23], namely inhomogeneous transfer matrices are used
to generate a circuit-like dynamics, however in contrast with previous constructions the primary
role for integrability is played here, rather than the Yang—Baxter equation, by the closely related
Star-Triangle Relation (STR) [12, 42, 43]. Using known solutions of the star-triangle relation for
(Q-state spins, we construct two-parameter families of mutually commuting transfer matrices acting
on a chain of L spins. At some special value of their parameters the transfer matrices become the
generator of the circuit dynamics, while varying the parameters around their special value allows
to construct local charges which are conserved by the dynamics.

In practice, we focus in this work on two families of @)-states circuits, associated with two
families of solutions of the STR: the so-called Potts circuits, whose integrability was conjectured
in [44] (and for which the first few conserved charges were constructed by hand), and the so-called
Zgq circuits. The constructed circuits are in general interacting yet solvable, as guaranteed by the
STR, and therefore go beyond some known results for driven Ising models that are solved using
free fermionic techniques [45—48]. We would like to emphasize that, while most of this work is
concerned with some particular Q-states models, our procedure works in principle for any solution
of the Star-Triangle relation, and could be used to construct more generic integrable quantum
circuits.

The paper is organized as follows. In Section II, we present some generic properties of the
Q-states quantum circuits constructed in this work, and how they can be seen as emerging from
the stroboscopic evolution of periodically driven (Floquet) systems. In Section III, we present a
generic procedure to construct quantum circuits from two-dimensional statistical mechanics model
satisfying the Star-Triangle Relation. While this construction is not specific to Q-states systems
and could in principle be applied more generically, in the rest of the paper we specify again to Q-
states systems and construct two families of integrable quantum circuits. The first family, studied in
Section IV, is that of Q-states Potts circuits, where the Z¢g symmetry is enhanced to the symmetric
group Sg. We construct integrable circuits from previously known Sg-symmetric solutions of the
star-triangle relation [43], and express the discrete time evolution operator as well as the conserved
charges in terms of generators of the affine Temperley-Lieb algebra [49]. The resulting dynamics
is unitary, and can be thought of as the Floquet dynamics of a quantum Potts Hamiltonian. It
recovers the circuit considered in [44], and we also point out an interesting connection with the
Zamolodchikov-Fateev 19-vertex model [50] and the Onsager algebra [51]. The second family of
models, which is the object of Section V, is based on Zg-symmetric solutions of the star-triangle
relation [52]. For @) = 3, the resulting circuit coincides with the Ss-symmetric circuit of the
first family. For general > 3 however the constructed models differ from the previous ones, in
particular they are not unitary. For () = 4, in particular, a relation is found with the critical
Ashkin-Teller model [53-55].



II. Q-STATES QUANTUM CIRCUITS

Before discussing the general framework for constructing integrable quantum circuits through
the STR, which will be presented in Section III, we start with a brief overview of the ()-states
circuits which will be constructed from explicit solutions in Sections IV and V.

One way to view those circuits is as stroboscopic (Floquet) evolution operators, motivated by
the known results on periodically driven Ising models [45-48]. Such circuits were solved exactly by
free fermionic techniques, and we consider in this work more generic cases which are intrinsically
interacting. We therefore consider a chain of L consecutive @Q-level spins (“qudits”), where @ is
some integer > 2. The total Hilbert space is the tensor product of the local Q-level spins, i.e.
(C®)®L, The quantum circuits that we study in this paper can be seen as a stroboscopic (Floquet)
evolution of time-dependent quantum Hamiltonian H(t) such that

H,, 0<t<r,
H(t)={ > —'°7 (1)
H,, 7<t<2r,

which is periodic in time, i.e. H(t 4+ 2n7) = H(t), n € Z. Furthermore, we assume that two parts
H; and H> consist of terms acting on one or two consecutive sites of the Q)-level spins respectively,

L L
Hi= > h{), Hy=> bl . (2)
m=1 m=1

Periodic boundary condition is used here (h(2) 1= h(2)) We also assume that

L, L+
[hgp,hgq —0, [hﬁ,f?mﬂ,hgzlﬂ} =0, Ym,n. (3)

In this case, the Floquet evolution operator Up(7) = P exp[ 02T dtH(t)], describing the strobo-
scopic time evolution of the time-dependent Hamiltonian H(t) !, becomes
Up(7) = exp (—iH17) exp (—iHz7) = U, Uy, (4)

Hence we can rewrite the stroboscopic time evolution Ul{l/[ (1), for an integer M € Z~¢, as a quantum
circuit, as shown in Fig. 1. In particular, the stroboscopic time evolution of the kicked Ising model
[27, 44, 48] is of this type.

Moreover, we would like to concentrate on models with a Zg “clock” symmetry, which gen-
eralizes the Zo symmetry of the Ising model and connects with a number of interesting physical
realizations [37-41]. For this sake we introduce the local operators X, Z, satisfying the following
algebra

Xl =X¢ 1zl =297 XY =22 =1, XuZp=wlpXy, (5)
where the Q-th root of unity w = exp (%), while operators acting on different spins commute :
XinZy, = X2y, for m # n (see Eq. (50) for an explicit representation). Requiring the assumption
(3), we focus on the cases where the Floquet evolution operator Up = U;Uj is decomposed as

o (o

li[ (Z V(22 11)" ) :

1 We can equivalently use a “kicked” time dependent Hamiltonian that gives the same stroboscopic time evolution.
This will not change the quantum circuits that we study.
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FIG. 1. Generic structure of the circuits considered in this paper. The discrete time evolution is comprised
of two steps, U; which is the product of local one-site operations, and Us which is the product of two-site
gates. The two-site gates commute with one another and can be multiplied in arbitrary order. However,
the two steps do not commute with each other, hence generating a non-trivial dynamics.

Written in the above form, the evolution generators U; and Uy are manifestly Zg-symmetric,
namely invariant under the operation Z; — wZ;, X; — X; applied simultaneously on all spins.
Moreover, in all examples considered in the following they will turn out to enjoy another symmetry
encoded in the fact that ug_, = u, and vg_, = v, for all a, namely they are invariant under
the charge conjugation operation Z; <> Z;r-, X < X}. For Q = 3, the Z3 symmetry and charge
conjugation together generate a S3 symmetry group. For @ > 4 the Zg (4 charge conjugation)
and Sg symmetries cease to be equivalent, and we will consider both types of models, invariant
under the S and Zg symmetry respectively.

Remarks. For generic choices of the parameters u, and v,, the resulting quantum circuits are
not integrable (or exactly solvable). As we shall explain in the latter sections, certain choices of
the parameters u, and v, will lead to the integrable quantum circuits that commute with transfer
matrices. One notable example is when u, = vy, for arbitrary a,b € Zg, which has been conjectured
in [44]. We shall prove the conjecture in Sec. IV and provide a different example in Sec. V. Another
crucial remark is about the unitarity of the Floquet evolution operator Ur (or subsequently the
operators Uy and Uy). In fact, arbitrary choices of the parameters u, and v, will not lead to a
unitary time evolution. An exception occurs with the Potts circuits explained in Sec. IV, cf. (53).

III. TWO-PARAMETER TRANSFER MATRICES FROM THE STAR-TRIANGLE
RELATION

A. The Star-triangle relation
The star-triangle relation (STR) [12, 42, 43] is a powerful tool to solve 2-dimensional statistical

mechanical models exactly. Several renowned statistical mechanical models can be solved by the
STR, such as classical Ising model, classical (chiral) Potts models on a square lattice, etc...



FIG. 2. Graphical illustration of the star-triangle relation (7).

Generically, the star-triangle relation is defined for a statistical model of “heights”, or “spins”
taking values in some set S C Z. For the moment we do not need to specify further the nature
of &, but turning to explicit solutions of the star-triangle relation in Sections IV and V, it will
taken to be {1,...Q}, with Q) some positive integer (in other terms the heights are defined modulo
Q). The heights sit at the vertices of a two-dimensional lattice and the weight of a given height
configuration is the product over all edges of a function K (;1, j) of the adjacent heights i, j , where
0 € C is an additional parameter called spectral parameter. The star-triangle relation then reads
[12]

> K(b154,m)K (633 , m)K (03; k, m)
meS
= (0,02, 05) K (r — 233, KK ( — 3k, )K (03,5, "
0+ 02+ 603 =m,
where f(61,02,03) is some normalization function which does not depend on the heights i, j, k. A
pictorial illustration of (7) is given in Fig. 2.

In the following we will assume that the function K(6;1,j) satisfies the following additional
properties:

K(0:i,5) = K(0;i—j) = K(6;5 — 1), (8)

While there exist solutions of the star-triangle relation which do not verify Eq. (8) the latter is
verified in many cases of physical relevance, and will be in particular for the solutions of considered
in this work. Furthermore, all solutions of the star-triangle relation considered in this work allow
for two special values of the spectral parameter, § = 0,7, for which the function K (0, «, 3) takes
a particularly simple form :

K(O;iuj):éi,j? K(”T;Z‘7j):"’$a Vi,jGS, (9)

where the parameter k entering the second equation is independent of the indices «, 3.

B. Two-parameter transfer matrices

From the star-triangle relation (7), we can construct a set of mutually commuting transfer
matrices, which can conveniently be recast as the row-to-row transfer matrices of a vertex model.
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FIG. 3. Pictorial illustration of the R matrix of Eq. (10).

FIG. 4. A diagrammatic description of the Yang—Baxter relation in (11). The spectral parameters are
E=m—A+tp—¢,and (=7 — 1+ A2 + ¢

To achieve this, we follow the route of [56]. We start by grouping the interactions along the edges
surrounding a given “plaquette” into the following R matrix (see Figure 3)

Rop(\ 11, 6) = > K\, k)K(m = A= ¢k, 5) K (s 4, ) K (7 — p+ 63 1L EY @ By, (10)
i,k lES

where the Kronecker matrices EZ] , E];’l act in vector spaces a and b whose basis states are indexed
by the states in S.

As detailed in App. A1, it can be shown using the star-triangle relation that the R matrix
obeys the Yang—Baxter equation

Rap (M2, 12, @) Rac (M, p15 @) Rie(A2, 12, @) = Rie(A2, p2, ) Rac(A1, 1, @) Rap( M2, 12, @), (11)

where
M2 =A1—Xo, 1o =p—p2, ¢ =+ — . (12)

The pictorial interpretation of the Yang—-Baxter equation in terms of plaquettes is given in Fig. 4.



Using the R matrix, we can group the weights of all plaquettes along a horizontal row of the
rotated square lattice into the following matrix product operator called transfer matrix

L

T()\,[L,QS,{Cj}):TTa HRaj()‘_Cleu_Cj’(p) 5 (13)

=1

where the trace Tr, follows from the choice of periodic boundary conditions in the horizontal
direction, and where {(;} are arbitrary spectral parameters, which can generically taken to be
inhomogeneous. In the literature, people usually consider the case with ¢ = 0 and inhomogeneities
¢; = 0, which has been used as the transfer matrix for quantum Potts chain or clock Hamiltonians
[56]. In contrast, in the present case, we will need the parameter ¢ # 0 to establish a connection
with integrable quantum circuits. The transfer matrix is depicted pictorially in Fig. 5, where our
convention is that it transfer the heights of the top row to the bottom row.

From the Yang-Baxter equation (11), it can be shown that the transfer matrices with the same
¢ and inhomogeneities {(;} but different horizontal spectral parameters A, 4 commute :

[T(A1, g1, 6, {G 1), T(A2, p2, 0, {1 =0, A1, A, pua, 2 € C. (14)

Therefore, we will often call these “two-parameter transfer matrices”, meaning that for a given
model ¢ and {&;} are fixed while X and p are allowed to vary. In the remaining part of the article,
we will focus on the homogeneous case where all the ¢; — 0, and will therefore omit the latter
from our notations.

From the star-triangle relation (7), the two-parameter transfer matrix satisfies a “self-duality”
relation, i.e.

T(A p,0) = T(p—$, A+ ¢, 9). (15)

A diagrammatic derivation of the self-dual relation is demonstrated in Fig. 8 in App. A 2.
In addition, considering the product of two transfer matrices, and applying the star-triangle
relation (7), we have

T(A1, p1, )T (g, 2, @) = T2 — ¢, 1, ) T(A1, A2 + ¢, 6). (16)

The proof is analogous to the “self-dual” property and the diagrammatic demonstration is shown
in Fig. 9 in App. A 3.

Combining with the “self-duality” of the transfer matrix (15), we show the factorisation of the
two-parameter transfer matrix,

T(A1, p1, ) T( N2, pi2, #) = T2 — ¢, p1, @) T(A1, A2 + ¢, ¢)
= T(u1 — ¢, p2,0)T (A2, \1 + b, 9) (17)
= T()‘17/J'27¢)T()\27M17¢)'

Therefore, we define two operators Q(\) and P(u), such that
Q(\) =T(X,0,¢), P(u) =T(0,1,8)T (0,0, 9). (18)

We have assumed that T(0,0) is invertible, which is the case for the examples below. The two
operators commute, i.e.

[QN), Q(w)] = [P(A), P(w)] = [Q(A), P(w)] =0, VA,ueC. (19)



In this way, the two-parameter transfer matrix is factorised into two parts,

T(A 1, 0) = QAP (1), (20)

by using the factorisation property (17).
In the meantime, the self-duality implies

T 1, ¢) = Q. — ¢)P(A + ). (21)

We notice the resemblance to the two-parameter transfer matrix of the 6-vertex model at root of
unity, which can be used to construct Baxter’s Q operator [57].

C. Derivation of local commuting charges

When the function K (6;1, ) satisfies

K(0;4,5) = dij, (22)
K(m— ¢34, j)K(m + ¢34, ) = f(¢), Vi,j€S,
as in the case of all examples considered below in Sections IV and V, we have
R.4(0,0,0) = f(¢)Pap, (23)
where the operator P, is the permutation operator such that P, ,0,P,;, = Oy,
In this case, the two-parameter transfer matrix becomes
L 1
T(0,0,¢) =Tro [ [[Pay | = J] Pijr1 =G, (24)
j=1 j=L—1
where the operator G = Hf;ll P, j+1 is the one site translation operator.
In this scenario,
Q) =G, P(0)=1. (25)

and a family of mutually commuting local conserved charges can be constructed by taking the
logarithmic derivatives of the transfer matrix around the point A =0, u =0,

Im,n = 82132 1OgT(>‘7 Ky m,n € Zxo. (26)

¢) ’A:O,M:O ’
Due to the factorised form of the two-parameter transfer matrix (20), we have

In,n=0 m#0,n#0. (27)
There are therefore two sets of independent conserved quantities (when ¢ # 0), namely

Im,Oa IO,TL) m,n € Z>0' (28)

Note that when ¢ =0, L, 0 = Iom.-



W(A, ¢)

T(}" K, ¢) -
V(u, ¢)

FIG. 5. The two-parameter transfer matrix T'(\, p, ¢), transfering the heights of the top row (a1, az,...) to
the bottom row (cy,ca,...).

D. Circuit geometry

In order to recover a circuit-like geometry, we introduce another way of decomposing the two-
parameter transfer matrix,

T\, ;) = V(p, 9)W (A, ¢) , (29)

where the matrices V (i, ¢) and W (A, ¢) encode the weights of the two lower (resp. upper) edges
of each plaquette, as illustrated in Fig. 5. More precisely, they have the following matrix elements

Voo e (s #) = K (i c1,b2) K(m — o+ ¢y c2,b) ... K(pyen, bi) K(m — p+ die1,01),  (30)
Wotbe bl (X ¢) = K (7 — X — ¢;ba, a1) K (A ba, a2) ... K(m — A — ¢y by, a) K(N;br,ar). (31)

This decomposition is different from the factorisation (17), in particular

[W(Alu¢)7W(A27¢)] 7£ 0, [V(Ala¢)aV(A2a¢)] 75 0, (32)

for generic A1, Ay. We can therefore rewrite

V(¢7 ¢) = G_lUl((b)? W(07 ¢) = U2(¢)7 (33)

where Uj(¢) and Uy(¢) are products of single-site operators and double-site operators, respectively.
Let us now specify the spectral parameters to A\, u = 0, ¢. In this case, using the special values
(9) of the function K(...,a,b), we find :

Ve (6 6) = kK ($rerby) . K (e, bi). (34)
WZIIZZQQ’;:ZLL (O, ¢) = 5b1,a1 . 5bL,aLK(7T — ¢; az, al) - K(ﬂ' — (25; ai, (J,L) . (35)

We can therefore rewrite :

V(g ¢) =G 'U1(¢), W(0,9) = Us(¢), (36)

where G~! is the inverse translation operator introduced in the previous section, and Uj(¢) and
Usz(¢) are products of single-site operators and double-site operators, respectively. The transfer
matrix can therefore be expressed as the generator of a discrete quantum circuit dynamics,

T(0,¢,¢) = G~'U1(¢)Us(9), (37)
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FIG. 6. Relation between the two-parameter transfer matrix and the integrable quantum circuit.

with
(G Ui(¢)] =[G, Ua(9)] =0, (38)

as shown in Fig. 6.
Defining the discrete time evolution operator

Ur(¢) = Ui(¢)U2(¢) = GT(0,¢,9), (39)

and using the fact that [G, T(\, i, ¢)] = 0 for all A, u, we therefore see that Up(¢) commutes with
the two-parameter family of transfer matrices,

[Ur(¢), T(A, 1, 8)] =0, A, p € C, (40)

and therefore with the charges I,,0 and Iy, constructed in the previous section. In this sense,
it defines an integrable discrete dynamics. In the following two sections we will demonstrate this
construction using known families of solutions of the star-triangle relation, associated respectively
with the Q-state Potts model and the Fateev-Zamolodchikov Zg model.

Remark. Alternatively, if we set the inhomogeneities {(;} to be staggered

Cm-1=1C, GCm==0C, VmeEZy, (41)

we can construct a different integrable quantum circuits with brick-wall structure, cf. Fig. 3 of
[28], via the “Floquet Baxterisation” [28]. The procedure is described in details in Sec. 4 of [28].

IV. EXAMPLE: Q-STATE POTTS CIRCUITS

We now move on to @-states model, with ) some positive integer. Namely, we now specify the
generic exposition of Section III to statistical models where the set of allowed heights at each site
is S = {1,...Q}, and will derive from there quantum circuits of the form discussed in Section II.
In this Section we focus on one of the most renowned examples, that of the ()-state Potts model
[12]. To begin with, we define the parameter 7 as

V/Q = 2coshn. (42)
For instance, for Q = 2, n = if, and Q =3, n = %T. For Q = 4, n = 0, in which case the the

star-triangle relation becomes rational instead of trigonometric (cf. (46)), while for @ > 5, n € R.
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A. Star-Triangle relation and two-parameter R matrix

The specificity of the Potts model is that it is invariant under the permutation group Sg of
internal indices, and a corresponding solution of the star-triangle equation has been found under
the form [12, 43]

Kpous (0; a,b) = m sin (Zf) + = (17] 77 (”(”i; 9)> Sap. (43)

To be specific, we write down the explicit expressions of the solution (43) with @ = 2, 3,4,

Kpotts(0; a,b) = sin <Z> +V/2sin (T) 6a,b7 Q=2 (44)
2 0 . T—0
Kpotis(0; a,b) = 73 sin <6> + 2sin <6> dap, Q=3; (45)
Kroe(:ab) =~ + (1= 5,0, Q=14 (46)
Potts\V, &, = o p a,bs - =

Using the star-triangle relation, we construct the two-parameter R matrix in the manner of (10),
satisfying the Yang-Baxter relation (11). The two-parameter transfer matrix can be constructed
using (13). The solution (43) satisfies properties of the form (22), where

£(6) = Q(44—Q) sin (77(7;@) sin <n(7§:¢)> for Q # 4 (47)
T=dtd) — for Q =4

Therefore, the R matrix (10) satisfies
Rap(0,0,9) = f(¢)Pap. (48)

When @ = 3, the normalisation factor becomes

2cos(¢/3) — 1

Ra,b(0707¢) = 3

Pa,b7 (49)

which we will focus on later.
Remark. When parameter ¢ = 0, the two-parameter transfer matrix becomes the transfer
matrix of the 3-state Potts model [12, 58, 59].

B. Quantum circuit

As anticipated in Section 11, a convenient way to express the circuit operators obtained from the
two-parameter transfer matrices is to introduce the Potts operators acting on the physical Hilbert

space ((CQ) ®L,

Q-1
X,, = 1®(m—1) ® E?n’l + Z E%j+1 ® ]]_®(L7m)7
j=1

Q
/- ]l®(m71) ® ijflEz;Lj ® 1®(Lfm)7
j=1
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2im

where the @-th root of unity w = exp < 0 ) Those can be easily checked to satisfy the algebra

(5).
Another sets of useful operators are the Potts representation of the affine Temperley—Lieb
algebra [12, 49, 60],

@

Z (24,Zm1)" (51)

=0

QP—‘

1=
em-1=—= Y X%, e
\/Q a=0

which satisfy the following relations,

)

= V/Qem, ememniien =e€m, eme,=enen, |m—n|>2, (52)

with periodic boundary condition esr 11 = e;. Furthermore, these are manifestly hermitian, e;rn =
en.

Following the circuit construction of Section III, it can be checked that in the present case the
operators Uj(¢), Ua(¢) take the form

Ur(¢) = Ui(¢)Us2(9),

exp(—ivQT) — 1e2 1
V@ "

_ exp(—iv/Q1) +Q — 1 eXp —1\F7' 19 Z xa

L
Ui(¢) = H exp (—itegm—1) = 1 +
m=1

¥ (53)
L .
Uy () = nnl exp (—irea,) =1+ exp(—l\\//(?ﬂ - 192m

. Q-1
_ exp(—l\/Qc;') +Q -1 N exp( —1f7' 1 Z (ZT Zm+1) ’

a=1

where the spectral parameter ¢ is related to the “period” 7 by

exp( l\/>7_ =t fsmITIFh n(b/ﬂ))/ﬂ) . oY

Note in particular that the Floquet evolution operator Up(¢) is of the same form as given in eq.

t is uniquely defined by the value o modulo arbitrary shifts by , or by the value of 7
6). I ly defined by the value of ¢ modulo arbi hbe’“bhlf

modulo arbitrary shifts by sq%f;Q Furthermore, because of the hermltlclty of the generators e,

the dynamics is unitary whenever 7 € R,

Ur(¢)UL(¢) =1, T€R, (55)

or equivalently the parameter ¢ must satisfy the following identity

sinh(ne /) B
bt \/ésinh (n(r — ¢)/7) =L (56)

The values of ¢ solving (56) are generally complex. However, for Q = 2 or Q = 3, some real
solutions of are of particular interest as they connect to known models.
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For () = 2, nontrivial real solutions to (56) are found as ¢ = £27, corresponding to 7 = Z=. In

V2

this case, the evolution operator Up(¢) commutes with the Hamiltonian
2L
H=3 e, (57)
j=1

which coincides with the Hamiltonian of the spin-1/2 XX model up to unitary transformation.
Similarly, for @ = 3 nontrivial real solutions of (56) are found as ¢ = +3m, corresponding to
T = % At this value of 7, the circuit dynamics can be related to the Zamolodchikov—Fateev

19-vertex model [50], as will be discussed in Sec. IV D.

C. Local conserved charges

We follow the way of Section III to construct two sets of local charges commuting with the
circuit dynamics, I, o and Ip,, m,n € Zso. Using the normalisation of the R matrix (48), we can
express the first two charges as

L

L
1 1
Lio=——= > WRin(N0, 0P 1, Ton = > R0, 1, 0)Pjjp.  (58)
7(0) 2 7(0) 2
We find (see Appendix C for details)
2
Lig+Ip1+c = a(Q1 + 1), (59)
and
2
Lio—1Tp1 = é(Ql + ¢2), (60)

where ¢y, co are constant and

i sin? (YT e et (@)

2L
Qi = e+ i sin(y/@r)(~1) [, e501] - —= sin
1 ]gl J 2\/@ 75 Cj+1 \/@

and

2L isin T —1)7 sin® T
Q= 2_2(\\?52) [ej,€j41] + = \/C%\/Q 2 {ej,ej1} - (62)

=1

In [44], a set of conserved charges Q1, Q2, Q3 commuting with the dynamics (53) was constructed
in terms of the generators e;, by explicitly computing the commutation with the evolution operator
Upr. Explicit expressions were given for Q; and Qo, while the expression of Qg is more involved. It
is easy to check that our charge Q; given by (61) coincides with the one given in [44]. Furthermore,
we check that the charge (Iz g — Ip2) coincides with the charge Q2 of [44], up to a proportionality
factor and constant. We believe that, similarly, we could recover the charge Qg of [44]. Therefore,
our construction recovers and extends the family of charges Q,, proposed in [44], together with an
additional family Q/,, given by the linear combination of the charges I, o and Iy p,.
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D. 3-state Potts case and 19-vertex model

We now come back to the connection mentioned at the end of Section IV B, between the 3-
state Potts circuit with ¢ = 37 and the Zamolodchikov-Fateev 19-vertex model at root of unity
g = exp (%) [50, 61].

The Zamolodchikov—Fateev 19-vertex model [50, 62] can be obtained via transfer matrix fusion
of the 6-vertex model [63]. One of the conserved quantities (obtained via the logarithmic derivative
of the transfer matrix) is a spin-1 Hamiltonian, which can be considered as the integrable spin-1
generalisation of the spin-1/2 XXZ model. As in the spin-1/2 case the model is defined in terms of
a complex parameter ¢ relating to the underlying quantum group U,(slz). At the “root of unity”
points ¢V = +1 it is conjectured to have a hidden Onsager algebra symmetry [57, 64], which can
be shown explicitly for g = exp (%T) [61, 64].

Interestingly, the conserved quantities obtained from two-parameter transfer matrix (20) consist
of a subset of the generators of the Onsager algebra (up to a unitary transformation), which is not
obvious at first sight.

To begin with, let us consider the following unitary transformation carried out by the operator

Lt
U= — 11 w ?| , 63
\/3 1 w? w ( )

with the third root of unity w = exp(27i/3). The operator uﬁf’ ) transfers the 3-state Potts spin as
follows,

UK, U =zt Uz, u®" = x,.. (64)

In addition, we need another unitary operator

m

010
Ven=[100]| =V, VI=1,. (65)
001

The 19-vertex model R matrix with ¢ = exp (%) is obtained as a special case of the two-
parameter R matrix with ¢ = 37 depicted in Fig. 3 after the unitary transformation,

R\ 1) = —VaVUPUPI R4\, 1, ¢ = 37r)u(§3”u§3”vavb. (66)

a

When = A, we recover the renowned 19-vertex R matrix at root of unity ¢ = exp(in/3) [50],

ad) 0O 0 0 O 0 0 0 0
0 b(A) 0 ¢A 0 0 0 0 0
0 0 dX 0 eX 0 g 0 0
0 ¢ 0 XA 0 0 0 0 0
Rop(—N—N =] 0 0 e 0 fO) 0 e 0 0 |=RON), (67
0 0 0 0 0 bX 0 ¢XN 0
0 0 g 0 eXN 0 dAN) O O
0 0 0 0 0 ¢XN 0 bXN 0
0O 0 0 0 0 0 0 0 aQ
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where the coefficients are defined
1 2\
a(A) =u+1]u+2] = 3 (1 —|—2c053> ,

b = [ul[u+ 1] = % (1 —cos23)\+\/§sin23)\) ,

A 2 . A A A
c(N) = cos o + 7 sin 3 d(\) = [u—1][u] = 3 sing (sin3 —/3cos 3) , (68)
2 A 1 2\ 2\
e(A) = [2][u] = %sing, FA) =b(\)+[2] = 3 (4—cos3 + \/gsin3> ,
A
g = [2] = 17 u = —,
7r
with g-number defined as
qu . q—u
[u] " (69)

Another intriguing fact is that the conserved quantities of the 19-vertex model at root of unity
g = exp(in/3) can be expressed in terms of the Temperley-Lieb algebra generators [65]. To see
this, we define the 19-vertex transfer matrix

L
=Tro | []RasN) | (70)

and the first local conserved quantity (“the spin-1 ZF Hamiltonian”) becomes
F=0y1ogT(\) = —(Ti,0+Io1), (71)

due to the factorisation property of the two-parameter transfer matrix (17).

2L

Z (em - \}g{emvemﬂ-l} 2\f>

m=1

HZF = —gvu(?’) u®ty, (72)

where the unitary transformations are

L
U® = H up, v=1J Vn (73)
m=1

The ZF Hamiltonian at root of unity ¢ = exp(im/3) can therefore be transformed into a special case
of (61) with @ = 3 and 7 = 7/+/3. The Hamiltonian can be expressed in terms of spin-1 operators
as well in a compact way, as shown in App. B. More generally, the local charges Io,, + L0
generated by T (\) recover the local conserved charges of the ZF spin 1 Hamiltonian derived from
the usual spin-1 transfer matrix, while the charges Ig,, — L, 0 form a mutually commuting subset
of the Onsager symmetry generators. This connection is in fact part of a more general connection
between solutions of the star-triangle equation and higher-spin descendants of the six-vertex model,
which is currently under investigation.
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V. EXAMPLE: Zgy CIRCUITS

Besides the Q-state Potts model, which possesses the Sg symmetry, there exist solutions to
the star-triangle relation (7) with Zg symmetry [42]. The most renowned one has been originally
derived by Fateev and Zamolodchikov [52, 66, 67], and takes the form

KFZ(Q;a,b) = 1a a—b:(),

o1 gy 0y (74)
Kry(0;a,b) = H : ﬂ(n?ﬂ) 2Q0 , a—b#0.
m=0 SIH(T — @

For @ = 3, (74) coincides with (43) up to normalisation factor. As pointed earlier, this is due
to the fact that the Zs symmetry together with the charge conjugation symmetry Kpy(0;a,b) =
Krz(0;b,a) generate the symmetric group Ss, which is the symmetry of the 3-states Potts model.
In contrast, when @ > 4, (74) and (43) become different. More specifically, (74) with @ = 4 is
related to a critical Ashkin—Teller model [53-55, 68, 69]. When Q = 4,

1, a—b=0,
Krza(0;0 — b) = (ﬂ;j{i){s) la —b| = 1or3, (75)
tan(0/8 |a o b’ -9

tan(w/4—60/8)°

The critical Ashkin-Teller Hamiltonian is obtained by considering the first local conserved charge
in the limit ¢ — 0, which is shown in Appendix D.

We focus on the Z4 circuit now. Similar to the Potts case, the Z4 circuit is built on the Floquet
evolution operator such that

Ur(¢) = U1(¢)Uz2(9), (76)

which is closely related to the two-parameter transfer matrix such that

T(0, 9, ¢) = V(,¢)W(0,9),

L
V(¢,¢) = G'U1(¢) = Ui (9)G ' =G [] vim
m=1 (77)
L
W(07¢) = U2(¢) = H Wm,m+1,
m=1
where the local quantum gates are
Vi = 1+ Kpza(¢; 1) (X + XJ,) + Krza(6;2) X5, (78)
1
Wi m-+1 21(1 + 2Kpza(m — ¢; 1) + Kpza(m — ¢;2))+
1
1 (1= Keza(r — 6:2)) (2} Znsr + ZnZ), 1) (79)
1
+ 1(1 — 2KF24(7T — ¢ 1) + KFZ4(7T — ¢ 2))Z3nzzn+1'

The evolution operators Uj(¢) and Uy(¢) are of the generic form (6). However, unlike the the
Potts case (53), where there exist sets of ¢ as solutions to (54) that guarantee the quantum circuits
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to be unitary, there is no ¢ that makes the quantum circuits (77) unitary, except for the trivial
cases when ¢ = 8nm or ¢ = 47 + 8nmw after rescaling.

Even though the integrable quantum circuits obtained using the Fateev—Zamolodchikov star-
triangle relation are not unitary in general, the integrability has not been shown in previous liter-
ature up to our knowledge, which could potentially be intriguing to study the physical properties.
Similar non-unitary integrable quantum circuits have been studied in [28, 70], closely related to
the non-unitary conformal field theory. It would be interesting to see if the Zg circuits can be
understood analogously, which we will not discuss in details here.

VI. CONCLUSION

In this article we studied the integrable structure of quantum circuits in the form of Fig. 1, which
can be considered as the Floquet dynamics of a time-dependent Potts-like quantum Hamiltonian.
We used the renowned star-triangle relation to construct families of two-parameter transfer matrices
that commute with the Floquet evolution operator, underlying the integrable structure. The
quantum circuits are obtained by taking the spectral parameters of the two-parameter transfer
matrix to special values.

Compared to the known example of integrable quantum circuits of brick-wall type, whose con-
struction is based on Yang-Baxter integrable vertex models [22, 23, 26, 28], the quantum circuits
studied in this article indeed share a certain resemblance. However, even though we have shown
that the two-parameter transfer matrices can be formulated as the row-to-row transfer matrices
of certain vertex models in Sec. III, the staggering of spectral parameters leading to a circuit
geometry takes place in our construction between the internal parameters entering the definition
of each R matrix, rather than between odd and even sites of the vertex model as in the case in the
brick-wall approach [22, 23, 26, 28]. This difference is what makes our construction new, and allows
for a systematic construction of new families of integrable quantum circuits based on solutions to
the star-triangle relation.

In this work we focused on two families of ()-states quantum circuits. The first is associated
with the @Q-states Potts model, for which we proved the conjectured integrability using the star-
triangle relation of the Potts model [43], and found an additional set of conserved charges expressed
in terms of Temperley—Lieb generators. In the case of 3-state Potts, we presented a connection
between the integrable quantum circuit and the integrable 19-vertex model [50], which is part of a
larger connection currently under investigation. The second family of circuits, dubbed Zg circuits,
results from the Fateev—Zamolodchikov Zg solution of the star-triangle relation [52], and yields a
different integrable quantum circuit that for Q = 4 is closely related to the critical Ashkin-Teller
spin chain. Beyond these two examples, our construction should work for more general solutions of
the star-triangle equation [42], and we leave the study of the corresponding circuits as an interesting
perspective for future investigation.

There are still many aspects of the integrable quantum circuits in the form of Fig. 1 that need
to be investigated. One example would be studying the physical properties of quantum quenches
in the circuits. The time evolution from certain initial product states could potentially be realised
in recent experiments [71, 72] and the quantum integrability that we used can be a useful tool
[73, 74]. Moreover, the field theory limit of the quantum circuits is also interesting, since the
brick-wall quantum circuits are initially studied as the lattice regularisation of the field theories
[23, 25]. The generalisation of the brick-wall quantum circuits has been proposed in [28], while it
is not clear how it can be extended to the quantum circuits considered in this article, cf. Fig. 1.
All these questions remain to be studied and answered, which we intend to do in future works.
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Appendix A: Diagrammatic derivations of some formulae

1. Diagrammatic derivation of the Yang—Baxter relation

The Yang-Baxter relation of the R matrix (10) is proven directly from the star-triangle relation
(7). By first applying the star-triangle relation in the white triangle in between of the coloured
rectangular, the detailed derivation is summarised in Fig. 7.

@g

FIG. 7. The proof of the Yang-Baxter relation (11) by recursively applying the star-triangle relation (7).

2. Diagrammatic derivation of the self-dual relation

PG X

FIG. 8. The proof of the “self-dual” property of the two-parameter transfer matrix (15).
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3. Diagrammatic derivation of Eq. (16)

I3

FIG. 9. The proof of (16) in terms of diagrams.

Appendix B: Explicit form of spin-1 ZF Hamiltonian at root of unity

We follow the example of [61] and use the spin-1 sly operators

010 000
St=loo01| , S,=[100 (B1)
000 010
m m

to rewrite the spin-1 ZF Hamiltonian at root of unity ¢ = exp(in/3), i.e.

L 2
- PP N R e O e L R |

where Z,, are the 3-state Potts operator in (50) and w = exp(2in/3) is the third root of unity.
Appendix C: Local density of charges in Q)-state Potts circuits

By directly calculating the local charge densities and expressing them in terms of the affine TL
generators, the local charge densities (58) become

, . o s
mékRj,jH(/\, 0,0)Pjj41 = 0 [ezg‘—l +eg5 + ISI;(\/\%QT) 251, €2;] .
R D T I
\/@ J—1y*2) \/@ )
and
1 1 2i si
mauRjJH(Q 1, @) P41 = 0 [923' + €1 + ISI;(\/\%QT) 25, €2511]
25in’(/Qr/2) 2 4 Ve

(C2)
0 {ez), €541} — Vo) ] ;

where we have used the relation between ¢ and 7 (54).
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By summing up the local density, and telescoping the sum, we arrive at
2 [ /& Sisin(vQr)
Lig+TIp1= 0 [(;ej +(=1) BN e, ej41]
(C3)
B sin2(\/\/§T/2) {ej,ej+1}> 2= (:(2;272\/@7)1/]7

and

2L

Lio—To1 = ; [(; —is'ig(\//gﬂ lej, €j41]
‘ (C4)
L G sin®(v/Qr/2)

N
V@ 7 e
The two constants in (59) and (60) thus are

Cl:_ML, C2:ML (C5)

V@ V@

Appendix D: Explicit form of critical Ashkin-Teller model

In the limit ¢ — 0, the two sets of local charges from the two-parameter transfer matrix coincide
due to the self-duality (15),

p=0 = I,0=1Ipm. (D1)

In order to compare with the Ashkin-Teller Hamiltonian in the literature [54, 69], we introduce
the unitary transformation

11 1 1
jf1r i -1 -
4) — =
Un 211 -1 1 -1 ’
1—-i-1i) (D2)
L
U — H U
m=1

Therefore, the critical Ashkin-Teller Hamiltonian becomes

1

T

1
HAT =4/2UW1, ou™ [Zm +Zf + —QZ?n

"

” V2 (D3)
1
7

where Z,, and X, are 4-state Potts operators in (50).

The Ashkin-Teller Hamiltonian obtained here (D3) belongs to only one point of the self-dual
critical line of the phase diagram [69]. In addition, the Hamiltonian might appear in different
guises in the literature. For instance, it is also possible to express the Hamiltonian (D3) as a

+ X0, X1+ XXy + X0 X0 — 2+

1
75|
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spin-1/2 ladder [75, 76]. A non-Hermitian version of the Ashkin-Teller model has been shown to
be equivalent to the dissipative quantum Ising chain [77].
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