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ABSTRACT
The development and adoption of personal data management sys-
tems (PDMS) has been fueled by legal and technical means such
as smart disclosure, data portability and data altruism. By using a
PDMS, individuals can effortlessly gather and share data, generated
directly by their devices or as a result of their interactions with com-
panies or institutions. In this context, federated learning appears
to be a very promising technology, but it requires secure, reliable,
and scalable aggregation protocols to preserve user privacy and
account for potential PDMS dropouts. Despite recent significant
progress in secure aggregation for federated learning, we still lack
a solution suitable for the fully decentralized PDMS context. This
paper proposes a family of fully decentralized protocols that are
scalable and reliable with respect to dropouts. We focus in particu-
lar on the reliability property which is key in a peer-to-peer system
wherein aggregators are system nodes and are subject to dropouts
in the same way as contributor nodes. We show that in a decen-
tralized setting, reliability raises a tension between the potential
completeness of the result and the aggregation cost. We then pro-
pose a set of strategies that deal with dropouts and offer different
trade-offs between completeness and cost. We extensively evaluate
the proposed protocols and show that they cover the design space
allowing to favor completeness or cost in all settings.

CCS CONCEPTS
• Computer systems organization → Peer-to-peer architec-
tures.

KEYWORDS
Secure aggregation, peer-to-peer, reliability, federated learning.

1 INTRODUCTION
New privacy-protection regulations (e.g., GDPR) and smart disclo-
sure initiatives in the last decade have boosted the development and
adoption of Personal Data Management Systems (PDMSs) [1]. A
PDMS (e.g., Cozy Cloud [8], Nextcloud, Solid) is a data platform that
allows users to easily collect, store, and manage into a single place
data directly generated by the user’s devices (e.g., quantified-self
data, smart home data, photos) and data resulting from the user’s
interactions (e.g., social interaction data, health, bank, telecom).
Users can then leverage the power of their PDMS to benefit from
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their personal data for their own good and for the benefit of the
community [6].

As a result, the PDMS paradigm leads to a shift in the personal
data ecosystem since data becomes massively distributed, on the
user side. It also holds the promise of unlocking innovative usages.
An individual can now cross her data from different data silos, e.g.,
health records and physical activity data. In addition, individuals
can leverage their PDMSs by forming large communities of users
sharing their data. This allows, for example, to compute statistics
for epidemiological studies or to train a Machine Learning (ML)
model for recommendation systems. In this context, it is natural
to rely on a fully decentralized PDMS architecture (as opposed
to central servers that raise several important issues such as cost,
availability and scalability with the number of users), but this also
poses new challenges.

Aggregation primitives are essential to compute basic statistics
on user data and are also a fundamental building block for ML
algorithms. In particular, Secure Aggregation (SA) is a central com-
ponent of Federated Learning (FL), introduced in [12], as evidenced
by the large body of recent work in this area [11]. However, to
enable such new usages in the PDMS context, we need new so-
lutions adapted to its specificity. First, PDMS users rely on large
peer-to-peer systems for data sharing and computations [1, 5] thus
requiring fully decentralized and scalable aggregation protocols,
discarding data centralization on servers. Also, these protocols need
to protect user privacy and adapt to varying selectivity (i.e., the
consent of relevant participants). Ideally, the proposed protocol
should provide an accurate result that takes advantage of the high-
quality data available in PDMSs. Efficiency (i.e., protocol latency
and total load of the system) is of prime importance given the po-
tentially limited communication speed or computation power of
PDMSs. Finally, given the scale of such decentralized aggregation,
protocols must also be robust to node dropouts. To summarize, our
goal is to design protocols that fulfill the following properties: fully
decentralized and highly scalable, with the number of partici-
pants; privacy-preserving, i.e., protecting the confidentiality of
the contributed user data; accurate, i.e., no trade-off between accu-
racy and privacy (e.g., like in the data anonymization or differential
privacy approaches); adaptable, i.e., adapting to a large spectrum
of computation selectivity values (reflecting the subset of contribu-
tor nodes) and system configurations (network and cryptographic
latency); and reliable, i.e., handling node dropouts (e.g., failures,
voluntary disconnections or unexpected communication delays).

Ensuring these properties altogether is challenging and to the
best of our knowledge, the existing distributed Secure Aggrega-
tion (SA) protocols fail to achieve this objective. On one hand,
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approaches such as local differential privacy are based on adding
noise to protect privacy. This affects accuracy [3] or reliability to
dropouts [15] and requires a very large number of participants to
reduce the impact of noise which contradicts an adaptive node
selectivity (see Section ??). On the other hand, despite leveraging
different cryptographic schemes in SA for FL [11] (e.g., encryption-
based [2, 9] or secret sharing-based [4, 7, 10]), existing solutions
employ a similar hybrid architecture wherein one or several highly
available and powerful servers aggregate the data supplied by many
user devices. Although some solutions consider the case of node
dropouts, this applies to client devices and never to aggregation
servers [4, 7]. In a Peer-to-Peer (P2P) PDMS system, all computa-
tions are performed by internal PDMS nodes (i.e., user devices).
Hence, the data aggregators and data contributor nodes have the
same constraints, i.e., limited computing power and availability.
Such nodes cannot be expected to carry out heavy cryptographic
operations [4] and can drop out during the computation. Fortu-
nately, the P2P approach allows involving many nodes to perform
a computation thus reducing the load on individual aggregators.

A first effort towards SA adapted to P2P systems was made
in [13], where we designed a protocol that fulfill the above proper-
ties in an ideal setting, i.e., without considering the reliability issue.
This work brings two major novelties. First, we focus on the reliabil-
ity property, which is difficult to guarantee in a fully-decentralized
setting and deserves a detailed study. Second, although our proto-
cols apply to SA in general, we chose to study the more general
case of FL, given its particular interest in the PDMS paradigm. The
study of FL is also more challenging due to the potentially large
size of the model, which increases the scalability problem. In our
experiments, we consider model sizes from very small to very large,
thus covering a wide range of use cases (including classical SA).

Our contributions are as follows. We analyze the impact of
dropouts, be it contributor or aggregator nodes, on the other prop-
erties of an SA protocol designed for a P2P PDMS system. Node
dropouts have a direct impact on accuracy (i.e., a single failure can
make the final computation result useless) and on efficiency (i.e.,
it can introduce large latency). From this analysis, we derive the
precise requirements of a reliable protocol and show that in a fully-
decentralized context, reliability also introduces a tension between
result completeness (i.e., the percentage of initial contribution in
the final result, despite dropouts) and computation cost. We intro-
duce the necessary building blocks to deal with these requirements.
Then, we propose a variety of execution strategies offering different
trade-offs between completeness and cost and allowing to cover a
wide spectrum of dropout rates, contributor selectivity or trained
model sizes. Our extensive experimental evaluation shows that the
proposed strategies cover well the design space allowing to favor
completeness or cost in all settings.

The full version of the paper [14] is structured as follows. We
first discuss the related work w.r.t. the required properties. We then
introduce the considered architecture and threat model. The next
section reminds the main design principles proposed in [13] and
then introduces, as a starting point, a straw-man SA protocol which
efficiently computes the required aggregation assuming an ideal
world (i.e., there are no node dropouts). This allows to highlight the
challenges induced by reliability issues. We then present the neces-
sary building blocks to addresses the reliability related challenges,

before proposing four SA strategies that leverage those building
blocks and allow for different trade-off between result completeness
and aggregation cost. Finally, we extensively evaluate the proposed
strategies and conclude.
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