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container for all of our experience and has close connections 
to most cognitive processes. Motion perception (Ayhan & 
Ozbagci, 2020; Brown, 1995; Li et al., 2021; Yamamoto 
& Miura, 2016), motor control (Gavazzi et al., 2013; Wie-
ner, Zhou, Bader, & Joiner, 2019), language (Gordon et al., 

Introduction

The ubiquitous presence of time in diverse aspects of an 
organism’s life is a clear sign of the intertwined relationship 
between time and everyday action and perception. Time is a 
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Abstract
Time is an omnipresent aspect of almost everything we experience internally or in the external world. The experience of 
WLPH�RFFXUV�WKURXJK�VXFK�DQ�H[WHQVLYH�VHW�RI�FRQWH[WXDO�IDFWRUV�WKDW��DIWHU�GHFDGHV�RI�UHVHDUFK��D�XQL¿HG�XQGHUVWDQGLQJ�RI�
its neural substrates is still elusive. In this study, following the recent best-practice guidelines, we conducted a coordinate-
based meta-analysis of 95 carefully-selected neuroimaging papers of duration processing. We categorized the included 
papers into 14 classes of temporal features according to six categorical dimensions. Then, using the activation likelihood 
estimation (ALE) technique we investigated the convergent activation patterns of each class with a cluster-level family-
wise error correction at p < 0.05. The regions most consistently activated across the various timing contexts were the pre-
SMA and bilateral insula, consistent with an embodied theory of timing in which abstract representations of duration are 
URRWHG�LQ�VHQVRULPRWRU�DQG�LQWHURFHSWLYH�H[SHULHQFH��UHVSHFWLYHO\��0RUHRYHU��FODVV�VSHFL¿F�SDWWHUQV�RI�DFWLYDWLRQ�FRXOG�EH�
roughly divided according to whether participants were timing auditory sequential stimuli, which selectively activated the 
dorsal striatum and SMA-proper, or visual single interval stimuli, which selectively activated the right middle frontal and 
inferior parietal cortices. We conclude that temporal cognition is so entangled with our everyday experience that timing 
stereotypically common combinations of stimulus characteristics reactivates the sensorimotor systems with which they 
ZHUH�¿UVW�H[SHULHQFHG�
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2015; Goswami, 2019; Kotz & Schwartze, 2010; Schirmer, 
2004), memory (Cumming et al., 2015; Matthews & Meck, 
2016; Polti, Martin, & van Wassenhove, 2018), causal infer-
ence (Woods et al., 2014), decision-making (Wittmann & 
Paulus, 2008), and even self-awareness (Droit-Volet & 
Dambrun, 2019; Wittmann, Jokic, & Pfeifer, 2019), all have 
multimodal interactions with our sense of time. Moreover, 
time mediates these cognitive processes on a wide range 
of timescales and sensory modalities. There is abundant 
evidence for partial dissociation of timing mechanisms as 
a function of context (for a review, please see Buhusi & 
Meck, 2005; Paton & Buonomano, 2018). Therefore, the 
LQÀXHQFH�RI� VXFK� D� GLYHUVH� DUUD\�RI� FRQWH[WXDO� IDFWRUV� RQ�
GXUDWLRQ�SURFHVVLQJ�LPSHGHV�D�XQL¿HG�XQGHUVWDQGLQJ�RI�WKLV�
multifaceted phenomenon.

Despite extensive neuroimaging investigations into the 
neural correlates of temporal processing, major inconsisten-
cies remain to be addressed. Several integrational studies 
have tried to eliminate the neuroanatomical inconsistencies 
UHVXOWLQJ�IURP�VSXULRXV�¿QGLQJV�RI�LQGLYLGXDO�H[SHULPHQWV�
that employed disparate experimental designs, various ana-
O\WLFDO� SURFHGXUHV�� DQG� VPDOO� VDPSOH� VL]HV�� 6SHFL¿FDOO\��
WKHVH� VWXGLHV� DGRSWHG� D� FRQFHSWXDO� DSSURDFK� E\� GH¿QLQJ�
pivotal temporal categories that might disentangle the vari-
ability arising from diverse experimental paradigms and 
task parameters. In this regard, the categorical divisions of 
sub- vs. supra-second durations, perceptual vs. motor tasks, 
discrete vs. continuous (or sequential) stimulus presentation, 
internally-based vs. externally-cued timing, and implicit vs. 
explicit measures have been qualitatively and quantitatively 
GHPRQVWUDWHG� WR� EH� EHQH¿FLDO� LQ� UHGXFLQJ� WKH� H[WHQVLYH�
variance observed across the literature (Coull & Nobre, 
2008; Lewis & Miall, 2003b; Nani et al., 2019; Schwartze, 
Rothermich, & Kotz, 2012; Teghil et al., 2019; M. Wiener, P. 
Turkeltaub, & H. B. Coslett, 2010a; M. Wiener, P. E. Turkel-
taub, & H. B. Coslett, 2010b). Each integrational study has 
shed light on a part of the problem from one or two angles, 
but, given its ubiquity, timing should be treated as a multi-
dimensional process that depends on a more complex set 
of factors. As a result, despite providing valuable insights 
LQWR�WKH�GL൵HUHQWLDO�LQYROYHPHQW�RI�FHUWDLQ�VWUXFWXUHV�LQ�GLV-
tinct components or “classes” of a proposed category, no 
previous study has been able to unambiguously identify a 
XQL¿HG� WLPLQJ�V\VWHP��)RU� LQVWDQFH��SUHYLRXV� UHYLHZV�DQG�
meta-analyses (Ivry, 1996; Nani et al., 2019; Schwartze et 
al., 2012; Wiener et al., 2010a) have consistently related the 
cerebellum to the processing of sub-second durations. How-
ever, there is evidence that the cerebellum is also involved 
in certain timing tasks in the supra-second range (Beudel et 
al., 2008; Kawashima et al., 2000; Ohmae, Kunimatsu, & 
Tanaka, 2017; Petter, Lusk, Hesslow, & Meck, 2016), which 
cannot be accounted for by categorizations based on only 

one or two dimensions. Accordingly, we propose a multi-
IDFWRU�FODVVL¿FDWLRQ�V\VWHP��LQFRUSRUDWLQJ�DQ�H[WHQVLYH�VHW�
of categorical dimensions, which provides a deeper func-
tional understanding of the brain regions. Furthermore, the 
resulting mesh of complementary factors facilitates subse-
quent inference about the role of each brain area in timing.

The current analysis aims to address the above limitation 
E\�LQYHVWLJDWLQJ�UREXVW�¿QGLQJV�DFURVV�WKH�WLPLQJ�OLWHUDWXUH�
as a function of six separate dimensions. This multi-dimen-
sional investigation provides greater insight into the main 
taxonomies of time that have been proposed and, subse-
TXHQWO\�� LGHQWL¿HV� WKH� WHPSRUDO� FRQWH[WV� PRVW� SUREDEO\�
DFWLYDWLQJ� HDFK� EUDLQ� UHJLRQ�� 6SHFL¿FDOO\�� RXU� FDWHJRULFDO�
dimensions comprise factors related to the stimuli: stimu-
lus duration, stimulus modality, and stimulus contiguity; as 
well as factors related to the task: sensorimotor processing, 
task goal, and stringency of the control task. Based on these 
six dimensions, we coded studies in the available literature 
into a total of 16 groups, including short, medium, and long 
durations; auditory, visual, and tactile sensory modalities; 
trajectory, single-interval, and sequence stimuli; perceptual 
DQG�PRWRU� WDVNV�� TXDQWL¿FDWLRQ� DQG� SUHGLFWLRQ� WDVN� JRDOV��
and task, cognitive-load, and stringently controlled ones. 
Unfortunately, the number of experiments in the tactile and 
trajectory classes was not adequate to be analyzed. It should 
be noted that the groups within a single dimension are mutu-
ally exclusive. For instance, the stimulus duration dimension 
comprises three distinct groups or “classes”: <500ms, 500-
1500ms, > 1500ms. We employed Activation Likelihood 
Estimation (ALE), a well-established coordinate-based 
meta-analysis (CBMA) technique, to quantitatively consoli-
GDWH� QHXURLPDJLQJ� ¿QGLQJV� ZLWKLQ� HDFK� JURXS��$OWKRXJK�
the categorical dimensions of stimulus duration, sensorimo-
tor processing, and stimulus contiguity have already been 
LQFRUSRUDWHG� LQWR� VHYHUDO� SULRU� PHWD�DQDO\VHV� RI� WKH� ¿HOG�
(Lewis & Miall, 2003b; Nani et al., 2019; Schwartze et al., 
2012; Wiener et al., 2010a), we include these categories 
again, in order to provide a point of comparison with the 
existing literature. In addition, rather than the sub- versus 
supra-second division used previously, which may be rather 
DUWL¿FLDO��ZH�DLPHG�WR�KLJKOLJKW�WKH�EUDLQ�UHJLRQV�PRUH�VSH-
FL¿FDOO\� FRQWULEXWLQJ� WR� WKH� SURFHVVLQJ� RI� VKRUW��PHGLXP��
and long durations, along a functional spectrum of highly 
automatic to highly controlled timing mechanisms. In order 
to do so, we chose the duration boundaries so marginally that 
RQO\�D�PLQLPXP�QXPEHU�RI�H[SHULPHQWV�EHLQJ�FODVVL¿HG�DV�
short and long. This choice of boundaries also parallels the 
proposed boundaries at which distinct timing mechanisms, 
namely automatic, cognitively controlled, and verbal count-
ing strategies (Buonomano et al., 2009; Grondin, Ouellet, & 
Roussel, 2004; R. M. C. Spencer, Karmarkar, & Ivry, 2009), 
come into play. Duration processing studies have also 
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already been categorized according to task goal (Schwar-
tze et al., 2012; Wiener et al., 2010a, b). Here, instead of 
the implicit/ explicit terminology (Coull & Nobre, 2008), 
ZH�XVH�D�OHVV�DPELJXRXV�GH¿QLWLRQ�WR�FODVVLI\�H[SHULPHQWV�
more objectively according to whether participants had to 
provide a quantitative measure of duration or whether they 
had to use temporal information to predict when an event 
would appear. Although some individual experiments (e.g., 
Araneda, Renier, Ebner-Karestinos, Dricot, & De Volder, 
2017; Shih, Kuo, Yeh, Tzeng, & Hsieh, 2009) have exam-
LQHG�WKH�H൵HFW�RI�VWLPXOXV�PRGDOLW\�RQ�WKH�QHXUDO�FRUUHODWHV�
of duration processing, this categorical dimension is absent 
from integrational studies. This might be related to the 
implicit assumption that irrespective of the stimulus modal-
ity, the processing of duration information is subserved by 
dedicated modality-independent central structures. Finally, 
we incorporated a further dimension related to the control 
task to identify brain regions that were more reliably acti-
vated by timing processes rather than non-temporal cogni-
tive task demands. A detailed description of each dimension 
is available in Sect. 2.2 and in appendix 1 of the supplemen-
tary materials.

Our overall aim in the current study was to provide a more 
comprehensive functional dissection of timing experiments 
so as to better disentangle the pattern of neural activations 
DVVRFLDWHG�ZLWK�GL൵HUHQW� FRQWH[WXDO�SURSHUWLHV�RI�GXUDWLRQ�
processing. In this regard, following the methodological 
recommendations of the Preferred Reporting Items for Sys-
tematic reviews and Meta-Analyses (PRISMA; Page et al., 
2021) and best-practice recommendations for neuroimaging 
meta-analyses (Müller et al., 2018; Tahmasian et al., 2019) 
in obtaining papers and extracting the required informa-
WLRQ��ZH�RUJDQL]HG�WKH�QHXURLPDJLQJ�¿QGLQJV�RI����GXUDWLRQ�
processing studies according to six categorical dimensions 
and conducted 14 ALE analyses to identify robust neural 
activations. This extensive set of analyses provided a multi-
dimensional perspective of the neural substrates of dura-
tion processing. By identifying anatomical commonalities 
DQG� VSHFL¿FLWLHV� DFURVV� FDWHJRULHV�� ZH� KRSHG� WKLV� PXOWL�
dimensional perspective would shed some light on the func-
tional contribution of each region. The multi-dimensional 
approach also provides an opportunity to compare how well 
HDFK�FDWHJRULFDO�GLPHQVLRQ�LGHQWL¿HV�QHXUDO�VWUXFWXUHV�WKDW�
DUH�VSHFL¿FDOO\�DFWLYDWHG�E\�LWV�WHPSRUDO�FKDUDFWHULVWLFV�DQG�
WKXV�KRZ�H൵HFWLYH�LW�LV�DV�D�WD[RQRPLF�FODVVL¿FDWLRQ��0HFN�
& Ivry, 2016; Paton & Buonomano, 2018). The focus of this 
article is on duration processing, and we do not cover any 
other forms of temporal processing, such as temporal order 
or simultaneity judgments.

Methods

Study Selection and Data Management

Following the recent best-practice guidelines for neuroim-
aging meta-analyses (Müller et al., 2018; Tahmasian et al., 
2019), we performed multiple ALE meta-analyses on neu-
URLPDJLQJ�¿QGLQJV�RI�WKH�GXUDWLRQ�SURFHVVLQJ�OLWHUDWXUH��7KH�
search strategy and study selection were arranged accord-
ing to the PRISMA guidelines (Page et al., 2021). More 
detailed information on the implementation of PRISMA 
items is available in the appendix 1 and Tables 17 and 18 
of the supplementary materials. In order to collect neuroim-
aging studies of temporal processing, a search of PubMed, 
Scopus, and Web of Science, with no restrictions on the date 
of publication, was performed in April 2020 and enhanced 
with reference tracing of the retrieved articles. Figure 1 pro-
YLGHV�D�ÀRZ�GLDJUDP�RI� WKH�UHFRUGV� LQ� WKH�VWXG\�VHOHFWLRQ�
procedure. The detailed keyword string used to search the 
above databases can be found in Appendix 1 of the supple-
mentary materials.

After removing the duplicates, we obtained 1214 records 
from the database search and 39 additional papers from 
other sources (Fig. 1, supplementary Table 1). We included 
English peer-reviewed articles on healthy human adults that 
used functional neuroimaging techniques to investigate the 
neural correlates of timing. The following exclusion criteria 
were used to exclude inappropriate studies:

 Ɣ Case reports, letters to editors, and studies reporting no 
original data.

 Ɣ Comparison to rest or any other passive conditions.
 Ɣ Experiments with partial brain coverage, e.g., using 

region of interest (ROI), or small volume correction 
(SVC), as recommended previously (Müller et al., 2018; 
Tahmasian et al., 2019).

 Ɣ Experiments comparing the post- and pre-intervention 
conditions (e.g., drug administration, temporal illusion).

 Ɣ Experiments with less than seven participants.
 Ɣ Studies that did not report coordinates in the standard 

space.

Based on the selection criteria, two independent investiga-
tors (N.N. and N.J.) assessed the obtained papers in two 
steps: (1) screening all 1253 abstracts; (2) full-text assess-
ment of the 293 potential documents for eligibility. In this 
VWDJH��DOO� LGHQWL¿HG�GLVFUHSDQFLHV�ZHUH�UHVROYHG�DFFRUGLQJ�
to the inclusion/exclusion criteria.

Three independent investigators (N. N., N. J., and J. C.) 
extracted and checked the required data, including the num-
ber of participants, reported peak coordinates in the stan-
dard spaces of Talairach (Talairach & Tournoux, 1988) or 
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activation foci (Turkeltaub et al., 2012). However, when a 
paper recruits a single group of subjects and reports either 
multiple task contrasts or multiple analyses of a single task, 
this assumption can no longer be considered valid. In such 
cases, since we preferred not to exclude any information, we 
followed the organizational approach proposed by Turkel-
taub et al. (2012). Accordingly, in order to make sure each 
group of participants contributed only once per analysis, in 
each analysis of a single characteristic, we merged experi-
ments that varied in any of the other characteristics. As an 
example, a study may have contained four experiments that 
varied in terms of stimulus duration (short/long) and sen-
sory modality (visual/auditory) dimensions, all of which 
were measured in a single group of participants. For the 
ALE analysis of experiments with short duration, sensory 
modality is a non-relevant dimension, and so its two classes 
(visual and auditory) should be merged so that both are uni-
¿HG�LQ�D�JURXS�RI�VKRUW�GXUDWLRQ�H[SHULPHQWV�

MNI (Evans et al., 1993), as well as categorical dimensions 
of stimulus duration, stimulus modality, stimulus contiguity, 
sensorimotor processing, task goal, and control task strin-
gency. Any discrepancy that arose in this stage was then 
referred to J. C. to be judged.

The coordinates obtained in Talairach space were subse-
quently transformed into MNI space for analysis (Lancaster 
et al., 2007). As a technical distinction, it should be noted 
that throughout this paper, the word “study” refers to a sci-
HQWL¿F�SXEOLFDWLRQ��DQG�WKH�ZRUG�³H[SHULPHQW´�UHSUHVHQWV�DQ�
individual contrast (e.g., timing task > control task, or dif-
¿FXOW�> easy timing task). Of note, two of the studies (Chen 
et al., 2008; Coull & Nobre, 1998) reported independent 
experiments from two sets of distinct participants. There-
fore, the 95 eligible papers included 97 independent experi-
ments. The importance of this distinction between the terms, 
“experiment” and “study”, is that ALE algorithm implicitly 
assumes the included studies as independent sources of 

Fig. 1 Flow diagram of study 
selection
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RI�WZR�JRDOV������TXDQWL¿FDWLRQ�RU�����SUHGLFWLRQ��7KH�TXDQ-
WL¿FDWLRQ�WDVNV�UHTXLUHG�WKDW�GXUDWLRQ�ZDV�overtly estimated, 
usually as compared to other externally cued or internally 
represented durations: in these experiments, the task goal 
was primarily temporal in nature. By contrast, prediction 
tasks allowed the participant to make use of temporal infor-
mation or patterns to predict the onset of an upcoming event 
so as to respond to it more quickly or accurately: the task 
goal in these experiments was sensorimotor. Although we 
excluded experiments that compared timing tasks to a rest 
condition, there were still many studies that controlled pro-
cesses of non-interest rather poorly. We therefore applied 
further constraints to distinguish between these studies and 
those with more elegant designs that controlled for most 
of the non-timing processes. As a rule of thumb, we clas-
VL¿HG�H[SHULPHQWV�DFFRUGLQJ�WR�WKH�IROORZLQJ�FULWHULD��7KH�
minimum level of control required studies to incorporate 
identical task structure and stimulus presentation across the 
compared conditions (in order to control for sensorimotor, 
mnemonic, attentional, and decisional aspects of the task). 
A higher level of control was achieved if, in addition to the 
similitude of the task structure and stimulus presentation, 
the compared conditions were matched in terms of either 
stimulus dynamics (to control for the working memory 
and sustained attention demands of processing duration) or 
WDVN�SHUIRUPDQFH��WR�FRQWURO�IRU�WDVN�GL൶FXOW\���:H�GH¿QH�
the highest level of control as simultaneously meeting all 
WKUHH�FRQGLWLRQV�GHVFULEHG�DERYH��:LWK�WKHVH�GH¿QLWLRQV��ZH�
labeled studies conforming to the above-mentioned criteria 
as having a task control, a cognitive load control, or a strin-
gent control, respectively. Further explanation about the 
UDWLRQDOH�EHKLQG�WKH�DERYH�FODVVL¿FDWLRQV�DQG�WKHLU�VLPLODUL-
ties with previous categorizations is available in appendix 1 
in the supplementary materials.

Using the ALE technique, each of the above classes was 
then assessed for neuroanatomical convergence across the 
included experiments. To investigate any possible conver-
JHQFH�RI�¿QGLQJV�DFURVV�WKH�HQWLUH�WLPLQJ�¿HOG��ZH�DOVR�FRQ-
ducted an ALE analysis on all eligible studies, which were 
JURXSHG�WRJHWKHU�LQ�DQ�DOO�H൵HFWV�FDWHJRU\��)RU�VWXGLHV�ZLWK�
multiple experiments obtained from a single group of par-
ticipants, we followed the pooling approach suggested by 
Turkeltaub et al. (2012). A detailed explanation of the merg-
ing procedure is also available in the data extraction and 
management section of appendix 1.

Activation Likelihood Estimation (ALE)

,Q�RUGHU� WR� WHVW� IRU�VLJQL¿FDQW�FRQYHUJHQFH�DFURVV�VWXGLHV��
we used the revised version of ALE, implemented in MAT-
/$%� �(LFNKR൵�HW� DO���2012). ALE is a standard statistical 
method for coordinate-based meta-analysis (CBMA) of 

In order to assess the quality of the included studies, we 
XVHG�D�PRGL¿HG�YHUVLRQ�RI�WKH����SRLQW�FKHFNOLVW�LQFRUSR-
rated by previous neuroimaging meta-analyses (Z.-Q. Chen 
et al., 2015; Kamalian et al., 2022; Strakowski, DelBello, 
Adler, Cecil, & Sax, 2000; Su et al., 2021). Since, in addi-
tion to the demographic properties and imaging methodol-
ogy, the original checklist also concerns with the assignment 
of participants into clinical and control groups, we replaced 
WZR�RI�WKH�FOLQLFDOO\�VSHFL¿F�LWHPV�ZLWK�DQRWKHU�RQH�UHODWHG�
to the minimum sample size so that the overall score would 
be limited to a maximum of 9. The quality assessment crite-
ria and score for each included study can be found in supple-
mentary Tables 19 and 1, respectively.

Data Classification Strategy

In the next step, for each of the six dimensions, we coded 
the selected experiments according to the following strat-
egy. We categorized stimulus duration into short, medium, 
and long duration classes, which comprised experiments in 
the range of < 500 ms, 500–1500 ms, and > 1500 ms, respec-
tively. According to the stimulus modality dimension, the 
included experiments used visual, auditory, or tactile stimu-
ODWLRQ��6LQFH�WKHUH�ZHUH�RQO\�¿YH�H[SHULPHQWV�ZLWK�WDFWLOH�
stimulation, which was far below the minimum thresh-
ROG�IRU�WKH�$/(�DQDO\VLV��(LFNKR൵�HW�DO���2016), this class 
was eliminated from the analyses. The stimulus contiguity 
dimension segregated the experiments according to whether 
stimuli were presented singly, in a sequence, or as a dynamic 
trajectory. The single-interval stimuli were separated from 
adjacent stimuli by a variable inter-stimulus interval and 
usually required a response before the next duration to-be-
estimated was presented. Duration discrimination, tempo-
ral reproduction, and cued reaction time tasks are instances 
of tasks with single-interval stimuli. On the other hand, 
sequenced stimuli were presented consecutively in sets of 
WKUHH�RU�PRUH��VHSDUDWHG�E\�¿[HG�RU� WHPSRUDOO\�VWUXFWXUHG�
intervals. Rhythm reproduction and rhythmic monitoring 
are examples of tasks with sequenced stimuli. The trajectory 
stimuli, consisting of moving visual objects such as those 
presented in collision and time to contact judgment tasks, 
ZHUH� GLVFDUGHG� IURP� WKH� DQDO\VLV� GXH� WR� DQ� LQVX൶FLHQW�
number of experiments (13 experiments) and, therefore, 
low reliability. Motor and perceptual timing tasks were uti-
lized as segregating factors for the sensorimotor categorical 
dimension. We labeled experiments as using motor timing 
tasks if the duration or onset of the motor response itself had 
to be accurately timed. On the other hand, if tasks required 
a choice response (e.g., yes/no or shorter/longer) that served 
merely to index the participant’s judgment of a timed stim-
ulus, we labeled experiments as using perceptual timing 
tasks. We also categorized temporal tasks according to one 
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the paracingulate gyrus (PCG), bilateral insula extending to 
the opercular region of the inferior frontal gyrus (IFG), ven-
trolateral part of the premotor cortex (PMCv), and left puta-
men, right middle frontal gyrus (MFG, BA 45, 46), right 
dorsal striatum (DST; including the putamen and parts of 
the caudate and globus pallidus), right inferior parietal lob-
ule (IPL), left inferior parietal sulcus (IPS), and left cerebel-
lum crus I (max p-value for cFWE < 0.0001; Fig. 2). More 
detailed information is available in appendix 2 and Table 2 
of the supplementary material.

Stimulus Duration Convergences

The left insular cortex was the only region conjointly acti-
vated by the three duration ranges. The pre-SMA, PCG, right 
insula, IFG, and PMCv were activated by both medium- and 
long-range durations. The bilateral putamen were found to 
be activated by both the short- and medium-range durations 
(although there was no overlap in the left-lateralized clus-
ters). Furthermore, the SMA-proper, right MFG, left IFG 
extending toward the PMCv, bilateral IPS, and left cerebel-
ODU� DFWLYDWLRQV� ZHUH� IRXQG� WR� EH� VSHFL¿F� WR� WKH� PHGLXP�
range durations and the right IPL cluster to the long-range 
durations. In all the duration-based analyses, the maximum 
p-value for family-wise error correction at cluster level was 
less than 0.0001. Figure 3a illustrates the axial view of the 
VLJQL¿FDQW�FOXVWHUV�REWDLQHG�IURP�WKH�GXUDWLRQ�UDQJH�DQDO\-
ses on a single brain template. More detailed information 
on the peak coordinates of these clusters, their cluster sizes, 
anatomical labels, and the experiments and parameters con-
tributing to each cluster are available in appendix 2 and 
supplementary Tables 3, 4, and 5.

Stimulus Modality Convergences

The visual and auditory stimuli were found to conjointly 
activate the pre-SMA, PCG, left insula, and right oper-
cular IFG extending toward the PMCv. Additional right-
lateralized regions of activation were found in the MFG 
(BA 45, 46), insula, and IPS for visual stimuli, and in the 

AQ7AQ8AQ9

AQ10AQ11

neuroimaging data, identifying brain areas for which con-
vergence across the included imaging experiments is higher 
than would be expected if results were randomly distributed. 
For further information about the ALE analysis, please see 
appendix 1 in the supplementary materials.

In the current study, in order to correct for multiple com-
SDULVRQV� RI� VWDWLVWLFDO� WHVWV� DQG� DYRLG� IDOVH�SRVLWLYH� ¿QG-
LQJV��ZH�VHW�WKH�VWDWLVWLFDO�VLJQL¿FDQFH�WKUHVKROG�WR�S�< 0.05 
family-wise error at the cluster-level (cFWE), with a clus-
ter forming threshold of p < 0.001, as suggested previously 
�(LFNKR൵�HW�DO���2012). ALE analysis has been empirically 
SURYHQ� WR�EH� DEOH� WR� FRQWURO� WKH� LQÀXHQFH�RI� DQ\� LQGLYLG-
ual experiment as long as a minimum of 17 experiments 
DUH�LQFOXGHG�LQ�WKH�DQDO\VLV��(LFNKR൵�HW�DO���2016). Further 
information on sensitivity and power estimates of ALE 
DQDO\VLV�FDQ�EH�IRXQG�LQ�6��%��(LFNKR൵�HW�DO���2016).

Results

The 95 included publications comprised a total of 121 exper-
iments and 1505 participants (supplementary Table 1). The 
DQDWRPLFDO�ODEHOV�RI�LGHQWL¿HG�FOXVWHUV�ZHUH�DVVLJQHG�EDVHG�
on the third version of the SPM Anatomy toolbox (Eick-
KR൵�HW�DO���2005). A more detailed description of the number 
of experiments included in each analysis and results of the 
conjunction analyses between classes of single dimensions 
can be found in appendix 2 of the supplementary materi-
als. Further details on the center coordinates of each cluster, 
cluster size, contributing articles, and the proportional con-
tribution from classes of each categorical dimension to the 
cluster are available in supplementary Tables 2–16.

Duration Processing Literature Convergences (All-
Effects Analysis)

7KH�DOO�H൵HFW�DQDO\VLV��PHUJLQJ�DOO�¿QGLQJV�IURP����LQGH-
pendent experiments, resulted in eight separate clusters. 
These were located in the supplementary motor area (SMA; 
including the pre-SMA and SMA-proper) extending towards 

AQ6

Fig. 2 5HJLRQV�RI�FRQYHUJHQW�DFWLYDWLRQ�DFURVV�WKH�HQWLUH�WLPLQJ�OLWHUDWXUH��$OO�H൵HFWV�DQDO\VLV���S�<�������IDPLO\�ZLVH�HUURU�FRUUHFWLRQ�DW�
FOXVWHU�OHYHO�� L stands for left; and R for right
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,3/��2Q� WKH� RWKHU� KDQG�� DFWLYDWLRQV� VSHFL¿F� WR� VHTXHQWLDO�
stimuli were located in the SMA-proper, right IFG extend-
ing towards the PMCv, left IPS, bilateral dorsal striatum, 
the anterior portion of superior temporal gyrus (STG), left 
PMCv, and left cerebellum. Maximum p-value for family-
wise error at cluster level was less than 0.0001 in both 
analyses. Figure 3F� LOOXVWUDWHV� FRPPRQ� DQG� GL൵HUHQWLDO�
activations of single-interval and sequential stimuli. More 
detailed information is available in the supplementary mate-
rials (appendix 2; Tables 8 and 9).

SMA-proper and bilateral dorsal striatum for auditory stim-
uli (Fig. 3b; appendix 2; supplementary Tables 6 and 7). In 
both visual and auditory analyses, the maximum p-value for 
family-wise error at cluster level was less than 0.0001.

Stimulus Contiguity Convergences

Activations in the pre-SMA extending toward the PCG, 
bilateral insula, and IFG were common to both single-
interval and sequential stimuli. The single-interval analysis 
yielded additional clusters in the right MFG (BA 45, 46) and 

AQ12AQ13

Fig. 3 5HJLRQV� RI� FRQYHUJHQW� DFWLYDWLRQ� DFURVV� JURXSV� RI� H[SHUL-
PHQWV�FODVVL¿HG�DFFRUGLQJ�WR�WKH�VWLPXOXV�FKDUDFWHULVWLFV��S�< 0.05, 
IDPLO\�ZLVH� HUURU� FRUUHFWLRQ� DW� FOXVWHU� OHYHO�� Results of the sub-
analyses categorized according to (a) the stimulus duration dimension 
into the short (orange), medium (red), and long (green) range classes; 

(b) stimulus modality dimension into the visual (red) and auditory 
(green) modality classes; and (c) stimulus contiguity dimension into 
the single interval (red) and sequence (blue) classes. L stands for left; 
and R for right
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IPS, anterior portion of STG, and left cerebellum (Fig. 4a; 
appendix 2; supplementary Tables 10 and 11). Maximum 
p-value for family-wise error at cluster level was less than 
0.0001 in both analyses.

Sensorimotor Convergences

Both perceptual and motor timing studies commonly acti-
vated the pre-SMA extending toward the PCG and bilateral 
insula extending toward the IFG and right PMCv. Perceptual 
timing experiments additionally activated the SMA-proper, 
left PMCv, and bilateral dorsal striatum, while motor tim-
ing experiments additionally activated the right MFG, left 

AQ14AQ15

Fig. 4 5HJLRQV� RI� FRQYHUJHQW� DFWLYDWLRQ� DFURVV� JURXSV� RI� H[SHUL-
PHQWV� FODVVL¿HG� DFFRUGLQJ� WR� WKH� WDVN� FKDUDFWHULVWLFV� �S�< 0.05, 
IDPLO\�ZLVH� HUURU� FRUUHFWLRQ� DW� FOXVWHU� OHYHO�� Results of the sub-
analyses categorized according to (a) the sensorimotor dimension into 
perceptual (red) and motor (green) classes; (b) task goal dimension 

LQWR�TXDQWL¿FDWLRQ��UHG��DQG�SUHGLFWLRQ��JUHHQ��FODVVHV��DQG��F��FRQWURO�
task stringency dimension into task control (orange), cognitive load 
control (red); and stringent control (green) classes. L stands for left; 
and R for right
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across various timing contexts were the pre-SMA and 
bilateral insula extending into IFG, which thus constitute 
a core timing system; (2) the DST and SMA-proper were 
selectively activated by timing of auditory and sequential 
stimuli; and (3) the right frontoparietal network, including 
the MFG and IPL, were selectively activated by timing of 
visual and single-interval stimuli.

Timing in the Framework of Embodied Cognition

The overall results, summarized in Table 1, demonstrate 
that there is no central timing system for duration process-
ing that is consistently engaged whatever the experimental 
context. Nevertheless, consistent with previous works (Mer-
chant et al., 2013; Nani et al., 2019; Teghil et al., 2019; Wie-
ner et al., 2010a���ZH�LGHQWL¿HG�WKH�ZLGHVSUHDG�SUHVHQFH�RI�
a set of structures traditionally implicated in motor process-
ing, including the pre-SMA, SMA proper, premotor cortex, 
DST, and cerebellum, across various timing conditions. 
Strikingly, these regions were activated during both motor 
and perceptual timing tasks. Accordingly, irrespective of the 
sensorimotor dimension of the temporal task, the represen-
tation of duration during motor or perceptual timing relies 
on motor structures. Several lines of behavioral evidence 
(De Kock et al., 2021; Tomassini & Morrone, 2016; Wiener 
et al., 2019; Yokosaka, Kuroki, Nishida, & Watanabe, 2015) 
further support the essential contribution of motor processes 
to perceptual timing.

Within the broad timing network, the pre-SMA and left 
anterior insula were the two regions with the most robust 
SDWWHUQ�RI�VLJQL¿FDQW�FRQYHUJHQFH�DFURVV�PRVW��WKRXJK�QRW�
all, circumstances. In addition, both of these regions were 
resistant to the most stringent experimental controls, pro-
viding additional support for their fundamental role in dura-
tion processing. The (pre-)SMA and insula represent key 
structures in motor control and interoception, respectively. 
Activation of these two regions can therefore be interpreted 
in terms of embodied models of cognition that highlight the 
VLJQL¿FDQFH�RI�ERWK�ERGLO\�VWDWHV�DQG�VLPXODWLRQ�OLNH�SUR-
cesses in the neural representation of cognitive processes 
(Barsalou, 2007). Indeed, several lines of research have pro-
posed that the representation of duration might be embodied 
either via the sensorimotor (Addyman et al., 2017; J. Coull, 
Vidal, & Burle, 2016; Fernandes & Garcia-Marques, 2019; 
Hugo Merchant & Yarrow, 2016; Schubotz, 2007) or intero-
ceptive (Craig, 2009; Fernandes & Garcia-Marques, 2019; 
Wittmann, 2009) systems.

In line with the central postulation of embodied theories 
of cognition regarding reenactment of sensory and motor 
representations by higher-order cognitive processes, the 
sensorimotor theory of timing posits that an abstract rep-
resentation of duration is rooted in the motor system’s 

Task goal Convergences

$QDO\VHV�RI�H[SHULPHQWV�UHTXLULQJ�TXDQWL¿FDWLRQ�RU�SUHGLF-
tion of duration mutually converged in a pre-SMA cluster 
H[WHQGLQJ�WR�WKH�3&*�DQG�LQ�WKH�ELODWHUDO�LQVXOD��4XDQWL¿-
cation of duration additionally activated the SMA-proper, 
right-lateralized MFG and IPS, bilateral IFG extend-
ing toward PMCv, and bilateral DST, and left cerebellum 
(Fig. 4E��� 7KH� RQO\� FOXVWHU� RI� SUHGLFWLRQ�VSHFL¿F� FRQYHU-
gence was in the left IPS (Fig. 4b; appendix 2; supplemen-
WDU\�7DEOHV����DQG������,Q�ERWK�TXDQWL¿FDWLRQ�DQG�SUHGLFWLRQ�
analyses, maximum p-value for family-wise error at cluster 
level was less than 0.0001.

Control task Stringency Convergences

The three levels of control for non-timing processes were 
found to commonly converge in a very tiny area of the left 
opercular IFG. If control and timing tasks were matched 
simply in terms of basic sensorimotor characteristics, we 
found additional areas of convergent activation in the pre-
SMA extending toward the PCG, and in right-lateralized 
MFG, IFG, PMCv, and insula (Fig. 4c). If control and timing 
tasks were matched on either task performance or the use of 
dynamic/continuous stimuli, additional areas of activation 
were found in the pre-SMA/PCG, right MFG, IFG, PMCv, 
bilateral insula, DST, IPS, and left cerebellum (Fig. 4c). 
However, if control tasks were matched on all three criteria, 
we found additional areas of activation in the pre-SMA and 
left insula only (Fig. 4c). Maximum p-value for family-wise 
error at cluster level was less than 0.0001 in all the analyses. 
Further information is available in the supplementary mate-
rials (appendix 2 and Tables 14 and 15, and 16).

Discussion

:H�DLPHG�WR�FRPSUHKHQVLYHO\�H[SORUH�WKH�H൵HFW�RI�H[SHUL-
mental constraints on the neural underpinnings of dura-
tion processing by conducting 14 separate subanalyses, 
organized according to six orthogonal categories. To date, 
WKLV�LV�WKH�ODUJHVW�PHWD�DQDO\VLV�RI�WKH�¿HOG��ZLWK����SDSHUV�
included. From these analyses, a set of brain structures 
including the pre-supplementary motor area (pre-SMA), 
insula, inferior frontal gyrus (IFG), inferior parietal lobule 
(IPL), dorsal striatum (DST), and cerebellum were identi-
¿HG� WR� EH� DFWLYDWHG� LQ� GXUDWLRQ� SURFHVVLQJ�� ,PSRUWDQWO\��
E\� LGHQWLI\LQJ� DQDWRPLFDO� FRPPRQDOLWLHV� DQG� VSHFL¿FLWLHV�
across categories, we found three major activation patterns 
as following: (1) consistent with many previous reviews and 
meta-analyses (Nani et al., 2019; Teghil et al., 2019; Wie-
ner et al., 2010a) the neural structures most often activated 

AQ16AQ17

AQ18AQ19AQ20
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SMA (Deen et al., 2011) and IFG (Cai et al., 2014; Cerliani 
et al., 2012; Deen et al., 2011), and receiving propriocep-
WLYH�NLQHVWKHWLF� D൵HUHQWV� IURP� WKH�SHULSKHUDO�QHUYRXV� V\V-
tem, further illustrates that the classic interoceptive notion 
of temporal cognition could be expanded to include motor 
feelings associated with sensorimotor experiences more 
explicitly.

Also in accordance with the framework of embodied 
cognition, it has been suggested that temporal information 
LQ�GL൵HUHQW�WLPHVFDOHV�LV�SURFHVVHG�E\�V\VWHPV�FRQVLVWHQWO\�
implicated in behavioral functions operating within that time 
range (Buhusi & Meck, 2005; Murai & Yotsumoto, 2016). 
Our meta-analysis revealed that processing of short dura-
tions (< 500ms), commonly needed for motor coordination 
and speech generation, is primarily mediated by the DST, a 
key component of the motor system (Lewis & Miall, 2003a). 
By contrast, we found that processing of longer durations of 
up to a few seconds, integral for behaviors like foraging and 
decision-making, was mediated by higher-level cognitive 
systems, including the right-lateralized prefrontal and pari-
etal cortical structures that subserve attention and working 
memory. It should be noted that in spite of the substantial 
dissociation between the neural substrates of short and long 
durations, imaging (Murai & Yotsumoto, 2016) and psycho-
physical (Lewis & Miall, 2009�� ¿QGLQJV� VXSSRUW� WKH� LGHD�
of a continuum around the peri-second range, where both 
sets of structures would be recruited. Our results from the 
PHGLXP�UDQJH�GXUDWLRQ�VWLPXOL�FRQ¿UP�WKLV�K\SRWKHVLV�

Embodied Timing as a Function of Sensory 
Embedding

Time as an entity, perceived through the dynamics of the 
internal and external world, does not rely on one particular 
sensory modality. A common view is that the duration of 
visual events will be coded in the visual cortex, or auditory 
events in the auditory cortex, before this information is then 
transferred to higher-order processing regions as an abstract 
amodal representation (Coull & Droit-Volet, 2018; Konono-
wicz & van Rijn, 2014; Merchant et al., 2013; Protopapa et 
al., 2019). Similarly, an embodied notion of time implies 
that intrinsic representation relies on simulations of tem-
poral processing from everyday experience, which would 
HQWDLO� UHSUHVHQWDWLRQV� EHLQJ� HPEHGGHG�ZLWKLQ� WKH� VSHFL¿F�
sensory modality within which they were experienced. 
Indeed, a central principle of embodiment theories per-
tains to the reenactment of primitive perceptual, motor, or 
interoceptive states as a brain mechanism for representation 
and modulation of abstract information (Barsalou, 2007; 
Niedenthal, Barsalou, Winkielman, Krauth-Gruber, & Ric, 
2005). In this respect, the processing of temporal informa-
WLRQ�LQ�GL൵HUHQW�PRGDOLWLHV�ZRXOG�H[SORLW�PRGDOLW\�VSHFL¿F�

capacity for executing precisely timed coordinated motor 
programs (Balasubramaniam et al., 2021; Coull & Droit-
Volet, 2018; Fernandes & Garcia-Marques, 2019; Merchant 
& Yarrow, 2016; Patel & Iversen, 2014). It has also been 
suggested that the pre-SMA, which is involved in action 
inhibition, might have become co-opted to represent time 
because it is recruited whenever a voluntary action has to 
be delayed, which is essentially the inhibition of a response 
in the temporal dimension (Coull et al., 2016; Kononowicz 
& van Rijn, 2015; Merchant & Yarrow, 2016). Furthermore, 
the motor system’s capacity for internal forward modeling, 
which relies on the sensorimotor representation of action 
established through unsupervised learning processes, might 
provide the support for our ability to make temporal pre-
dictions (Balasubramaniam et al., 2021; Schubotz, 2007). 
The (pre-)SMA, which plays a key role in the coordination 
and integration of action, may serve as the starting point of 
a simulation process by providing the input (the so-called 
FRUROODU\�GLVFKDUJH�RU�H൵HUHQFH�FRS\��WR�WKH�IRUZDUG�PRGHO�
(Schubotz, 2007) or, alternatively, activity of its modality-
independent neuronal subpopulations might provide top-
down predictive signals to sensory and association areas 
(Merchant & Yarrow, 2016).

According to the interoceptive notion of temporal pro-
cessing, our experience of time is intimately connected 
with the signaling of bodily states and related emotions 
(Wittmann, 2009). Our results reveal an almost ubiquitous 
contribution of the insula in duration processing (Table 1), 
and so are consistent with Craig’s proposed model of tim-
ing (2009) that posits the insula as a neural substrate for 
awareness across time. According to this model, the inte-
gration of primary interoceptive signals with the salient 
features of the sensory environment, and then with the 
motivational, hedonic, social, and cognitive inputs in the 
insula, along a posterior-to-mid-to-anterior axis, forms the 
EDVLV� IRU�D�XQL¿HG�PHWD�UHSUHVHQWDWLRQ�RI� WKH� VHQWLHQW� VHOI�
at the immediate moment of time. The serial accumulation 
of these endogenous time units is hypothesized to provide 
a potential basis for the subjective experience of time. In 
a recent study, Fernandes and Garcia-Marques (2019) 
recorded electromyographic (EMG) signals from two facial 
muscles during a temporal judgment task and found correla-
tions between subjective duration and EMG gradients of the 
corrugator-supercilii muscles. The authors speculated that 
the accumulative proprioceptive-kinesthetic signals elic-
ited from this muscle served as a source of internal bodily 
feeling that led to a sense of self-awareness over time. In 
addition, they proposed that this spontaneous motor output 
UHÀHFWHG�WKH�FRQWULEXWLRQ�RI�PRWRU�FRQWURO�VWUXFWXUHV�LQ�SHU-
ceptual temporal processing. In addition, neuroanatomical 
evidence representing insular cortex as a converging point, 
having functional and structural connections with the (pre-)
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Timing of Auditory and Sequential Stimuli

The auditory and sequential analyses were found to yield 
similar patterns of convergent activation in the insula, IFG 
and adjacent ventrolateral PMC, DST, and SMA (including 
both the pre-SMA and SMA-proper). Humans’ superior tim-
ing capacity in the auditory modality is thought to origi-
nate from the privileged link between the auditory system 
and motor control regions, namely the (pre-)SMA, PMCv, 
posterior IFG, and DST (Comstock et al., 2018; Jancke, 
Loose, Lutz, Specht, & Shah, 2000; H. Merchant & Honing, 
2013; Patel, Iversen, Chen, & Repp, 2005). Strong auditory-
motor coupling results in enhanced entrainment of motor 
neurons to the dynamics of sensory activation and, subse-
quently, more stable internal models of temporal informa-
tion (Balasubramaniam et al., 2021; Large & Snyder, 2009; 
Morillon & Schroeder, 2015; Proksch, Comstock, Médé, 
Pabst, & Balasubramaniam, 2020; Ross, Iversen, & Bala-
subramaniam, 2016). A stronger internal model produces a 
more accurate simulation of the temporal dynamics of the 
environment and subsequently more accurate top-down 
predictions and higher temporal performance. Following an 
embodied approach to time, the motor system establishes 
and tunes internal models through its active interaction with 
the environment. Although motor training of isolated actions 
FDQ� GH¿QH� WDVN�UHOHYDQW� QHXUDO� PDQLIROGV� DQG� HQKDQFH�
related sensorimotor representations, repetitive training on 
a sequence of recurring actions merges individual actions 
into a rhythmic pattern with greater dynamic stability (Bala-
subramaniam et al., 2021; Sakai, Hikosaka, & Nakamura, 
2004; Zhang & Sternad, 2019). The most stable actions 
in the human motor repertoire, such as walking, dancing, 
and articulation, occur in a structured rhythmic sequence. 
Therefore, it is reasonable to conceive that internal models 
of the rhythmic structure of events are represented within 
motor substrates specialized for locomotive behaviors. Our 
¿QGLQJV�FRQFHUQLQJ�WKH�VHOHFWLYH�DFWLYDWLRQ�RI�WKH�'67�DQG�
SMA-proper for auditory–sequential timing tasks provide 
support for this theoretical framework. Further support 
comes from the rehabilitation literature, where rhythmic 
DXGLWRU\�VWLPXODWLRQ�KDV�SURYHQ�WR�EH�DQ�H൵HFWLYH�LQWHUYHQ-
tion program for behaviors of sequential nature, such as gait 
(for a review, see Pereira et al., 2019) and language (Fujii & 
Wan, 2014; Habib, 2021; Kotz & Gunter, 2015).

Language and music are two major sources of rhythmic 
auditory temporal information in our everyday life. It has 
been proposed that sensorimotor models of temporal struc-
tures “would call upon the vocal and articulatory system 
because rhythmic information is at the heart of vocal and 
articulatory production” (Schubotz, 2007). Behavioral evi-
dence for the proposed relationship between rhythm process-
ing, articulation and locomotion comes from the timescale 

systems recruited by simulations of consolidated experi-
HQFHV�RI�WLPH�LQ�WKRVH�PRGDOLWLHV��$OWKRXJK�ZH�GLG�QRW�¿QG�
PRGDOLW\�VSHFL¿F�DFWLYLW\�LQ�ORZ�OHYHO�VHQVRU\�UHJLRQV�GXH�
to the subtractive approach of most experiments (which 
would subtract out sensory activations common to both the 
WLPLQJ�DQG�FRQWURO�WDVNV���D�PRGDOLW\�VSHFL¿F�V\VWHP�LV�QRW�
QHFHVVDULO\� FRQ¿QHG� WR� VHQVRU\� VWUXFWXUHV�� 7KH� PRGDOLW\�
VSHFL¿F�QDWXUH� RI� WLPLQJ�UHODWHG� DFWLYDWLRQV�PLJKW� LQVWHDG�
manifest itself in distinct networks of higher-order regions 
(parietal, motor, or frontal cortices), depending on the dif-
ferent ways in which visual or auditory information is usu-
ally experienced. In the current paper, one of our novel 
tenets is that depending on the sensory system within which 
the temporal task is embedded, the internalized model of 
the events’ temporal characteristics will be underpinned by 
circuits specialized for either locomotive or gestural motor 
control (Todd, 1999). The gestural form can be described 
as a single continuous movement, while the locomotive 
form is associated with sequences of discrete movements 
arranged in a metrical structure.

Adhering to an embodied framework, we discuss our 
results according to stereotypical combinations of stimu-
lus characteristics in everyday life, where auditory tempo-
ral information is typically sequential, and visual temporal 
information is often continuous. Indeed, it is easier to syn-
chronize to an auditory input if it comprises a sequence of 
discrete sounds, but to visual stimuli if they are unitary mov-
ing trajectories (Hove et al., 2013; Silva & Castro, 2016). In 
the auditory–sequential domain, speech and music represent 
two natural sources of stereotypical temporal information 
that, due to their rich temporal dynamics and ecological sig-
QL¿FDQFH�� SOD\� D� SLYRWDO� UROH� LQ� VKDSLQJ� FRJQLWLRQ��7KHVH�
sequential auditory events probably rely on locomotor-
like internal models, specialized for language processing. 
Similarly, there is evidence that the temporal processing of 
continuous visual events is supported by the mechanisms 
governing visuomotor processing (Ayhan & Ozbagci, 2020; 
Gavazzi et al., 2013; Orgs, Kirsch, & Haggard, 2013). This 
dichotomy is further illustrated by common combinations 
of stimulus structure and modality in the papers included in 
our meta-analysis, which resulted in a substantial overlap 
between the experiments included in the stimulus modal-
LW\�DQG�FRQWLJXLW\�FODVVHV�DQG�WKH�UHVXOWDQW�¿QGLQJV�RI�WKHVH�
analyses (Fig. 3b and c). In experimental terms, while the 
visual modality is more often utilized to investigate the tem-
poral processing of single interval stimuli (e.g., in duration 
discrimination), the study of beat-based timing is usually 
conducted on auditory stimuli (e.g., in rhythm monitoring 
tasks). We, therefore, discuss our results in terms of two 
broader groups of auditory beat-based and visual interval-
based timing.
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that rely, respectively, on the cortico-basal ganglia-thalamo-
cortical systems (CBGT) and the dorsal stream. Interest-
ingly, the proposed circuitry for the hierarchical control of 
goal-directed action and of hierarchical internal models cor-
responds to the neural substrates of humans’ advanced beat 
processing capacity, advocated by the Gradual Audiomotor 
Evolution (GAE; H. Merchant & Honing, 2013) and Action 
Simulation for Auditory Prediction (Patel & Iversen, 2014) 
hypotheses, respectively.

The nuclei in the dorsal striatum form another key com-
ponent of the motor system. They have been implicated 
in the processing of concatenated sequences in both beat-
based timing (Grahn, 2009; Grahn & Rowe, 2009; H. Mer-
chant, Grahn, Trainor, Rohrmeier, & Fitch, 2015; Teki, 
*UXEH��.XPDU��	�*UL൶WKV��2011) and chunking (Dahms et 
al., 2020; Graybiel, 1998; Wymbs, Bassett, Mucha, Porter, 
& Grafton, 2012). Processing of linguistic, musical, and 
motor sequences (Gobet et al., 2001��LV�PDGH�PRUH�H൶FLHQW�
by automatic chunking, which has been demonstrated to be 
a powerful perceptual mechanism for overcoming resource 
limitations. Importantly, there is evidence that temporal 
VWUXFWXUH�FRQWULEXWHV�WR�WKH�GH¿QLWLRQ�RI�FKXQN�ERXQGDULHV�
(Dowling, 1973; Gilbert, Boucher, & Jemel, 2015; Sny-
der, 2008). In addition, the internal coherence of locomo-
tive behaviors, provided by either chunked (Li et al., 2013; 
Miller, 1956) or metrical (Essens & Povel, 1985; Geiser, 
Notter, & Gabrieli, 2012; Teki et al., 2011) structure, is found 
WR� EHQH¿W� UHSUHVHQWDWLRQDO� VWDELOLW\� RI� GHSHQGHQW� LWHPV�� ,W�
is therefore conceivable that comparable mechanisms may 
be implicated in binding individual items together in both 
chunked and metrical structures. This notion of DST’s func-
tion is consistent with the GAE (Merchant & Honing, 2013) 
and the most recent account of the ASAP (Cannon & Patel, 
2021) hypotheses. The interplay between the SMA-proper 
and dorsal striatum is proposed to provide the neural basis 
IRU�WKH�UHSUHVHQWDWLRQ�RI�EHDW�EDVHG�UK\WKPV��VXFK�WKDW�¿ULQJ�
rate dynamics of SMA neuronal populations encode the beat 
interval, and the DST selects the subpopulation appropriate 
for encoding the next interval (Cannon & Patel, 2021). In 
other words, this model hypothesizes the DST as a sequenc-
ing component that chunks the learned succession of inter-
vals into a rhythmic structure. In support of this proposal, 
RXU�¿QGLQJV��SUHVHQWHG�LQ�VXSSOHPHQWDU\�7DEOHV������������
DQG�����LGHQWL¿HG�VHTXHQWLDO�VWLPXOL�DV�WKH�PDMRU�FRQWULEXW-
ing factor to the convergent activation of the DST across 
DQDO\VHV� RI� DXGLWRU\� VWLPXOL�� DQG� RI� SHUFHSWXDO�� TXDQWL¿-
cation, and stringently controlled tasks. Furthermore, the 
functional collaboration of the SMA-proper and DST is 
VXSSRUWHG�E\�VLJQL¿FDQW�FRQYHUJHQFH�LQ�60$�SURSHU�YR[-
els in precisely the same analyses that yielded convergent 
DST activation. The SMA-proper involvement in auditory 
beat-based timing supports the functional dissociation of 

that is mutually shared by the most accurately perceived 
and synchronized beats, the syllable rate of speech, and the 
comfortable walking pace (Daikoku et al., 2020; MacDou-
gall & Moore, 2005; Rajendran, Teki, & Schnupp, 2018; 
Todd, Cousins, & Lee, 2007; Zalta, Petkoski, & Morillon, 
2020��� 7KH� DEXQGDQFH� RI� FOLQLFDO� ¿QGLQJV� GHPRQVWUDW-
LQJ� WHPSRUDO� GH¿FLWV� LQ� ODQJXDJH�UHODWHG� GLVRUGHUV� �IRU� D�
review, see Ladányi, Persici, Fiveash, Tillmann, & Gordon, 
2020; Habib, 2021), such as dyslexia (e.g., Boll-Avetisyan, 
Bhatara, & Höhle, 2020��� VSHFL¿F� ODQJXDJH� LPSDLUPHQW�
(e.g., Cumming et al., 2015), and aphasia (e.g., Stefaniak, 
/DPERQ�5DOSK��'H�'LRV�3HUH]��*UL൶WKV��	�*UXEH��2021) 
DOVR� VXSSRUW� WKH� XQGHUO\LQJ� VLJQL¿FDQFH� RI� ODQJXDJH� IRU�
timing. The ventrolateral PMC (PMCv), along with its ante-
rior neighbor, the opercular region of IFG, is a central com-
ponent of the articulatory system, controlling the “highly 
RYHUOHDUQHG�� IUHTXHQWO\� XVHG�� DQG� ÀH[LEO\� UHFRPELQDEOH�
articulatory and manual sequences” (Fiebach & Schubotz, 
2006). Therefore, it is conceivable that ventrolateral PMC, 
with its role in audio-vocal transformation, is involved in 
the motor representation of the temporal structure of events 
(Chen et al., 2009; Fiebach & Schubotz, 2006; Zatorre, 
Chen, & Penhune, 2007���:KLOH� RXU� ¿QGLQJV� FRQFHUQLQJ�
the right-lateralized activation of the PMCv stands at odds 
with the left-lateralization of audio-vocal transformations in 
the language literature, it is consistent with the frequently 
documented activation of this region in the music literature 
(Brown et al., 2006; Cheung, Meyer, Friederici, & Koelsch, 
2018; Musso et al., 2015).

The posterior IFG (Broca’s area) is associated with the 
construction of more complex linguistic and musical struc-
tures from their subordinate building blocks (Brown et al., 
2006; Cheung et al., 2018; Flinker et al., 2015; Friederici, 
2006). The contribution of posterior IFG to the construc-
tion of higher-order temporal sequences is demonstrated to 
occur beyond the linguistic and musical domains (Asano & 
Boeckx, 2015; Fadiga, Craighero, & D’Ausilio, 2009; Fie-
bach & Schubotz, 2006; Fitch & Martins, 2014; Jeon, 2014; 
Musso et al., 2015). Various sources of evidence (Clerget 
et al., 2012; Koechlin & Jubault, 2006; Stout, Toth, Schick, 
& Chaminade, 2008; Uddén, Ingvar, Hagoort, & Petersson, 
2017; Wang et al., 2019) suggest the IFG is a crucial compo-
nent of the shared substrates (Patel, 2011) for the processing 
of hierarchical structures in general. Therefore, we conclude 
WKDW� WKH� VXSHULRU� SRUWLRQ� RI� WKH� ULJKW� ,)*� FOXVWHU�� VSHFL¿-
cally associated with the sequence stimuli, may be related 
to the construction of temporal sequences from individual 
intervals. According to a recent proposal by Asano (2021), 
the ability to build a domain-general hierarchical structure 
depends upon the hierarchical control of goal-directed action 
(Badre & Nee, 2018) and hierarchical internal models (Fie-
bach & Schubotz, 2006; Wolpert, Doya, & Kawato, 2003) 
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greater congruence between an individual’s internal model 
of action and visual kinematics leads to better timing perfor-
mance (Gavazzi et al., 2013). Therefore, just as in the audi-
tory modality, temporal processing in the visual modality 
relies on sensorimotor transformation of real-world expe-
rience. Accordingly, our analysis yielded clusters of con-
vergent activation in ventrolateral PMC, adjacent IFC, and 
pre-SMA for the timing of visual stimuli, which substan-
tially overlapped with the results of the auditory analysis.

By contrast, we found selective activation of right-later-
alized IPL and middle frontal gyrus (MFG) for visual, but 
not auditory, stimuli. Moreover, this activation pattern was 
found for both visual and single interval timing tasks. Cyto-
DUFKLWHFWRQLFDOO\��WKH�LGHQWL¿HG�0)*�FOXVWHU�SULPDULO\�FRU-
responds to the anterior superior portion of area 45b and an 
inferior posterior portion of area 46. Studies in non-human 
primates have demonstrated that area 45b receives projec-
tions from the visual association cortex (Frey et al., 2014). 
$UHD� ��E� LV� DOVR� FRQQHFWHG� WR� ERWK� WKH� IURQWDO� H\H� ¿HOG�
�)()��DQG�VXSSOHPHQWDU\�H\H�¿HOG��6()���DQG�LV�WKHUHIRUH�
D൶OLDWHG�ZLWK� WKH� IURQWDO� RFXORPRWRU� V\VWHP� �*HUEHOOD� HW�
al., 2007, 2010). In tandem with the caudal portion of area 
��YF��SRVVLEO\�FRUUHVSRQGLQJ�WR�WKH�LGHQWL¿HG�SRUWLRQ�RI�WKH�
BA 46 in our study), this frontal network cooperates with 
the inferior parietal cortex to orient feature-based spatial 
attention and take part in oculomotor control (Borra & Lup-
pino, 2019; Gerbella et al., 2010; Gerbella, Borra, Tonelli, 
Rozzi, & Luppino, 2013��3UHPHUHXU��-DQVVHQ��	�9DQGX൵HO��
2015���7KH�GL൵HUHQWLDO� LQYROYHPHQW�RI� WKH�ULJKW�0)*�,3/�
network for visual stimuli and the DST for auditory stimuli 
UHYHDOV� GLVWLQFW� FRQWURO� PHFKDQLVPV� IRU� PRGDOLW\�VSHFL¿F�
timing. While auditory beat-based timing relies on sub-
cortical structures that subserve automatic repetitive motor 
SURFHVVHV�OLNH�ZDONLQJ��+DXVGRU൵�HW�DO���1998), visual inter-
val-based timing engages the frontoparietal attention net-
work (Lewis & Miall, 2003b) that is involved in gaze and 
manual control (Battaglia-Mayer et al., 2001; Hadjidimitra-
kis, Bakola, Wong, & Hagan, 2019). The greater reliance of 
visual timing on cognitive resources is compatible with the 
nature of gestural visuomotor processes. In contrast to the 
internal models of locomotive movements that, once estab-
lished, remain relatively constant, internal models of visu-
ally guided movements, such as manual reach, depend on 
sustained attention to visual feedback (Buneo & Andersen, 
2006; Zhao & Warren, 2015). Furthermore, the recruitment 
of the right MFG–IPL network in the relatively demand-
ing processing of visual timing is consistent with previous 
work (Lewis & Miall, 2006; Joaquim Radua, Pozo, Gómez, 
Guillen-Grima, & Ortuño, 2014; Rubia & Smith, 2004), 
indicating shared neural structures between time percep-
tion and executive functions. Hence, by contrast to the 
auditory modality, the lower reliance of visual timing on 

the pre-SMA and SMA-proper (Coull et al., 2016; Schwar-
tze et al., 2012) along a rostrocaudal axis of automaticity, 
with higher degrees of automaticity being localized more 
caudally. Taken together with the privileged access of the 
auditory system to the motor cortico-basal ganglia-thalamo-
cortical (mCBGT) circuit (Merchant & Honing, 2013), our 
UHVXOWV�XQGHUVFRUH� WKH� IDFLOLWDWRU\�VLJQL¿FDQFH�RI� WKH�'67�
for beat-based timing. With regard to the considerable con-
tribution of this region to the beat-based processing of time, 
we come to the conclusion that the DST, as a key substrate 
for associative learning (Liljeholm & O’Doherty, 2012; 
Penhune & Steele, 2012), probably provides a subcortical 
bypass for more straightforward representation of chains 
and hierarchies of learned interval sequences in closed-loop 
circuits.

By contrast to the DST that mediates relative or beat-
based timing of sequences of learned intervals, the cerebel-
lum is found to be more activated to undiscovered or weakly 
regular rhythmic structures (Lutz et al., 2000; Sakai et al., 
1999; Teki et al., 2011), or in the early stages of learning 
when absolute intervals play a more principal role (Jouen 
et al., 2013; R. M. Spencer, Zelaznik, Diedrichsen, & Ivry, 
2003; Teki et al., 2011). Indeed, the cerebellum is known 
for its involvement in the feedback-based formation and 
¿QH�WXQLQJ�RI� WKH� LQWHUQDO�PRGHO�RI� HYHQWV� �'DKPV�HW� DO���
2020; Ishikawa, Tomatsu, Izawa, & Kakei, 2016; Penhune 
& Steele, 2012; Shadmehr & Krakauer, 2008). Its activation 
by sequential stimulus presentation, particularly in motor 
timing tasks, is consistent with its role in forward modelling 
and indicates a role in the adaptive adjustment of behav-
ior based on the temporal correspondence between sensory 
input and motor output.

Timing of Visual and Single Interval Stimuli

The traditional notion of a general auditory advantage in 
WHPSRUDO�SURFHVVLQJ�KDV�EHHQ�FKDOOHQJHG�E\�¿QGLQJV�GHP-
onstrating that tapping to optimized moving visual stimuli, 
such as bouncing balls with realistic kinematics, is almost as 
good as tapping to auditory metronomes (Gan et al., 2015; 
Gu, Huang, & Wu, 2020; Hove et al., 2013; Silva & Cas-
tro, 2016). Temporal performance is facilitated not only by 
the visuospatial characteristics of the stimulus but also by 
its sensorimotor compatibility with the human motor reper-
toire (Allingham et al., 2021; Gavazzi et al., 2013). Visual 
interval timing might therefore be rooted in visuomotor ges-
tural behaviors, just as auditory beat-based timing relies on 
motor control structures implicated in audiomotor locomo-
tive behaviors, such as speaking. This conjecture complies 
ZLWK�¿QGLQJV�GHPRQVWUDWLQJ�WKDW�LQWHUQDO�PRGHOV�RI�JHVWXUDO�
movements, such as manual reach, help mediate the per-
ception of visual intervals (Addyman et al., 2017), and that 
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be substantially stimulus-driven. Accordingly, as discussed 
in Sect. 4.2.2, the right MFG–IPL network, obtained from 
WKH�TXDQWL¿FDWLRQ�DQDO\VLV��FRXOG�EH�UHSUHVHQWDWLYH�RI�VXFK�
stimulus-driven attention to duration. Hence, the observed 
dissimilarity in IPL lateralization for prediction versus 
TXDQWL¿FDWLRQ�FDQ�EH�DWWULEXWHG�WR�WKH�GLVVRFLDWLRQ�EHWZHHQ�
model-based and stimulus-driven processing of duration, 
respectively.

Limitations and Future Directions

Although the ALE coordinate-based meta-analysis was 
originally developed to disentangle structural rather than 
functional ambiguities in the neuroimaging literature, the 
comparative application of this technique to groups of 
experiments organized on the basis of functional attributes 
QDUURZV� GRZQ� WKH� SRWHQWLDO� UROH� RI� WKH� LGHQWL¿HG� UHJLRQV��
$FFRUGLQJO\��ZH�SRVWXODWH�WKDW�EUDLQ�VWUXFWXUHV�LGHQWL¿HG�WR�
be exclusively connected with a categorical property should 
EH� IXQFWLRQDOO\� LQYROYHG� LQ� WKH�SURFHVVLQJ�RI� WKDW� VSHFL¿F�
attribute. For instance, the exclusive contribution of sequen-
tial stimuli to the convergent activity in the dorsal striatum is 
LQGLFDWLYH�RI�LWV�IXQFWLRQDO�VLJQL¿FDQFH�IRU�EHDW�EDVHG�WLP-
ing. In contrast, the ALE analysis of functionally-separated 
studies do not allow to speculate on the possible functional 
roles of brain structures that respond quasi-ubiquitously 
across various contexts, such as the pre-SMA or insula.

Since the incorporated quality assessment tool was origi-
nally developed for clinical studies, its items do not per-
fectly match to our neuropsychological study. Therefore, 
the obtained score for each included study might not be the 
most relevant yardstick for assessing its quality. In addition 
to the quality of the included studies, their methodologi-
FDO�KHWHURJHQHLW\�GXH�WR�GL൵HUHQFHV�LQ�LPDJLQJ�WHFKQLTXHV��
VFDQQHU�W\SHV��DQG�VWDWLVWLFDO�DQDO\VHV�PD\�KDYH�LQÀXHQFHG�
the results we obtained. However, we could not investigate 
those methodological impacts because the number of stud-
ies in some subcategories (e.g. PET studies) fell below the 
minimum number required to control the excessive contri-
EXWLRQ� RI� LQGLYLGXDO� H[SHULPHQWV� �(LFNKR൵� HW� DO��� 2016). 
In addition, despite the conservative approach of the ALE 
technique and our strict compliance with CBMA meta-
analysis guidelines (Müller et al., 2018; Tahmasian et al., 
2019), the question of whether the obtained results depend 
on the meta-analysis technique we used requires future 
studies to compare our results with that of other available 
CBMA tecniques, such as (ES-)SDM (Radua et al., 2012), 
KDA (Wager et al., 2007), and GPR (Salimi-Khorshidi et 
al., 2009).

The uneven distribution of experiments with other stim-
ulus or task characteristics among classes of a single cat-
egorical dimension is a major issue for comparison between 

motor substrates could be taken to indicate lower degrees 
of embodiment in visual temporal processing and a greater 
need for cognitive control.

A Quantification vs. Prediction Dissociation of 
Timing

2XU�UHVXOWV�IURP�WKH�TXDQWL¿FDWLRQ�DQG�SUHGLFWLRQ�DQDO\VHV�
indicate that the striatal or right-lateralized fronto-parietal 
activations often reported in studies of duration estima-
tion are observed only when the duration has to be explic-
LWO\�HYDOXDWHG�DQG�TXDQWL¿HG� �H�J���SUHVVLQJ�D�EXWWRQ� IRU�D�
SUHVSHFL¿HG� WLPH� RU� PDNLQJ� D� VKRUWHU�ORQJHU� MXGJPHQW���
In addition, a comparison between the analyses of the two 
task goals yields a lateralization pattern with respect to IPL, 
where the left- and right-sided clusters correspond respec-
WLYHO\� WR� WKH� SUHGLFWLRQ� DQG� TXDQWL¿FDWLRQ� RI� WLPH�� 7KH�
observed dissociation between the left and right IPL clus-
WHUV�LV�SDUWLFXODUO\�FRQVLVWHQW�ZLWK�EUDLQ�VWLPXODWLRQ�¿QGLQJV�
GHPRQVWUDWLQJ�WKH�FDXVDO�VLJQL¿FDQFH�RI�OHIW�,3/�LQ�WHPSRUDO�
prediction of rhythms (Ross et al., 2018) and of right IPL 
LQ�WKH�WHPSRUDO�TXDQWL¿FDWLRQ�RI�GXUDWLRQ�LQ�GLVFULPLQDWLRQ�
tasks (Bueti et al., 2008).

This IPL lateralization pattern is also consistent with 
what we obtained from the stimulus contiguity analyses. 
6LPLODU� WR� WKH� SUHGLFWLRQ� DQG� TXDQWL¿FDWLRQ� DQDO\VHV�� WKH�
sequence and single interval analyses yielded left- and 
right-lateralized parietal activation, respectively. Learned 
rhythmic sequences induce predictions about the onset of 
an upcoming stimulus. Forming a temporal prediction about 
a forthcoming event in an ongoing sequence relies on the 
internal model of the sequence (Schubotz, 2007). An inter-
nal model is a sensorimotor representation of the events’ 
structure. The left IPL, as an interface receiving both feed-
forward motor and feedback sensory signals, is known to 
be recruited for linking sensory and motor systems through 
the dorsal stream (Rauschecker, 2011, 2018; Warren, Wise, 
& Warren, 2005). The dorsal stream is implicated in time-
H൶FLHQW� VHQVRU\�PRWRU� LQWHJUDWLRQ�� D� SKHQRPHQRQ� XQGHU-
lying the capacity for real-time internal representation of 
events’ structure (Bornkessel-Schlesewsky & Schlesewsky, 
2013; Rauschecker, 2011, 2018) and predictive coding 
(Friston & Kiebel, 2009; Proksch et al., 2020; Zatorre et 
al., 2007). Its role in the transmission of top-down predic-
tive signals to the sensory system, possibly through the opti-
mized allocation of attentional resources to the anticipated 
moment in time (Bolger et al., 2014; Coull & Nobre, 1998; 
Morillon & Baillet, 2017), results in ‘Active Sensing’ and 
facilitates the processing of upcoming stimulus (Morillon & 
Schroeder, 2015; Schroeder, Wilson, Radman, Scharfman, 
& Lakatos, 2010���%\�FRQWUDVW�� WKH�TXDQWL¿FDWLRQ�RI�QRYHO�
temporal information in single interval experiments would 
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time” (Meck & Ivry, 2016; Paton & Buonomano, 2018), but 
LW�LV�ZRUWK�WHVWLQJ�LI�GL൵HUHQW�WLPLQJ�WDVNV�WKDW�VKDUH�D�FRP-
bination of temporal characteristics just like their stereotyp-
ical groupings would engage common neural mechanisms 
and circuits. We hope that insights from the processing 
of time in real-life contexts will encourage researchers to 
progress towards timing experiments with higher ecologi-
cal validity that investigate how the interplay of multiple 
WHPSRUDO�FKDUDFWHULVWLFV�D൵HFWV�QHXUDO�VXEVWUDWHV�RI�WLPLQJ�

Conclusion

In this multi-dimensional meta-analysis, anatomical com-
monalities across categories reveal an almost ubiquitous 
activation of the pre-SMA and bilateral insula extend-
LQJ�LQWR�WKH�,)*��$QDWRPLFDO�VSHFL¿FLWLHV�LQGLFDWH�WKDW�WKH�
auditory–sequential and visual–single interval stimuli, as 
the key segregating factors, recruit the DST–SMA-proper 
and right MFG-IPL networks, respectively. While activa-
tion of the pre-SMA and bilateral insula are proposed to be 
associated with the sensorimotor and interoceptive notions 
RI� HPERGLHG� WHPSRUDO� FRJQLWLRQ�� RXU� ¿QGLQJV� IURP� WKH�
context-dependent activations are also consistent with an 
embodied framework according to which an abstract repre-
sentation of time is grounded in the sensorimotor processes 
WKDW� VXEVHUYH� DFWLRQV�ZLWK� D� FRPSDUDEOH� WHPSRUDO� SUR¿OH��
In particular, the DST and SMA-proper are known to be 
recruited for the execution of stabilized locomotive behav-
iors, while the MFG–IPL network is proposed to be associ-
ated with gestural behaviors. Accordingly, we come to the 
conclusion that the embodied nature of temporal processes 
more strongly implies an intrinsic rather than a dedicated 
neural implementation of timing processes.
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the analyses and any consequent functional inferences. For 
instance, a direct comparison between the perceptual and 
motor analyses yielded convergent activation in the DST 
WKDW�FRXOG�KDYH�EHHQ�LQWHUSUHWHG�DV�D�VLJQL¿FDQW�UROH�IRU�WKH�
DST in perceptual, but not motor, timing processes. How-
ever, a closer look at the contribution information in sup-
plementary Table 10 reveals a predominant contribution of 
sequential stimuli from rhythm perception tasks to the right 
DST cluster. On the other hand, a much lower (possibly 
inadequate) number of sequential stimuli from motor exper-
iments were available for inclusion in the analysis, possibly 
explaining the preferential activation of DST by perceptual 
tasks. Another instance of disproportionate distribution of 
experiments comes from the duration range analyses. Since 
experiments with a medium-range (500–1500 ms) stimulus 
duration comprise the majority of timing experiments, it 
has considerable neuroanatomical overlap with the results 
RI�WKH�DOO�H൵HFWV�DQDO\VLV��%\�FRQWUDVW��WKH�UHODWLYH�VSDUVLW\�
of results obtained from the analyses of short (< 500 ms) 
and long (> 500 ms) duration range stimuli cannot conclu-
sively be conceived to represent more focal neuroanatomi-
cal substrates but, rather, might index lower convergence 
simply due to the small number of included experiments. A 
similar conclusion can be drawn for the lack of cerebellar 
convergent activation in the single-interval analysis. Con-
sidering the modular organization of internal models in the 
cerebellum (Imamizu & Kawato, 2012; Imamizu, Kuroda, 
Miyauchi, Yoshioka, & Kawato, 2003), the absence of this 
region could have resulted from task-dependent (rather than 
contiguity-related) spatial heterogeneity of the reported cer-
ebellar data.

In addition to the auditory beat-based and visual inter-
val-based timing, humans are, of course, also capable of 
processing temporal information within visual sequences 
and auditory single-intervals. However, we speculate that 
the brain mechanisms for processing these rarer stimu-
OXV�FRPELQDWLRQV�DUH�QRW� DV� H൶FLHQW� DV� WKHLU� VWHUHRW\SLFDO�
counterparts that have higher ecological relevance. We also 
conjecture that these atypical combinations activate a mix-
ture of the neural correlates of each stereotypical pair. We 
acknowledge it would be advantageous to narrow the poten-
WLDO� IXQFWLRQDO� VLJQL¿FDQFH�RI� RXU� QHXURDQDWRPLFDO� UHVXOWV�
by expanding the auditory–sequential and visual–single-
interval segmentation into further dimensions, such as inter-
val duration. While such further sub-divisions could provide 
a more precise picture of the brain correlates of temporal 
processing, the unbalanced distribution of experiments and 
the small sample size of the resulting subsections would, in 
practice, restrict further analyses.
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WDWLRQV�� ZH� FDQQRW� GH¿QLWHO\� DUJXH� WKDW� WKH� HPERGLPHQW�
framework provides the key to an ultimate “taxonomy of 

1 3

http://dx.doi.org/10.1007/s11065-023-09588-1
http://dx.doi.org/10.1007/s11065-023-09588-1


UNCORRECTED PROOF

Neuropsychology Review

Bornkessel-Schlesewsky, I., & Schlesewsky, M. (2013). Reconciling 
time, space and function: a new dorsal–ventral stream model of 
sentence comprehension. Brain And Language, 125(1), 60–76. 
https://doi.org/10.1016/j.bandl.2013.01.010.

Borra, E., & Luppino, G. (2019). Large-scale temporo-parieto-frontal 
networks for motor and cognitive motor functions in the primate 
brain. Cortex; A Journal Devoted To The Study Of The Nervous 
System And Behavior, 118, 19–37. https://doi.org/10.1016/j.
cortex.2018.09.024.

%URZQ��6����������7LPH��FKDQJH��DQG�PRWLRQ��WKH�H൵HFWV�RI�VWLPXOXV�
movement on temporal perception. Perception And Psychophys-
ics, 57(1), 105–116. https://doi.org/10.3758/BF03211853.

Brown, S., Martinez, M. J., & Parsons, L. M. (2006). Music and language 
side by side in the brain: a PET study of the generation of melo-
dies and sentences. European Journal Of Neuroscience, 23(10), 
2791–2803. https://doi.org/10.1111/j.1460-9568.2006.04785.x.

Bueti, D., Bahrami, B., & Walsh, V. (2008). Sensory and association 
cortex in time perception. Journal Of Cognitive Neuroscience, 
20(6), 1054–1062. https://doi.org/10.1162/jocn.2008.20060.

Buhusi, C. V., & Meck, W. H. (2005). What makes us tick? Functional 
and neural mechanisms of interval timing. Nature Reviews Neu-
roscience, 6(10), 755–765. https://doi.org/10.1038/nrn1764.

Buneo, C. A., & Andersen, R. A. (2006). The posterior parietal cor-
tex: sensorimotor interface for the planning and online control 
of visually guided movements. Neuropsychologia, 44(13), 2594–
2606. https://doi.org/10.1016/j.neuropsychologia.2005.10.011.

%XRQRPDQR��'��9���%UDPHQ��-���	�.KRGDGDGLIDU��0����������,QÀXHQFH�
of the interstimulus interval on temporal processing and learning: 
testing the state-dependent network model. Philosophical Trans-
actions of the Royal Society B: Biological Sciences, 364(1525), 
1865–1873. https://doi.org/10.1098/rstb.2009.0019.

Cai, W., Ryali, S., Chen, T., Li, C. S., & Menon, V. (2014). Dissociable 
roles of right inferior frontal cortex and anterior insula in inhibi-
tory control: evidence from intrinsic and task-related functional 
SDUFHOODWLRQ�� FRQQHFWLYLW\�� DQG� UHVSRQVH� SUR¿OH� DQDO\VHV� DFURVV�
multiple datasets. Journal Of Neuroscience, 34(44), 14652–
14667. https://doi.org/10.1523/jneurosci.3048-14.2014.

Cannon, J. J., & Patel, A. D. (2021). How beat perception co-opts 
Motor Neurophysiology. Trends In Cognitive Sciences, 25(2), 
137–150. https://doi.org/10.1016/j.tics.2020.11.002.

Cerliani, L., Thomas, R. M., Jbabdi, S., Siero, J. C., Nanetti, L., Crippa, 
A., & Keysers, C. (2012). Probabilistic tractography recovers a 
rostrocaudal trajectory of connectivity variability in the human 
insular cortex. Human Brain Mapping, 33(9), 2005–2034. https://
doi.org/10.1002/hbm.21338.

Chen, J. L., Penhune, V. B., & Zatorre, R. J. (2008). Moving on time: 
Brain Network for auditory-motor synchronization is modulated 
by Rhythm Complexity and Musical Training. Journal Of Cog-
nitive Neuroscience, 20(2), 226–239. https://doi.org/10.1162/
jocn.2008.20018.

Chen, J. L., Penhune, V. B., & Zatorre, R. J. (2009). The role of audi-
tory and premotor cortex in sensorimotor transformations. Annals 
Of The New York Academy Of Sciences, 1169, 15–34. https://doi.
org/10.1111/j.1749-6632.2009.04556.x.

Chen, Z. Q., Du, M. Y., Zhao, Y. J., Huang, X. Q., Li, J., Lui, S., & 
*RQJ��4��<����������9R[HO�ZLVH�PHWD�DQDO\VHV�RI�EUDLQ�EORRG�ÀRZ�
and local synchrony abnormalities in medication-free patients 
with major depressive disorder. Journal of Psychiatry and Neuro-
science, 40(6), 401. https://doi.org/10.1503/jpn.140119.

Cheung, V. K. M., Meyer, L., Friederici, A. D., & Koelsch, S. (2018). 
The right inferior frontal gyrus processes nested non-local depen-
dencies in music. 6FLHQWL¿F� 5HSRUWV, 8(1), 3822. https://doi.
org/10.1038/s41598-018-22144-9.

Clerget, E., Poncin, W., Fadiga, L., & Olivier, E. (2012). Role of 
Broca’s area in implicit motor skill learning: evidence from 
continuous theta-burst magnetic stimulation. Journal Of 

Data Availability� 7KH�LQFOXGHG�VWXGLHV�DQG�WKHLU�FODVVL¿FDWLRQ�LQIRUPD-
tion is available in the supplementary materials. A table of coordinated 
will be provided by request.

Declarations

Ethical Approval Not applicable.

Competing interests� 7KH� DXWKRUV� GHFODUH� WKDW� WKHUH� DUH� QR� FRQÀLFWV�
of interest.

References

Addyman, C., Rocha, S., Fautrelle, L., French, R. M., Thomas, E., 
& Mareschal, D. (2017). Embodiment and the origin of inter-
val timing: kinematic and electromyographic data. Experimen-
tal Brain Research, 235(3), 923–930. https://doi.org/10.1007/
s00221-016-4842-y.

Allingham, E., Hammerschmidt, D., & Wöllner, C. (2021). Time per-
FHSWLRQ� LQ� KXPDQ� PRYHPHQW�� (൵HFWV� RI� VSHHG� DQG� DJHQF\� RQ�
duration estimation. Q J Exp Psychol (Hove), 74(3), 559–572. 
https://doi.org/10.1177/1747021820979518.

Araneda, R., Renier, L., Ebner-Karestinos, D., Dricot, L., & De Volder, 
A. G. (2017). Hearing, feeling or seeing a beat recruits a supra-
modal network in the auditory dorsal stream. European Journal 
Of Neuroscience, 45(11), 1439–1450. https://doi.org/10.1111/
ejn.13349.

Asano, R. (2021). The evolution of hierarchical structure building 
capacity for language and music: a bottom-up perspective. Pri-
mates. https://doi.org/10.1007/s10329-021-00905-x.

Asano, R., & Boeckx, C. (2015). Syntax in language and music: what 
is the right level of comparison? Frontiers In Psychology, 6, 942–
942. https://doi.org/10.3389/fpsyg.2015.00942.

Ayhan, I., & Ozbagci, D. (2020). Action-induced changes in the per-
ceived temporal features of visual events. Vision Research, 175, 
1–13. https://doi.org/10.1016/j.visres.2020.05.008.

Badre, D., & Nee, D. E. (2018). Frontal cortex and the Hierarchical 
Control of Behavior. Trends In Cognitive Sciences, 22(2), 170–
188. https://doi.org/10.1016/j.tics.2017.11.005.

Balasubramaniam, R., Haegens, S., Jazayeri, M., Merchant, H., Ster-
nad, D., & Song, J. H. (2021). Neural encoding and represen-
tation of Time for Sensorimotor Control and Learning. Journal 
Of Neuroscience, 41(5), 866–872. https://doi.org/10.1523/
jneurosci.1652-20.2020.

Barsalou, L. W. (2007). Grounded Cognition. Annu Rev Psy-
chol, 59(1), 617–645. https://doi.org/10.1146/annurev.
psych.59.103006.093639.

Battaglia-Mayer, A., Ferraina, S., Genovesio, A., Marconi, B., Squa-
trito, S., Molinari, M., & Caminiti, R. (2001). Eye-hand coordina-
tion during reaching. II. An analysis of the relationships between 
visuomanual signals in parietal cortex and parieto-frontal asso-
ciation projections. Cerebral Cortex, 11(6), 528–544. https://doi.
org/10.1093/cercor/11.6.528.

Beudel, M., Renken, R., Leenders, K. L., & De Jong, B. M. (2008). 
Cerebral representations of space and time. Neuroimage, 44(3), 
1032–1040. https://doi.org/10.1016/j.neuroimage.2008.09.028.

Bolger, D., Coull, J. T., & Schön, D. (2014). Metrical rhythm implicitly 
orients attention in time as indexed by improved target detection 
and left inferior parietal activation. Journal Of Cognitive Neuro-
science, 26(3), 593–605. https://doi.org/10.1162/jocn_a_00511.

Boll-Avetisyan, N., Bhatara, A., & Höhle, B. (2020). Processing of 
Rhythm in Speech and Music in Adult Dyslexia. Brain Sci, 10(5), 
https://doi.org/10.3390/brainsci10050261.

1 3

http://dx.doi.org/10.1016/j.bandl.2013.01.010
http://dx.doi.org/10.1016/j.cortex.2018.09.024
http://dx.doi.org/10.1016/j.cortex.2018.09.024
http://dx.doi.org/10.3758/BF03211853
http://dx.doi.org/10.1111/j.1460-9568.2006.04785.x
http://dx.doi.org/10.1162/jocn.2008.20060
http://dx.doi.org/10.1038/nrn1764
http://dx.doi.org/10.1016/j.neuropsychologia.2005.10.011
http://dx.doi.org/10.1098/rstb.2009.0019
http://dx.doi.org/10.1523/jneurosci.3048-14.2014
http://dx.doi.org/10.1016/j.tics.2020.11.002
http://dx.doi.org/10.1002/hbm.21338
http://dx.doi.org/10.1002/hbm.21338
http://dx.doi.org/10.1162/jocn.2008.20018
http://dx.doi.org/10.1162/jocn.2008.20018
http://dx.doi.org/10.1111/j.1749-6632.2009.04556.x
http://dx.doi.org/10.1111/j.1749-6632.2009.04556.x
http://dx.doi.org/10.1503/jpn.140119
http://dx.doi.org/10.1038/s41598-018-22144-9
http://dx.doi.org/10.1038/s41598-018-22144-9
http://dx.doi.org/10.1007/s00221-016-4842-y
http://dx.doi.org/10.1007/s00221-016-4842-y
http://dx.doi.org/10.1177/1747021820979518
http://dx.doi.org/10.1111/ejn.13349
http://dx.doi.org/10.1111/ejn.13349
http://dx.doi.org/10.1007/s10329-021-00905-x
http://dx.doi.org/10.3389/fpsyg.2015.00942
http://dx.doi.org/10.1016/j.visres.2020.05.008
http://dx.doi.org/10.1016/j.tics.2017.11.005
http://dx.doi.org/10.1523/jneurosci.1652-20.2020
http://dx.doi.org/10.1523/jneurosci.1652-20.2020
http://dx.doi.org/10.1146/annurev.psych.59.103006.093639
http://dx.doi.org/10.1146/annurev.psych.59.103006.093639
http://dx.doi.org/10.1093/cercor/11.6.528
http://dx.doi.org/10.1093/cercor/11.6.528
http://dx.doi.org/10.1016/j.neuroimage.2008.09.028
http://dx.doi.org/10.1162/jocn_a_00511
http://dx.doi.org/10.3390/brainsci10050261


UNCORRECTED PROOF

Neuropsychology Review

Evans, A., Collins, L., Mills, S. R., Brown, E. D., Kelly, R. L., & 
Peters, T. (1993). 3D Statistical Neuroanatomical Models from 
305 MRI Volumes (Vol. 1813–1817).

Fadiga, L., Craighero, L., & D’Ausilio, A. (2009). Broca’s 
area in language, action, and music. Annals Of The New 
York Academy Of Sciences, 1169, 448–458. https://doi.
org/10.1111/j.1749-6632.2009.04582.x.

Fernandes, A. C., & Garcia-Marques, T. (2019). The perception of 
time is dynamically interlocked with the facial muscle activ-
ity. 6FLHQWL¿F� 5HSRUWV, 9(1), 18737. https://doi.org/10.1038/
s41598-019-55029-6.

Fiebach, C. J., & Schubotz, R. I. (2006). Dynamic anticipatory process-
ing of hierarchical sequential events: a common role for Broca’s 
area and ventral premotor cortex across domains? Cortex; A Jour-
nal Devoted To The Study Of The Nervous System And Behavior, 
42(4), 499–502. https://doi.org/10.1016/s0010-9452(08)70386-1.

Fitch, W. T., & Martins, M. D. (2014). Hierarchical processing in 
music, language, and action: Lashley revisited. Annals Of The 
New York Academy Of Sciences, 1316(1), 87–104. https://doi.
org/10.1111/nyas.12406.

Flinker, A., Korzeniewska, A., Shestyuk, A. Y., Franaszczuk, P. J., 
'URQNHUV��1��)���.QLJKW��5��7���	�&URQH��1��(����������5HGH¿QLQJ�
the role of Broca’s area in speech. Proceedings of the National 
Academy of Sciences, 201414491. doi:https://doi.org/10.1073/
pnas.1414491112

Frey, S., Mackey, S., & Petrides, M. (2014). Cortico-cortical connec-
tions of areas 44 and 45B in the macaque monkey. Brain And Lan-
guage, 131, 36–55. https://doi.org/10.1016/j.bandl.2013.05.005.

Friederici, A. D. (2006). Broca’s area and the ventral premotor cor-
WH[� LQ� ODQJXDJH�� IXQFWLRQDO� GL൵HUHQWLDWLRQ� DQG� VSHFL¿FLW\��
Cortex; A Journal Devoted To The Study Of The Nervous Sys-
tem And Behavior, 42(4), 472–475. https://doi.org/10.1016/
s0010-9452(08)70380-0.

Friston, K., & Kiebel, S. (2009). Predictive coding under the free-
energy principle. Philosophical Transactions Of The Royal 
Society Of London. Series B, Biological Sciences, 364(1521), 
1211–1221. https://doi.org/10.1098/rstb.2008.0300.

Fujii, S., & Wan, C. Y. (2014). The role of Rhythm in Speech and Lan-
guage Rehabilitation: the SEP hypothesis. Frontiers In Human 
Neuroscience, 8, 777. https://doi.org/10.3389/fnhum.2014.00777.

Gan, L., Huang, Y., Zhou, L., Qian, C., & Wu, X. (2015). Synchroniza-
tion to a bouncing ball with a realistic motion trajectory. 6FLHQWL¿F�
Reports, 5(1), 11974. https://doi.org/10.1038/srep11974.

Gavazzi, G., Bisio, A., & Pozzo, T. (2013). Time perception of visual 
motion is tuned by the motor representation of human actions. 
6FLHQWL¿F�5HSRUWV, 3(1), 1168. https://doi.org/10.1038/srep01168.

Geiser, E., Notter, M., & Gabrieli, J. D. E. (2012). A corticostriatal 
neural system enhances auditory perception through temporal 
Context Processing. The Journal of Neuroscience, 32(18), 6177. 
https://doi.org/10.1523/JNEUROSCI.5153-11.2012.

Gerbella, M., Belmalih, A., Borra, E., Rozzi, S., & Luppino, G. (2007). 
Multimodal architectonic subdivision of the caudal ventrolateral 
prefrontal cortex of the macaque monkey. Brain Struct Funct, 
212(3–4), 269–301. https://doi.org/10.1007/s00429-007-0158-9.

Gerbella, M., Belmalih, A., Borra, E., Rozzi, S., & Luppino, G. (2010). 
Cortical connections of the macaque caudal ventrolateral prefron-
tal areas 45A and 45B. Cerebral Cortex, 20(1), 141–168. https://
doi.org/10.1093/cercor/bhp087.

Gerbella, M., Borra, E., Tonelli, S., Rozzi, S., & Luppino, G. 
(2013). Connectional heterogeneity of the ventral part of the 
Macaque Area 46. Cerebral Cortex, 23(4), 967–987. https://doi.
org/10.1093/cercor/bhs096.

Gilbert, A. C., Boucher, V. J., & Jemel, B. (2015). The perceptual 
chunking of speech: a demonstration using ERPs. Brain Research, 
1603, 101–113. https://doi.org/10.1016/j.brainres.2015.01.032.

Cognitive Neuroscience, 24(1), 80–92. https://doi.org/10.1162/
jocn_a_00108.

Comstock, D. C., Hove, M. J., & Balasubramaniam, R. (2018). Sen-
sorimotor synchronization with auditory and visual modalities: 
EHKDYLRUDO� DQG� QHXUDO� GL൵HUHQFHV�� Frontiers In Computational 
Neuroscience, 12, 53. https://doi.org/10.3389/fncom.2018.00053.

Coull, J., & Droit-Volet, S. (2018). Explicit understanding of Duration 
develops implicitly through action. Trends In Cognitive Sciences, 
22(10), 923–937. https://doi.org/10.1016/j.tics.2018.07.011.

Coull, J., & Nobre, A. (2008). Dissociating explicit timing from tem-
poral expectation with fMRI. Current Opinion In Neurobiology, 
18(2), 137–144. https://doi.org/10.1016/j.conb.2008.07.011.

Coull, J., Vidal, F., & Burle, B. (2016). When to act, or not to act: that’s 
the SMA’s question. Current Opinion in Behavioral Sciences, 8, 
14–21. https://doi.org/10.1016/j.cobeha.2016.01.003.

Coull, J. T., & Nobre, A. C. (1998). Where and when to pay attention: 
the neural systems for directing attention to spatial locations and 
to time intervals as revealed by both PET and fMRI. Journal Of 
Neuroscience, 18(18), 7426–7435.

Craig, A. D. B. (2009). Emotional moments across time: a possible 
neural basis for time perception in the anterior insula. Philosophi-
cal Transactions Of The Royal Society Of London. Series B, Bio-
logical Sciences, 364(1525), 1933–1942. https://doi.org/10.1098/
rstb.2009.0008.

Cumming, R., Wilson, A., Leong, V., Colling, L. J., & Goswami, 
U. (2015). Awareness of rhythm patterns in Speech and Music 
LQ� &KLOGUHQ� ZLWK� 6SHFL¿F� /DQJXDJH� LPSDLUPHQWV�� Frontiers 
In Human Neuroscience, 9, 672. https://doi.org/10.3389/
fnhum.2015.00672.

Dahms, C., Brodoehl, S., Witte, O. W., & Klingner, C. M. (2020). The 
LPSRUWDQFH�RI�GL൵HUHQW�OHDUQLQJ�VWDJHV�IRU�PRWRU�VHTXHQFH�OHDUQ-
ing after stroke. Human Brain Mapping, 41(1), 270–286. https://
doi.org/10.1002/hbm.24793.

Daikoku, T., Daikoku, T., & Goswami, U. (2020). The Hierarchical 
Structure of Temporal Modulations in Music is Universal across 
Genres and matches Infant-Directed Speech. bioRxiv.

De Kock, R., Zhou, W., Joiner, W. M., & Wiener, M. (2021). Slow-
ing the body slows down time perception. Elife, 10, https://doi.
org/10.7554/eLife.63607.

Deen, B., Pitskel, N. B., & Pelphrey, K. A. (2011). Three systems of 
LQVXODU� IXQFWLRQDO� FRQQHFWLYLW\� LGHQWL¿HG� ZLWK� FOXVWHU� DQDO\VLV��
Cerebral Cortex, 21(7), 1498–1506. https://doi.org/10.1093/
cercor/bhq186.

Dowling, W. J. (1973). Rhythmic groups and subjective chunks in 
memory for melodies. Perception And Psychophysics, 14(1), 
37–40. https://doi.org/10.3758/BF03198614.

Droit-Volet, S., & Dambrun, M. (2019). Awareness of the passage of 
time and self-consciousness: what do meditators report? Psych J, 
8(1), 51–65. https://doi.org/10.1002/pchj.270.

(LFNKR൵��6��%���6WHSKDQ��.��(���0RKOEHUJ��+���*UHINHV��&���)LQN��*��5���
Amunts, K., & Zilles, K. (2005). A new SPM toolbox for combin-
ing probabilistic cytoarchitectonic maps and functional imaging 
data. Neuroimage, 25(4), 1325–1335. https://doi.org/10.1016/j.
neuroimage.2004.12.034.

(LFNKR൵�� 6�� %��� %]GRN�� '��� /DLUG�� $�� 5��� .XUWK�� )��� 	� )R[�� 3�� 7��
(2012). Activation likelihood estimation meta-analysis revis-
ited. Neuroimage, 59(3), 2349–2361. https://doi.org/10.1016/j.
neuroimage.2011.09.017.

(LFNKR൵��6��%���1LFKROV��7��(���/DLUG��$��5���+R൵VWDHGWHU��)���$PXQWV��
.���)R[��3��7���	�(LFNKR൵��&��5����������%HKDYLRU��VHQVLWLYLW\��DQG�
power of activation likelihood estimation characterized by mas-
sive empirical simulation. Neuroimage, 137, 70–85. https://doi.
org/10.1016/j.neuroimage.2016.04.072.

Essens, P. J., & Povel, D. J. (1985). Metrical and nonmetrical repre-
sentations of temporal patterns. Perception And Psychophysics, 
37(1), 1–7. https://doi.org/10.3758/bf03207132.

1 3

http://dx.doi.org/10.1111/j.1749-6632.2009.04582.x
http://dx.doi.org/10.1111/j.1749-6632.2009.04582.x
http://dx.doi.org/10.1038/s41598-019-55029-6
http://dx.doi.org/10.1038/s41598-019-55029-6
http://dx.doi.org/10.1016/s0010-9452(08)70386-1
http://dx.doi.org/10.1111/nyas.12406
http://dx.doi.org/10.1111/nyas.12406
http://dx.doi.org/10.1073/pnas.1414491112
http://dx.doi.org/10.1073/pnas.1414491112
http://dx.doi.org/10.1016/j.bandl.2013.05.005
http://dx.doi.org/10.1016/s0010-9452(08)70380-0
http://dx.doi.org/10.1016/s0010-9452(08)70380-0
http://dx.doi.org/10.1098/rstb.2008.0300
http://dx.doi.org/10.3389/fnhum.2014.00777
http://dx.doi.org/10.1038/srep11974
http://dx.doi.org/10.1038/srep01168
http://dx.doi.org/10.1523/JNEUROSCI.5153-11.2012
http://dx.doi.org/10.1007/s00429-007-0158-9
http://dx.doi.org/10.1093/cercor/bhp087
http://dx.doi.org/10.1093/cercor/bhp087
http://dx.doi.org/10.1093/cercor/bhs096
http://dx.doi.org/10.1093/cercor/bhs096
http://dx.doi.org/10.1016/j.brainres.2015.01.032
http://dx.doi.org/10.1162/jocn_a_00108
http://dx.doi.org/10.1162/jocn_a_00108
http://dx.doi.org/10.3389/fncom.2018.00053
http://dx.doi.org/10.1016/j.tics.2018.07.011
http://dx.doi.org/10.1016/j.conb.2008.07.011
http://dx.doi.org/10.1016/j.cobeha.2016.01.003
http://dx.doi.org/10.1098/rstb.2009.0008
http://dx.doi.org/10.1098/rstb.2009.0008
http://dx.doi.org/10.3389/fnhum.2015.00672
http://dx.doi.org/10.3389/fnhum.2015.00672
http://dx.doi.org/10.1002/hbm.24793
http://dx.doi.org/10.1002/hbm.24793
http://dx.doi.org/10.7554/eLife.63607
http://dx.doi.org/10.7554/eLife.63607
http://dx.doi.org/10.1093/cercor/bhq186
http://dx.doi.org/10.1093/cercor/bhq186
http://dx.doi.org/10.3758/BF03198614
http://dx.doi.org/10.1002/pchj.270
http://dx.doi.org/10.1016/j.neuroimage.2004.12.034
http://dx.doi.org/10.1016/j.neuroimage.2004.12.034
http://dx.doi.org/10.1016/j.neuroimage.2011.09.017
http://dx.doi.org/10.1016/j.neuroimage.2011.09.017
http://dx.doi.org/10.1016/j.neuroimage.2016.04.072
http://dx.doi.org/10.1016/j.neuroimage.2016.04.072
http://dx.doi.org/10.3758/bf03207132


UNCORRECTED PROOF

Neuropsychology Review

Jancke, L., Loose, R., Lutz, K., Specht, K., & Shah, N. J. (2000). Cor-
tical Activations during Paced Finger-Tapping applying visual 
and auditory pacing stimuli. Cognitive Brain Research, 10(1–2), 
51–66. https://doi.org/10.1016/s0926-6410(00)00022-7.

Jeon, H. A. (2014). Hierarchical processing in the prefrontal cortex in a 
variety of cognitive domains. Frontiers in Systems Neuroscience, 
8, 223. https://doi.org/10.3389/fnsys.2014.00223.

Jouen, A. L., Verwey, W. B., van der Helden, J., Scheiber, C., Neveu, 
R., Dominey, P. F., & Ventre-Dominey, J. (2013). Discrete 
sequence production with and without a pause: the role of cortex, 
basal ganglia, and cerebellum. Frontiers In Human Neuroscience, 
7, 492. https://doi.org/10.3389/fnhum.2013.00492.

Kamalian, A., Khodadadifar, T., Saberi, A., Masoudi, M., Camilleri, 
-�� $��� (LFNKR൵�� &�� 5��� 	� 7DKPDVLDQ�� 0�� �������� &RQYHUJHQW�
regional brain abnormalities in behavioral variant frontotemporal 
dementia: a neuroimaging meta-analysis of 73 studies. Alzheim-
er’s & Dementia: Diagnosis Assessment & Disease Monitoring, 
14(1), e12318. https://doi.org/10.1002/dad2.12318.

Kawashima, R., Okuda, J., Umetsu, A., Sugiura, M., Inoue, K., Suzuki, 
K., & Yamadori, A. (2000). Human cerebellum plays an important 
UROH�LQ�PHPRU\�WLPHG�¿QJHU�PRYHPHQW��DQ�I05,�VWXG\��Journal 
Of Neurophysiology, 83(2), 1079–1087. https://doi.org/10.1152/
jn.2000.83.2.1079.

Koechlin, E., & Jubault, T. (2006). Broca’s Area and the Hierarchi-
cal Organization of Human Behavior. Neuron, 50(6), 963–974. 
https://doi.org/10.1016/j.neuron.2006.05.017.

Kononowicz, T. W., & van Rijn, H. (2014). Decoupling interval timing 
and climbing neural activity: a dissociation between CNV and 
N1P2 amplitudes. Journal Of Neuroscience, 34(8), 2931–2939. 
https://doi.org/10.1523/jneurosci.2523-13.2014.

Kononowicz, T. W., & van Rijn, H. (2015). Single trial beta oscilla-
tions index time estimation. Neuropsychologia, 75, 381–389. 
https://doi.org/10.1016/j.neuropsychologia.2015.06.014.

Kotz, S. A., & Gunter, T. C. (2015). Can rhythmic auditory cuing reme-
GLDWH�ODQJXDJH�UHODWHG�GH¿FLWV�LQ�3DUNLQVRQ¶V�GLVHDVH"�Annals Of 
The New York Academy Of Sciences, 1337, 62–68. https://doi.
org/10.1111/nyas.12657.

Kotz, S. A., & Schwartze, M. (2010). Cortical speech processing 
unplugged: a timely subcortico-cortical framework. Trends In 
Cognitive Sciences, 14(9), 392–399. https://doi.org/10.1016/j.
tics.2010.06.005.

Ladányi, E., Persici, V., Fiveash, A., Tillmann, B., & Gordon, R. L. 
(2020). Is atypical rhythm a risk factor for developmental speech 
and language disorders? Wiley Interdisciplinary Reviews. Cogni-
tive Science, 11(5), e1528. https://doi.org/10.1002/wcs.1528.

Lancaster, J. L., Tordesillas-Gutiérrez, D., Martinez, M., Salinas, F., 
Evans, A., Zilles, K., & Fox, P. T. (2007). Bias between MNI and 
Talairach coordinates analyzed using the ICBM-152 brain tem-
plate. Human Brain Mapping, 28(11), 1194–1205. https://doi.
org/10.1002/hbm.20345.

Large, E. W., & Snyder, J. S. (2009). Pulse and meter as neural res-
onance. Annals Of The New York Academy Of Sciences, 1169, 
46–57. https://doi.org/10.1111/j.1749-6632.2009.04550.x.

Lewis, P. A., & Miall, R. C. (2003a). Brain activation patterns during 
measurement of sub- and supra-second intervals. Neuropsycholo-
gia, 41(12), 1583–1592.

Lewis, P. A., & Miall, R. C. (2003b). Distinct systems for automatic 
and cognitively controlled time measurement: evidence from 
neuroimaging. Current Opinion In Neurobiology, 13(2), 250–
255. https://doi.org/10.1016/s0959-4388(03)00036-9.

Lewis, P. A., & Miall, R. C. (2006). A right hemispheric prefrontal sys-
tem for cognitive time measurement. Behav Processes, 71(2–3), 
226–234. doi:https://doi.org/10.1016/j.beproc.2005.12.009

Lewis, P. A., & Miall, R. C. (2009). The precision of temporal 
judgement: milliseconds, many minutes, and beyond. Philo-
sophical Transactions Of The Royal Society Of London. Series 

Gobet, F., Lane, P. C. R., Croker, S., Cheng, P. C. H., Jones, G., Oli-
ver, I., & Pine, J. M. (2001). Chunking mechanisms in human 
learning. Trends In Cognitive Sciences, 5(6), 236–243. https://doi.
org/10.1016/S1364-6613(00)01662-4.

Gordon, R. L., Jacobs, M. S., Schuele, C. M., & McAuley, J. D. (2015). 
Perspectives on the rhythm-grammar link and its implications for 
typical and atypical language development. Annals Of The New 
York Academy Of Sciences, 1337, 16–25. https://doi.org/10.1111/
nyas.12683.

Goswami, U. (2019). Speech rhythm and language acquisition: an 
amplitude modulation phase hierarchy perspective. Annals of 
the New York Academy of Sciences, 1453(1), 67–78. https://doi.
org/10.1111/nyas.14137.

Grahn, J. A. (2009). The role of the basal ganglia in beat perception: 
neuroimaging and neuropsychological investigations. Annals Of 
The New York Academy Of Sciences, 1169, 35–45. https://doi.
org/10.1111/j.1749-6632.2009.04553.x.

Grahn, J. A., & Rowe, J. B. (2009). Feeling the beat: Premotor and 
Striatal interactions in musicians and nonmusicians during beat 
perception. Journal of Neuroscience, 29(23), 7540–7548. https://
doi.org/10.1523/jneurosci.2018-08.2009.

Graybiel, A. M. (1998). The basal ganglia and chunking of action 
repertoires. Neurobiology Of Learning And Memory, 70(1–2), 
119–136. https://doi.org/10.1006/nlme.1998.3843.

*URQGLQ��6���2XHOOHW��%���	�5RXVVHO��0��(����������%HQH¿WV�DQG�OLPLWV�
of explicit counting for discriminating temporal intervals. Cana-
dian Journal Of Experimental Psychology, 58(1), 1–12. https://
doi.org/10.1037/h0087436.

Gu, L., Huang, Y., & Wu, X. (2020). Advantage of audition over 
vision in a perceptual timing task but not in a sensorimotor tim-
ing task. Psychological Research, 84(7), 2046–2056. https://doi.
org/10.1007/s00426-019-01204-3.

Habib, M. (2021). The neurological basis of Developmental Dyslexia 
and Related Disorders: a reappraisal of the temporal hypoth-
esis, twenty years on. Brain Sci, 11(6), https://doi.org/10.3390/
brainsci11060708.

Hadjidimitrakis, K., Bakola, S., Wong, Y. T., & Hagan, M. A. (2019). 
Mixed spatial and Movement Representations in the primate pos-
terior parietal cortex. Frontiers in Neural Circuits, 13, https://doi.
org/10.3389/fncir.2019.00015.

+DXVGRU൵��-��0���&XGNRZLF]��0��(���)LUWLRQ��5���:HL��-��<���	�*ROG-
berger, A. L. (1998). Gait variability and basal ganglia disorders: 
stride-to-stride variations of gait cycle timing in Parkinson’s 
disease and Huntington’s disease. Movement Disorders, 13(3), 
428–437. https://doi.org/10.1002/mds.870130310.

Hove, M. J., Fairhurst, M. T., Kotz, S. A., & Keller, P. E. (2013). 
Synchronizing with auditory and visual rhythms: an Fmri 
$VVHVVPHQW� RI� PRGDOLW\� GL൵HUHQFHV� DQG� PRGDOLW\� DSSURSUL-
ateness. Neuroimage, 67, 313–321. https://doi.org/10.1016/j.
neuroimage.2012.11.032.

Imamizu, H., & Kawato, M. (2012). Cerebellar internal models: impli-
cations for the dexterous use of tools. Cerebellum, 11(2), 325–
335. https://doi.org/10.1007/s12311-010-0241-2.

Imamizu, H., Kuroda, T., Miyauchi, S., Yoshioka, T., & Kawato, 
M. (2003). Modular organization of internal models of tools 
in the human cerebellum. Proceedings of the National Acad-
emy of Sciences, 100(9), 5461. doi:https://doi.org/10.1073/
pnas.0835746100

Ishikawa, T., Tomatsu, S., Izawa, J., & Kakei, S. (2016). The cere-
bro-cerebellum: could it be loci of forward models? Neu-
roscience Research, 104, 72–79. https://doi.org/10.1016/j.
neures.2015.12.003.

Ivry, R. B. (1996). The representation of temporal information in per-
ception and motor control. Current Opinion in Neurobiology, 
6(6), 851–857. https://doi.org/10.1016/S0959-4388(96)80037-7.

1 3

http://dx.doi.org/10.1016/s0926-6410(00)00022-7
http://dx.doi.org/10.3389/fnsys.2014.00223
http://dx.doi.org/10.3389/fnhum.2013.00492
http://dx.doi.org/10.1002/dad2.12318
http://dx.doi.org/10.1152/jn.2000.83.2.1079
http://dx.doi.org/10.1152/jn.2000.83.2.1079
http://dx.doi.org/10.1016/j.neuron.2006.05.017
http://dx.doi.org/10.1523/jneurosci.2523-13.2014
http://dx.doi.org/10.1016/j.neuropsychologia.2015.06.014
http://dx.doi.org/10.1111/nyas.12657
http://dx.doi.org/10.1111/nyas.12657
http://dx.doi.org/10.1016/j.tics.2010.06.005
http://dx.doi.org/10.1016/j.tics.2010.06.005
http://dx.doi.org/10.1002/wcs.1528
http://dx.doi.org/10.1002/hbm.20345
http://dx.doi.org/10.1002/hbm.20345
http://dx.doi.org/10.1111/j.1749-6632.2009.04550.x
http://dx.doi.org/10.1016/s0959-4388(03)00036-9
http://dx.doi.org/10.1016/j.beproc.2005.12.009
http://dx.doi.org/10.1016/S1364-6613(00)01662-4
http://dx.doi.org/10.1016/S1364-6613(00)01662-4
http://dx.doi.org/10.1111/nyas.12683
http://dx.doi.org/10.1111/nyas.12683
http://dx.doi.org/10.1111/nyas.14137
http://dx.doi.org/10.1111/nyas.14137
http://dx.doi.org/10.1111/j.1749-6632.2009.04553.x
http://dx.doi.org/10.1111/j.1749-6632.2009.04553.x
http://dx.doi.org/10.1523/jneurosci.2018-08.2009
http://dx.doi.org/10.1523/jneurosci.2018-08.2009
http://dx.doi.org/10.1006/nlme.1998.3843
http://dx.doi.org/10.1037/h0087436
http://dx.doi.org/10.1037/h0087436
http://dx.doi.org/10.1007/s00426-019-01204-3
http://dx.doi.org/10.1007/s00426-019-01204-3
http://dx.doi.org/10.3390/brainsci11060708
http://dx.doi.org/10.3390/brainsci11060708
http://dx.doi.org/10.3389/fncir.2019.00015
http://dx.doi.org/10.3389/fncir.2019.00015
http://dx.doi.org/10.1002/mds.870130310
http://dx.doi.org/10.1016/j.neuroimage.2012.11.032
http://dx.doi.org/10.1016/j.neuroimage.2012.11.032
http://dx.doi.org/10.1007/s12311-010-0241-2
http://dx.doi.org/10.1073/pnas.0835746100
http://dx.doi.org/10.1073/pnas.0835746100
http://dx.doi.org/10.1016/j.neures.2015.12.003
http://dx.doi.org/10.1016/j.neures.2015.12.003
http://dx.doi.org/10.1016/S0959-4388(96)80037-7


UNCORRECTED PROOF

Neuropsychology Review

syntactic computations in music and language. Neuroimage, 117, 
267–283. https://doi.org/10.1016/j.neuroimage.2015.05.020.

Nani, A., Manuello, J., Liloia, D., Duca, S., Costa, T., & Cauda, F. 
(2019). The neural Correlates of Time: a Meta-analysis of Neu-
roimaging Studies. Journal Of Cognitive Neuroscience, 31(12), 
1796–1826. https://doi.org/10.1162/jocn_a_01459.

Niedenthal, P. M., Barsalou, L. W., Winkielman, P., Krauth-Gruber, 
S., & Ric, F. (2005). Embodiment in attitudes, social perception, 
and emotion. Pers Soc Psychol Rev, 9(3), 184–211. https://doi.
org/10.1207/s15327957pspr0903_1.

Ohmae, S., Kunimatsu, J., & Tanaka, M. (2017). Cerebellar roles 
in self-timing for sub- and Supra-Second Intervals. Journal 
Of Neuroscience, 37(13), 3511–3522. https://doi.org/10.1523/
jneurosci.2221-16.2017.

Orgs, G., Kirsch, L., & Haggard, P. (2013). Time perception during 
DSSDUHQW� ELRORJLFDO� PRWLRQ� UHÀHFWV� VXEMHFWLYH� VSHHG� RI� PRYH-
ment, not objective rate of visual stimulation. Experimental 
Brain Research, 227(2), 223–229. https://doi.org/10.1007/
s00221-013-3502-8.

3DJH��0��-���0F.HQ]LH��-��(���%RVVX\W��3��0���%RXWURQ��,���+R൵PDQQ��
T. C., Mulrow, C. D., & Moher, D. (2021). The PRISMA 2020 
statement: an updated guideline for reporting systematic reviews. 
Bmj, 372, n71. https://doi.org/10.1136/bmj.n71.

Patel, A. D. (2011). Language, music, and the brain: a resource-shar-
ing framework.

Patel, A. D., & Iversen, J. R. (2014). The evolutionary neuroscience of 
musical beat perception: the Action Simulation for Auditory Pre-
diction (ASAP) hypothesis. Frontiers in Systems Neuroscience, 
8, 57–57. https://doi.org/10.3389/fnsys.2014.00057.

3DWHO��$��'���,YHUVHQ��-��5���&KHQ��<���	�5HSS��%��+����������7KH�LQÀX-
ence of metricality and modality on synchronization with a beat. 
Experimental Brain Research, 163(2), 226–238. https://doi.
org/10.1007/s00221-004-2159-8.

Paton, J. J., & Buonomano, D. V. (2018). The neural basis of timing: 
distributed mechanisms for diverse functions. Neuron, 98(4), 
687–705. https://doi.org/10.1016/j.neuron.2018.03.045.

Penhune, V. B., & Steele, C. J. (2012). Parallel contributions of cer-
ebellar, striatal and M1 mechanisms to motor sequence learn-
ing. Behavioural Brain Research, 226(2), 579–591. https://doi.
org/10.1016/j.bbr.2011.09.044.

Pereira, A. P. S., Marinho, V., Gupta, D., Magalhães, F., Ayres, C., 
& Teixeira, S. (2019). Music therapy and dance as Gait Reha-
bilitation in patients with Parkinson Disease: a review of evi-
dence. J Geriatr Psychiatry Neurol, 32(1), 49–56. https://doi.
org/10.1177/0891988718819858.

Petter, E. A., Lusk, N. A., Hesslow, G., & Meck, W. H. (2016). Interac-
tive roles of the cerebellum and striatum in sub-second and supra-
second timing: support for an initiation, continuation, adjustment, 
and termination (ICAT) model of temporal processing. Neuro-
science And Biobehavioral Reviews, 71, 739–755. https://doi.
org/10.1016/j.neubiorev.2016.10.015.

3ROWL�� ,��� 0DUWLQ�� %��� 	� YDQ� :DVVHQKRYH�� 9�� �������� 7KH� H൵HFW� RI�
attention and working memory on the estimation of elapsed 
time. 6FLHQWL¿F� 5HSRUWV, 8(1), 6690. https://doi.org/10.1038/
s41598-018-25119-y.

3UHPHUHXU�� (��� -DQVVHQ�� 3��� 	�9DQGX൵HO��:�� �������� (൵HFWRU� VSHFL-
¿FLW\� LQ� 0DFDTXH� )URQWDO� DQG� 3DULHWDO� &RUWH[�� The Jour-
nal of Neuroscience, 35(8), 3446. https://doi.org/10.1523/
JNEUROSCI.3710-14.2015.

Proksch, S., Comstock, D. C., Médé, B., Pabst, A., & Balasubrama-
niam, R. (2020). Motor and predictive processes in auditory beat 
and rhythm perception. Frontiers In Human Neuroscience, 14, 
578546. https://doi.org/10.3389/fnhum.2020.578546.

Protopapa, F., Hayashi, M. J., Kulashekhar, S., van der Zwaag, W., 
Battistella, G., Murray, M. M., & Bueti, D. (2019). Chronotopic 

B, Biological Sciences, 364(1525), 1897–1905. https://doi.
org/10.1098/rstb.2009.0020.

Li, F., Wang, L., Jia, L., Lu, J., Wu, Y., Wang, C., & Wang, J. (2021). 
The varying coherences of Implied Motion modulates the sub-
jective time perception. Frontiers In Psychology, 12, 602872. 
https://doi.org/10.3389/fpsyg.2021.602872.

Li, G., Ning, N., Ramanathan, K., He, W., Pan, L., & Shi, L. (2013). 
Behind the magical numbers: hierarchical chunking and the 
human working memory capacity. International Journal Of 
Neural Systems, 23(4), 1350019. https://doi.org/10.1142/
s0129065713500196.

Liljeholm, M., & O’Doherty, J. P. (2012). Contributions of the stria-
tum to learning, motivation, and performance: an associative 
account. Trends In Cognitive Sciences, 16(9), 467–475. https://
doi.org/10.1016/j.tics.2012.07.007.

Lutz, K., Specht, K., Shah, N. J., & Jancke, L. (2000). Tapping move-
ments according to regular and irregular visual timing signals 
investigated with fMRI. Neuroreport, 11(6), 1301–1306.

MacDougall, H. G., & Moore, S. T. (2005). Marching to the beat of the 
same drummer: the spontaneous tempo of human locomotion. J 
Appl Physiol (1985), 99(3), 1164–1173. https://doi.org/10.1152/
japplphysiol.00138.2005.

Matthews, W. J., & Meck, W. H. (2016). Temporal cognition: connect-
ing subjective time to perception, attention, and memory. Psy-
chological Bulletin, 142(8), 865–907. https://doi.org/10.1037/
bul0000045.

Meck, W. H., & Ivry, R. B. (2016). Editorial overview: Time in percep-
tion and action. Current Opinion in Behavioral Sciences, 8, vi-x. 
doi:https://doi.org/10.1016/j.cobeha.2016.03.001

Merchant, H., Grahn, J., Trainor, L., Rohrmeier, M., & Fitch, W. T. 
(2015). Finding the beat: a neural perspective across humans and 
non-human primates. Philosophical Transactions Of The Royal 
Society Of London. Series B, Biological Sciences, 370(1664), 
20140093. https://doi.org/10.1098/rstb.2014.0093.

Merchant, H., Harrington, D. L., & Meck, W. H. (2013). Neu-
ral basis of the perception and estimation of time. Annual 
Review Of Neuroscience, 36, 313–336. https://doi.org/10.1146/
annurev-neuro-062012-170349.

Merchant, H., & Honing, H. (2013). Are non-human primates capable 
of rhythmic entrainment? Evidence for the gradual audiomo-
tor evolution hypothesis. Front Neurosci, 7, 274. https://doi.
org/10.3389/fnins.2013.00274.

Merchant, H., & Yarrow, K. (2016). How the motor system both encodes 
DQG�LQÀXHQFHV�RXU�VHQVH�RI�WLPH��Current Opinion in Behavioral 
Sciences, 8, https://doi.org/10.1016/j.cobeha.2016.01.006.

Miller, G. A. (1956). The magical number seven plus or minus two: 
some limits on our capacity for processing information. Psycho-
logical Review, 63(2), 81–97.

Morillon, B., & Baillet, S. (2017). Motor origin of temporal predic-
tions in auditory attention. Proceedings of the National Acad-
emy of Sciences, 114(42), E8913. doi:https://doi.org/10.1073/
pnas.1705373114

Morillon, B., & Schroeder, C. E. (2015). Neuronal oscillations as a 
mechanistic substrate of auditory temporal prediction. Annals Of 
The New York Academy Of Sciences, 1337(1), 26–31. https://doi.
org/10.1111/nyas.12629.

Müller, V. I., Cieslik, E. C., Laird, A. R., Fox, P. T., Radua, J., Mataix-
&ROV��'���	�(LFNKR൵��6��%����������7HQ�VLPSOH�UXOHV�IRU�QHXURLP-
aging meta-analysis. Neuroscience & Biobehavioral Reviews, 84, 
151–161. https://doi.org/10.1016/j.neubiorev.2017.11.012.

Murai, Y., & Yotsumoto, Y. (2016). Context-dependent neural Modula-
tions in the perception of duration. Front Integr Neurosci, 10, 12. 
https://doi.org/10.3389/fnint.2016.00012.

Musso, M., Weiller, C., Horn, A., Glauche, V., Umarova, R., Hennig, 
J., & Rijntjes, M. (2015). A single dual-stream framework for 

1 3

http://dx.doi.org/10.1016/j.neuroimage.2015.05.020
http://dx.doi.org/10.1162/jocn_a_01459
http://dx.doi.org/10.1207/s15327957pspr0903_1
http://dx.doi.org/10.1207/s15327957pspr0903_1
http://dx.doi.org/10.1523/jneurosci.2221-16.2017
http://dx.doi.org/10.1523/jneurosci.2221-16.2017
http://dx.doi.org/10.1007/s00221-013-3502-8
http://dx.doi.org/10.1007/s00221-013-3502-8
http://dx.doi.org/10.1136/bmj.n71
http://dx.doi.org/10.3389/fnsys.2014.00057
http://dx.doi.org/10.1007/s00221-004-2159-8
http://dx.doi.org/10.1007/s00221-004-2159-8
http://dx.doi.org/10.1016/j.neuron.2018.03.045
http://dx.doi.org/10.1016/j.bbr.2011.09.044
http://dx.doi.org/10.1016/j.bbr.2011.09.044
http://dx.doi.org/10.1177/0891988718819858
http://dx.doi.org/10.1177/0891988718819858
http://dx.doi.org/10.1016/j.neubiorev.2016.10.015
http://dx.doi.org/10.1016/j.neubiorev.2016.10.015
http://dx.doi.org/10.1038/s41598-018-25119-y
http://dx.doi.org/10.1038/s41598-018-25119-y
http://dx.doi.org/10.1523/JNEUROSCI.3710-14.2015
http://dx.doi.org/10.1523/JNEUROSCI.3710-14.2015
http://dx.doi.org/10.3389/fnhum.2020.578546
http://dx.doi.org/10.1098/rstb.2009.0020
http://dx.doi.org/10.1098/rstb.2009.0020
http://dx.doi.org/10.3389/fpsyg.2021.602872
http://dx.doi.org/10.1142/s0129065713500196
http://dx.doi.org/10.1142/s0129065713500196
http://dx.doi.org/10.1016/j.tics.2012.07.007
http://dx.doi.org/10.1016/j.tics.2012.07.007
http://dx.doi.org/10.1152/japplphysiol.00138.2005
http://dx.doi.org/10.1152/japplphysiol.00138.2005
http://dx.doi.org/10.1037/bul0000045
http://dx.doi.org/10.1037/bul0000045
http://dx.doi.org/10.1016/j.cobeha.2016.03.001
http://dx.doi.org/10.1098/rstb.2014.0093
http://dx.doi.org/10.1146/annurev-neuro-062012-170349
http://dx.doi.org/10.1146/annurev-neuro-062012-170349
http://dx.doi.org/10.3389/fnins.2013.00274
http://dx.doi.org/10.3389/fnins.2013.00274
http://dx.doi.org/10.1016/j.cobeha.2016.01.006
http://dx.doi.org/10.1073/pnas.1705373114
http://dx.doi.org/10.1073/pnas.1705373114
http://dx.doi.org/10.1111/nyas.12629
http://dx.doi.org/10.1111/nyas.12629
http://dx.doi.org/10.1016/j.neubiorev.2017.11.012
http://dx.doi.org/10.3389/fnint.2016.00012


UNCORRECTED PROOF

Neuropsychology Review

Shih, L. Y., Kuo, W. J., Yeh, T. C., Tzeng, O. J., & Hsieh, J. C. 
(2009). Common neural mechanisms for explicit timing in the 
Sub-Second Range. Neuroreport, 20(10), 897–901. https://doi.
org/10.1097/WNR.0b013e3283270b6e.

Silva, S., & Castro, S. L. (2016). Moving Stimuli facilitate synchro-
nization but not temporal perception. Frontiers In Psychology, 7, 
1798. https://doi.org/10.3389/fpsyg.2016.01798.

Snyder, B. (2008). Memory for music. In The Oxford Handbook of 
Music Psychology.

Spencer, R. M., Zelaznik, H. N., Diedrichsen, J., & Ivry, R. B. (2003). 
Disrupted timing of discontinuous but not continuous movements 
by cerebellar lesions. Science, 300(5624), 1437–1439. https://doi.
org/10.1126/science.1083661.

Spencer, R. M. C., Karmarkar, U., & Ivry, R. B. (2009). Evaluating 
dedicated and intrinsic models of temporal encoding by varying 
context. Philosophical Transactions Of The Royal Society Of 
London. Series B, Biological Sciences, 364(1525), 1853–1863. 
https://doi.org/10.1098/rstb.2009.0024.

6WHIDQLDN��-��'���/DPERQ�5DOSK��0��$���'H�'LRV�3HUH]��%���*UL൶WKV��
T. D., & Grube, M. (2021). Auditory beat perception is related to 
VSHHFK�RXWSXW�ÀXHQF\�LQ�SRVW�VWURNH�DSKDVLD��6FLHQWL¿F�5HSRUWV, 
11(1), 3168. https://doi.org/10.1038/s41598-021-82809-w.

Stout, D., Toth, N., Schick, K., & Chaminade, T. (2008). Neural cor-
relates of Early Stone Age toolmaking: technology, language 
and cognition in human evolution. Philosophical Transactions 
Of The Royal Society Of London. Series B, Biological Sciences, 
363(1499), 1939–1949. https://doi.org/10.1098/rstb.2008.0001.

Strakowski, S. M., DelBello, M. P., Adler, C., Cecil, D. M., & Sax, K. W. 
(2000). Neuroimaging in bipolar disorder. Bipolar Disorders, 2(3 Pt 
1), 148–164. https://doi.org/10.1034/j.1399-5618.2000.020302.x.

Su, T., Gong, J., Tang, G., Qiu, S., Chen, P., Chen, G., & Wang, Y. 
(2021). Structural and functional brain alterations in anorexia 
nervosa:a multimodal meta-analysis of neuroimaging stud-
ies. Human Brain Mapping, 42(15), 5154–5169. https://doi.
org/10.1002/hbm.25602.

Tahmasian, M., Sepehry, A. A., Samea, F., Khodadadifar, T., Soltanine-
MDG�� =��� -DYDKHULSRXU�� 1��� 	� (LFNKR൵�� &�� 5�� �������� 3UDFWLFDO�
recommendations to conduct a neuroimaging meta-analysis for 
neuropsychiatric disorders. Human Brain Mapping, 40(17), 
5142–5154. https://doi.org/10.1002/hbm.24746.

Talairach, J., & Tournoux, P. (1988). Co-planar Stereotaxic Atlas of the 
human brain: 3-dimensional Proportional System: an Approach 
to Cerebral Imaging. G. Thieme.

Teghil, A., Boccia, M., D’Antonio, F., Di Vita, A., de Lena, C., 
& Guariglia, C. (2019). Neural substrates of internally-
based and externally-cued timing: an activation likeli-
hood estimation (ALE) meta-analysis of fMRI studies. 
Neuroscience And Biobehavioral Reviews, 96, 197–209. https://
doi.org/10.1016/j.humov.2018.07.005; https://doi.org/10.1016/j.
neubiorev.2018.10.003.

7HNL�� 6��� *UXEH��0��� .XPDU�� 6��� 	� *UL൶WKV�� 7�� '�� �������� 'LVWLQFW�
neural substrates of duration-based and beat-based auditory tim-
ing. Journal Of Neuroscience, 31(10), 3805–3812. https://doi.
org/10.1523/jneurosci.5561-10.2011.

Todd, N. P. M. (1999). Motion in music: a neurobiological perspective. 
Music Perception: An Interdisciplinary Journal, 17(1), 115–126. 
https://doi.org/10.2307/40285814.

Todd, N. P. M., Cousins, R., & Lee, C. S. (2007). The contribution of 
DQWKURSRPHWULF�IDFWRUV�WR�LQGLYLGXDO�GL൵HUHQFHV�LQ�WKH�SHUFHSWLRQ�
of Rhythm. Empirical Musicology Review, 2, 1–13.

Tomassini, A., & Morrone, M. C. (2016). Perceived visual time depends 
on motor preparation and direction of hand movements. 6FLHQWL¿F�
Reports, 6(1), 27947. https://doi.org/10.1038/srep27947.

7XUNHOWDXE��3��(���(LFNKR൵��6��%���/DLUG��$��5���)R[��0���:LHQHU��0���	�
Fox, P. (2012). Minimizing within-experiment and within-group 

maps in human supplementary motor area. Plos Biology, 17(3), 
e3000026. https://doi.org/10.1371/journal.pbio.3000026.

Radua, J., Mataix-Cols, D., Phillips, M. L., El-Hage, W., Kronhaus, D. 
M., Cardoner, N., & Surguladze, S. (2012). A new meta-analytic 
method for neuroimaging studies that combines reported peak 
coordinates and statistical parametric maps. European Psychia-
try : The Journal Of The Association Of European Psychiatrists, 
27(8), 605–611. https://doi.org/10.1016/j.eurpsy.2011.04.001.

Radua, J., Pozo, N. O., Gómez, J., Guillen-Grima, F., & Ortuño, 
F. (2014). Meta-analysis of functional neuroimaging studies 
LQGLFDWHV� WKDW� DQ� LQFUHDVH� RI� FRJQLWLYH� GL൶FXOW\� GXULQJ� H[HF-
utive tasks engages brain regions associated with time percep-
tion. Neuropsychologia, 58, 14–22. https://doi.org/10.1016/j.
neuropsychologia.2014.03.016.

Rajendran, V. G., Teki, S., & Schnupp, J. W. H. (2018). Temporal 
Processing in Audition: insights from music. Neuroscience, 389, 
4–18. https://doi.org/10.1016/j.neuroscience.2017.10.041.

Rauschecker, J. P. (2011). An expanded role for the dorsal auditory path-
way in sensorimotor control and integration. Hearing Research, 
271(1–2), 16–25. https://doi.org/10.1016/j.heares.2010.09.001.

Rauschecker, J. P. (2018). Where, when, and how: are they all sen-
VRULPRWRU"� 7RZDUGV� D� XQL¿HG� YLHZ� RI� WKH� GRUVDO� SDWKZD\� LQ�
vision and audition. Cortex; A Journal Devoted To The Study 
Of The Nervous System And Behavior, 98, 262–268. https://doi.
org/10.1016/j.cortex.2017.10.020.

Ross, J. M., Iversen, J. R., & Balasubramaniam, R. (2016). Motor 
simulation theories of musical beat perception. Neurocase, 22(6), 
558–565. https://doi.org/10.1080/13554794.2016.1242756.

Ross, J. M., Iversen, J. R., & Balasubramaniam, R. (2018). The role 
of posterior parietal cortex in beat-based timing perception: a 
continuous Theta Burst Stimulation Study. Journal Of Cogni-
tive Neuroscience, 30(5), 634–643. https://doi.org/10.1162/
jocn_a_01237.

Rubia, K., & Smith, A. (2004). The neural correlates of cognitive time 
management: a review. Acta Neurobiologiae Experimentalis, 
64(3), 329–340.

Sakai, K., Hikosaka, O., Miyauchi, S., Takino, R., Tamada, T., 
Iwata, N. K., & Nielsen, M. (1999). Neural representation 
of a rhythm depends on its interval ratio. Journal Of Neu-
roscience, 19(22), 10074–10081. https://doi.org/10.1523/
jneurosci.19-22-10074.1999.

Sakai, K., Hikosaka, O., & Nakamura, K. (2004). Emergence of 
rhythm during motor learning. Trends In Cognitive Sciences, 
8(12), 547–553. https://doi.org/10.1016/j.tics.2004.10.005.

Salimi-Khorshidi, G., Smith, S. M., Keltner, J. R., Wager, T. D., & 
Nichols, T. E. (2009). Meta-analysis of neuroimaging data: a 
comparison of image-based and coordinate-based pooling of 
studies. Neuroimage, 45(3), 810–823. https://doi.org/10.1016/j.
neuroimage.2008.12.039.

Schirmer, A. (2004). Timing speech: a review of lesion and neuroim-
DJLQJ�¿QGLQJV��Brain Research. Cognitive Brain Research, 21(2), 
269–287. https://doi.org/10.1016/j.cogbrainres.2004.04.003.

Schroeder, C. E., Wilson, D. A., Radman, T., Scharfman, H., & Laka-
tos, P. (2010). Dynamics of active sensing and perceptual selec-
tion. Current Opinion In Neurobiology, 20(2), 172–176. https://
doi.org/10.1016/j.conb.2010.02.010.

Schubotz, R. I. (2007). Prediction of external events with our motor 
system: towards a new framework. Trends In Cognitive Sciences, 
11(5), 211–218. https://doi.org/10.1016/j.tics.2007.02.006.

Schwartze, M., Rothermich, K., & Kotz, S. A. (2012). Functional 
dissociation of Pre-Sma and sma-proper. Temporal Process-
ing NeuroImage, 60(1), 290–298. https://doi.org/10.1016/j.
neuroimage.2011.11.089.

Shadmehr, R., & Krakauer, J. W. (2008). A computational neuroanat-
omy for motor control. Experimental Brain Research, 185(3), 
359–381. https://doi.org/10.1007/s00221-008-1280-5.

1 3

http://dx.doi.org/10.1097/WNR.0b013e3283270b6e
http://dx.doi.org/10.1097/WNR.0b013e3283270b6e
http://dx.doi.org/10.3389/fpsyg.2016.01798
http://dx.doi.org/10.1126/science.1083661
http://dx.doi.org/10.1126/science.1083661
http://dx.doi.org/10.1098/rstb.2009.0024
http://dx.doi.org/10.1038/s41598-021-82809-w
http://dx.doi.org/10.1098/rstb.2008.0001
http://dx.doi.org/10.1034/j.1399-5618.2000.020302.x
http://dx.doi.org/10.1002/hbm.25602
http://dx.doi.org/10.1002/hbm.25602
http://dx.doi.org/10.1002/hbm.24746
http://dx.doi.org/10.1016/j.humov.2018.07.005
http://dx.doi.org/10.1016/j.humov.2018.07.005
http://dx.doi.org/10.1016/j.neubiorev.2018.10.003
http://dx.doi.org/10.1016/j.neubiorev.2018.10.003
http://dx.doi.org/10.1523/jneurosci.5561-10.2011
http://dx.doi.org/10.1523/jneurosci.5561-10.2011
http://dx.doi.org/10.2307/40285814
http://dx.doi.org/10.1038/srep27947
http://dx.doi.org/10.1371/journal.pbio.3000026
http://dx.doi.org/10.1016/j.eurpsy.2011.04.001
http://dx.doi.org/10.1016/j.neuropsychologia.2014.03.016
http://dx.doi.org/10.1016/j.neuropsychologia.2014.03.016
http://dx.doi.org/10.1016/j.neuroscience.2017.10.041
http://dx.doi.org/10.1016/j.heares.2010.09.001
http://dx.doi.org/10.1016/j.cortex.2017.10.020
http://dx.doi.org/10.1016/j.cortex.2017.10.020
http://dx.doi.org/10.1080/13554794.2016.1242756
http://dx.doi.org/10.1162/jocn_a_01237
http://dx.doi.org/10.1162/jocn_a_01237
http://dx.doi.org/10.1523/jneurosci.19-22-10074.1999
http://dx.doi.org/10.1523/jneurosci.19-22-10074.1999
http://dx.doi.org/10.1016/j.tics.2004.10.005
http://dx.doi.org/10.1016/j.neuroimage.2008.12.039
http://dx.doi.org/10.1016/j.neuroimage.2008.12.039
http://dx.doi.org/10.1016/j.cogbrainres.2004.04.003
http://dx.doi.org/10.1016/j.conb.2010.02.010
http://dx.doi.org/10.1016/j.conb.2010.02.010
http://dx.doi.org/10.1016/j.tics.2007.02.006
http://dx.doi.org/10.1016/j.neuroimage.2011.11.089
http://dx.doi.org/10.1016/j.neuroimage.2011.11.089
http://dx.doi.org/10.1007/s00221-008-1280-5


UNCORRECTED PROOF

Neuropsychology Review

Series B, Biological Sciences, 358(1431), 593–602. https://doi.
org/10.1098/rstb.2002.1238.

Woods, A. J., Hamilton, R. H., Kranjec, A., Minhaus, P., Bikson, M., 
Yu, J., & Chatterjee, A. (2014). Space, time, and causality in the 
human brain. Neuroimage, 92, 285–297. https://doi.org/10.1016/j.
neuroimage.2014.02.015.

Wymbs, N. F., Bassett, D. S., Mucha, P. J., Porter, M. A., & Graf-
WRQ�� 6�� 7�� �������� 'L൵HUHQWLDO� UHFUXLWPHQW� RI� WKH� VHQVRULPR-
tor putamen and frontoparietal cortex during motor chunking 
in humans. Neuron, 74(5), 936–946. https://doi.org/10.1016/j.
neuron.2012.03.038.

<DPDPRWR��.���	�0LXUD��.�� ��������(൵HFW� RI�PRWLRQ� FRKHUHQFH�RQ�
time perception relates to perceived speed. Vision Research, 123, 
56–62. https://doi.org/10.1016/j.visres.2015.11.004.

Yokosaka, T., Kuroki, S., Nishida, S., & Watanabe, J. (2015). Appar-
ent time interval of visual stimuli is compressed during fast hand 
movement. PLOS ONE, 10(4), e0124901. https://doi.org/10.1371/
journal.pone.0124901.

Zalta, A., Petkoski, S., & Morillon, B. (2020). Natural rhythms of peri-
odic temporal attention. Nature Communications, 11(1), 1051. 
https://doi.org/10.1038/s41467-020-14888-8.

Zatorre, R. J., Chen, J. L., & Penhune, V. B. (2007). When the brain 
plays music: auditory–motor interactions in music perception and 
production. Nature Reviews Neuroscience, 8(7), 547–558. https://
doi.org/10.1038/nrn2152.

Zhang, Z., & Sternad, D. (2019). The primacy of rhythm: how dis-
crete actions merge into a stable rhythmic pattern. Journal Of 
Neurophysiology, 121(2), 574–587. https://doi.org/10.1152/
jn.00587.2018.

Zhao, H., & Warren, W. H. (2015). On-line and model-based 
approaches to the visual control of action. Vision Research, 110, 
190–202. https://doi.org/10.1016/j.visres.2014.10.008.

Publisher’s Note Springer Nature remains neutral with regard to juris-
GLFWLRQDO�FODLPV�LQ�SXEOLVKHG�PDSV�DQG�LQVWLWXWLRQDO�D൶OLDWLRQV�

Springer Nature or its licensor (e.g. a society or other partner) holds 
exclusive rights to this article under a publishing agreement with the 
author(s) or other rightsholder(s); author self-archiving of the accepted 
manuscript version of this article is solely governed by the terms of 
such publishing agreement and applicable law.

H൵HFWV�LQ�DFWLYDWLRQ�OLNHOLKRRG�HVWLPDWLRQ�PHWD�DQDO\VHV��Human 
Brain Mapping, 33(1), 1–13. https://doi.org/10.1002/hbm.21186.

Uddén, J., Ingvar, M., Hagoort, P., & Petersson, K. M. (2017). Broca’s 
region: a causal role in implicit processing of grammars with 
crossed non-adjacent dependencies. Cognition, 164, 188–198. 
https://doi.org/10.1016/j.cognition.2017.03.010.

Wager, T. D., Lindquist, M., & Kaplan, L. (2007). Meta-analysis of 
functional neuroimaging data: current and future directions. Soc 
&RJQ� $ৼHFW� 1HXURVFL, 2(2), 150–158. https://doi.org/10.1093/
scan/nsm015.

Wang, L., Amalric, M., Fang, W., Jiang, X., Pallier, C., Figueira, S., 
& Dehaene, S. (2019). Representation of spatial sequences using 
nested rules in human prefrontal cortex. Neuroimage, 186, 245–
255. https://doi.org/10.1016/j.neuroimage.2018.10.061.

Warren, J. E., Wise, R. J., & Warren, J. D. (2005). Sounds do-able: 
auditory-motor transformations and the posterior temporal 
plane. Trends In Neurosciences, 28(12), 636–643. https://doi.
org/10.1016/j.tins.2005.09.010.

Wiener, M., Turkeltaub, P., & Coslett, H. B. (2010a). The image of 
time: a voxel-wise meta-analysis. Neuroimage, 49(2), 1728–
1740. https://doi.org/10.1016/j.neuroimage.2009.09.064.

Wiener, M., Turkeltaub, P. E., & Coslett, H. B. (2010b). Implicit 
timing activates the Left Inferior Parietal Cortex. Neuro-
psychologia, 48(13), 3967–3971. https://doi.org/10.1016/j.
neuropsychologia.2010.09.014.

Wiener, M., Zhou, W., Bader, F., & Joiner, W. M. (2019). Movement 
Improves the Quality of Temporal Perception and Decision-Mak-
ing. eneuro, 6(4), ENEURO.0042-0019.2019. doi:https://doi.
org/10.1523/ENEURO.0042-19.2019

Wittmann, M. (2009). The inner experience of time. Philosophical 
Transactions Of The Royal Society Of London. Series B, Bio-
logical Sciences, 364(1525), 1955–1967. https://doi.org/10.1098/
rstb.2009.0003.

Wittmann, M., Jokic, T., & Pfeifer, E. (2019). Modulations in the 
experience of duration. In V. Arstila, A. Bardon, S. E. Power, & 
A. Vatakis (Eds.), The Illusions of Time (pp. 145–162). Cham: 
Springer International Publishing.

Wittmann, M., & Paulus, M. P. (2008). Decision making, impulsivity 
and time perception. Trends In Cognitive Sciences, 12(1), 7–12. 
https://doi.org/10.1016/j.tics.2007.10.004.

Wolpert, D. M., Doya, K., & Kawato, M. (2003). A unifying com-
putational framework for motor control and social interaction. 
Philosophical Transactions Of The Royal Society Of London. 

1 3

http://dx.doi.org/10.1098/rstb.2002.1238
http://dx.doi.org/10.1098/rstb.2002.1238
http://dx.doi.org/10.1016/j.neuroimage.2014.02.015
http://dx.doi.org/10.1016/j.neuroimage.2014.02.015
http://dx.doi.org/10.1016/j.neuron.2012.03.038
http://dx.doi.org/10.1016/j.neuron.2012.03.038
http://dx.doi.org/10.1016/j.visres.2015.11.004
http://dx.doi.org/10.1371/journal.pone.0124901
http://dx.doi.org/10.1371/journal.pone.0124901
http://dx.doi.org/10.1038/s41467-020-14888-8
http://dx.doi.org/10.1038/nrn2152
http://dx.doi.org/10.1038/nrn2152
http://dx.doi.org/10.1152/jn.00587.2018
http://dx.doi.org/10.1152/jn.00587.2018
http://dx.doi.org/10.1016/j.visres.2014.10.008
http://dx.doi.org/10.1002/hbm.21186
http://dx.doi.org/10.1016/j.cognition.2017.03.010
http://dx.doi.org/10.1093/scan/nsm015
http://dx.doi.org/10.1093/scan/nsm015
http://dx.doi.org/10.1016/j.neuroimage.2018.10.061
http://dx.doi.org/10.1016/j.tins.2005.09.010
http://dx.doi.org/10.1016/j.tins.2005.09.010
http://dx.doi.org/10.1016/j.neuroimage.2009.09.064
http://dx.doi.org/10.1016/j.neuropsychologia.2010.09.014
http://dx.doi.org/10.1016/j.neuropsychologia.2010.09.014
http://dx.doi.org/10.1523/ENEURO.0042-19.2019
http://dx.doi.org/10.1523/ENEURO.0042-19.2019
http://dx.doi.org/10.1098/rstb.2009.0003
http://dx.doi.org/10.1098/rstb.2009.0003
http://dx.doi.org/10.1016/j.tics.2007.10.004

	﻿Embodying Time in the Brain: A Multi-Dimensional Neuroimaging Meta-Analysis of 95 Duration Processing Studies
	﻿Abstract
	﻿Introduction
	﻿Methods
	﻿Study Selection and Data Management
	﻿Data Classification Strategy
	﻿Activation Likelihood Estimation (ALE)

	﻿Results
	﻿Duration Processing Literature Convergences (All-Effects Analysis)
	﻿Stimulus Duration Convergences
	﻿Stimulus Modality Convergences
	﻿Stimulus Contiguity Convergences
	﻿Sensorimotor Convergences
	﻿Task goal Convergences
	﻿Control task Stringency Convergences

	﻿Discussion
	﻿Timing in the Framework of Embodied Cognition
	﻿Embodied Timing as a Function of Sensory Embedding
	﻿Timing of Auditory and Sequential Stimuli
	﻿Timing of Visual and Single Interval Stimuli


	﻿A Quantification vs. Prediction Dissociation of Timing
	﻿Limitations and Future Directions
	﻿Conclusion
	﻿References

	﻿Embodying Time in the Brain: A Multi-Dimensional Neuroimaging Meta-Analysis of 95 Duration Processing Studies
	﻿Abstract
	﻿Introduction
	﻿Methods
	﻿Study Selection and Data Management
	﻿Data Classification Strategy
	﻿Activation Likelihood Estimation (ALE)

	﻿Results
	﻿Duration Processing Literature Convergences (All-Effects Analysis)
	﻿Stimulus Duration Convergences
	﻿Stimulus Modality Convergences
	﻿Stimulus Contiguity Convergences
	﻿Sensorimotor Convergences
	﻿Task goal Convergences
	﻿Control task Stringency Convergences

	﻿Discussion
	﻿Timing in the Framework of Embodied Cognition
	﻿Embodied Timing as a Function of Sensory Embedding
	﻿Timing of Auditory and Sequential Stimuli
	﻿Timing of Visual and Single Interval Stimuli


	﻿A Quantification vs. Prediction Dissociation of Timing
	﻿Limitations and Future Directions
	﻿Conclusion
	﻿References


