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Abstract

Verifyber - Geometric Deep Learning Classifier

Anatomical Labelling

Plausible Non-Plausible

Whole Tractogram Filtered Tractogram

A tractogram is a virtual representation of the brain white matter. It is composed of millions of virtual fibers, encoded as 3D polylines,
which approximate the white matter axonal pathways. To date, tractograms are the most accurate white matter representation and thus
are used for tasks like presurgical planning and investigations of neuroplasticity, brain disorders, or brain networks. However, it is a
well-known issue that a large portion of tractogram fibers is not anatomically plausible and can be considered artifacts of the tracking
procedure. With Verifyber, we tackle the problem of filtering out such non-plausible fibers using a novel fully-supervised learning
approach. Differently from other approaches based on signal reconstruction and/or brain topology regularization, we guide our
method with the existing anatomical knowledge of the white matter. Using tractograms annotated according to anatomical principles,
we train our model, Verifyber, to classify fibers as either anatomically plausible or non-plausible. The proposed Verifyber model is
an original Geometric Deep Learning method that can deal with variable size fibers, while being invariant to fiber orientation. Our
model considers each fiber as a graph of points, and by learning features of the edges between consecutive points via the proposed
sequence Edge Convolution, it can capture the underlying anatomical properties. The output filtering results highly accurate and
robust across an extensive set of experiments, and fast; with a 12GB GPU, filtering a tractogram of 1M fibers requires less than a
minute. Verifyber implementation and trained models are available at https://github.com/FBK-NILab/verifyber.
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1. Introduction

The purpose of this work is to leverage the brain anatom-
ical knowledge to design a method for tractogram filtering
based on the notion of non-plausible pathways of the white
matter. This challenge is approached with a geometric deep
learning model to better capture and learn the structural
properties of the brain fibers and to provide fast tractogram
filtering at run time.

A tractogram provides an explicit representation of the
brain connectivity structure in the white matter (Basser
et al., 2000). It is composed of a collection of fibers, usu-
ally of the order of 105−6, which encode the main axonal
pathways. Each fiber, sometimes also called streamline,
is represented as a 3D polyline by a sequence of points of
variable length. Tractograms play a key role in both neu-
roanatomical studies (Henderson et al., 2020; Maffei et al.,
2018; Jeurissen et al., 2017; Hau et al., 2017; De Benedictis
et al., 2016) and brain network studies (Zhang et al., 2022;
Yeh et al., 2020). The characterization of the structural
brain connectivity aims to identify the bundles of fibers
with a specific functional purpose. A neuroanatomical
bundle is obtained by segmenting the relevant portion of
fibers from the tractogram. The detection of main bundles
represents an important step in the process of neurosurgi-
cal planning (Yang et al., 2021; Henderson et al., 2020;
Essayed et al., 2017). Also brain network studies take as
input a tractogram to compute the connectome. Given a
parcellation of the brain cortex, the connectome is obtained
by computing the adjacency matrix containing in each cell
an estimate of the connectivity between two parcels based
on the fibers connecting them. Both bundle segmentation
and connectome computation are very sensitive to the ac-
curacy of the tractogram (Buchanan et al., 2014; Rheault
et al., 2020a). For this reason the quality assurance of the
fiber pathways is being an open challenge for the scien-
tific community (Jörgens et al., 2021; Zhang et al., 2022;
Rheault et al., 2020b; Jeurissen et al., 2017; Maier-Hein
et al., 2017; Thomas et al., 2014).

Tractograms are data derivatives. This type of data is the
outcome of a complex pipeline of data processing. After a
step of diffusion MRI preprocessing (Glasser et al., 2013;
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Fischl, 2012; Jenkinson et al., 2012; Tournier et al., 2019)
and a step of diffusivity model reconstruction (Pierpaoli
et al., 1996; Tournier et al., 2007; Descoteaux, 2015), a fur-
ther step of tracking (Mori et al., 1999; Basser et al., 2000;
Jeurissen et al., 2017) is in charge of the computation of
the fiber pathways. The process of tracking requires the
definition of many parameters like the policy of seeding,
the strategy of stepping, the stop criterion, the constraints
on curvature and length of fibers. Slightly different choices
may produce quite different tractograms (Thomas et al.,
2014), and the evaluation of their accuracy is not straight-
forward (Neher et al., 2015).

In the last years the issues of tractography reliability and
reproducibility have been approached with several data
analysis contests: FiberCup on 2011 (Fillard et al., 2011),
Fiberfox on 2015 (Maier-Hein et al., 2017), Traced on 2017
(Nath et al., 2020) and Votem on 2018 (Schilling et al.,
2019). The design of these contests is quite similar and it
is based on the use of a phantom to define the ground truth
in advance (Côté et al., 2013). The evaluation is carried out
by measuring the mismatch between the synthetic model
and the tractograms computed using the state of the art
methods. These initiatives achieved a general agreement
on the main limitations of the tractography techniques.

A recurrent weakness of tracking algorithms is the gen-
eration of false positive fibers (Maier-Hein et al., 2017).
Indeed, the evolution of the diffusivity model reconstruc-
tion from DTI (Pierpaoli et al., 1996) to HARDI (De-
scoteaux et al., 2007) improved the sensitivity of tracking
(missing less existing pathways), but at the cost of in-
creasing the number of fibers that are not anatomically
plausible (Thomas et al., 2014). Also the common practice
of overtracking contributes to the decreasing of tracking
specificity. One of the reasons for this issue is that fiber
density is not coherent with the physiological distribution
of axons (Raffelt et al., 2012; Yeh et al., 2016). While for
neuroanatomical studies it is crucial to have high sensitivity
tractograms, brain connectivity studies might be meaning-
fully affected by low specificity tractograms where false
positive fibers may impact twice with respect to false neg-
atives (Zalesky et al., 2016). Finding a balance between
sensitivity and specificity in fiber tracking algorithms is
still an open problem.

State of the art of tractogram filtering.
The recent literature provides many contributions to im-
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prove the accuracy of the tractograms. The proposed meth-
ods can be divided into two main groups according to
their strategy. The first strategy could be referred to as
ex-ante and includes all the attempts to revise the track-
ing algorithms with the goal of reducing the generation of
non-plausible fibers. The other strategy is approaching the
problem ex-post, by filtering out artifactual fibers once the
tractogram is computed.

According to the ex-ante strategy, a quantitative
study (Bastiani et al., 2012) was carried out to investi-
gate how the choice of hyperparameters might impact the
results of tracking algorithms. The tuning of heuristics,
especially in stochastic methods for probabilistic tracking,
introduces significant source of variability and a critical
dependency from the choice of parameters’s values. The
general trend to improve the tracking is to make sure that
such heuristics are anatomically informed. For example,
seeding and stopping criteria have been revised to be driven
by the gray matter and white matter interface (Smith et al.,
2012; Girard et al., 2014; Lemkaddem et al., 2014) or the
tracking has been constrained using topographic regularity
(Aydogan and Shi, 2018). The challenge becomes how
to inject anatomical priors in the tracking algorithms. It
turned out to be easier and effective to elicit anatomical
constraint in the case of bundle specific tracking (Yendiki
et al., 2011; Thomas et al., 2014; Chamberland et al., 2017;
Rheault et al., 2019). In these restricted cases the fiber path-
ways are driven by volumetric ROI defined according to
the anatomical knowledge of a specific bundle. However,
ex-ante strategies remains non-successful for the whole
brain tractography (Schilling et al., 2020).

The task of tractogram filtering, which approaches the
problem with an ex-post strategy, adopts a global view and
considers as input the whole brain tractogram. We may
consider tractogram filtering as a complementary step to be
combined with a better tuning of the tracking algorithms,
since ex-ante and ex-post strategies are not in contrast or
mutually exclusive. We may distinguish two types of filter-
ing solutions: signal-based and tractography-based. The
former solutions formulate the filtering task as an inverse
problem of signal reconstruction, the latter solutions adopt
filtering criteria based only on the tractography data. Both
of them carry out an unsupervised strategy.

In the signal-based solutions the plausibility of fibers
is estimated by computing how much their pathways are
explained by the diffusion signal. The most common meth-

ods cast the filtering task as a global regularization prob-
lem by assigning a weight to each fiber. In SIFT (Smith
et al., 2013) and SIFT2 (Smith et al., 2015a), the weights
are a proxy of the fibers density. In LiFE (Pestilli et al.,
2014) the weights capture how much the fiber pathways
are related to the diffusion signal. COMMIT (Daducci
et al., 2015) extends the estimate of weights by includ-
ing microstructure information. In all these methods the
thresholding of weights to discriminate between plausi-
ble and non-plausible fibers is managed with heuristics.
Nevertheless, as remarked by Smith et al. (2020); Frigo
et al. (2020); Rheault et al. (2019), the filtering operated
with a regularization approach might remove fibers whose
pathway is anatomically plausible.

The alternative approaches are based only on tractogra-
phy. Their basic assumption is that the topographic regu-
larity of tractogram structures across individuals might be
a good proxy of anatomical plausibility. Different unsuper-
vised methods, by leveraging the groupwise consistency
of fiber bundles, have been proposed to detect outlier path-
ways (O’Donnell and Westin, 2007; Wang et al., 2018; Xia
and Shi, 2020). They differ in the definition of the proxim-
ity metrics for the computation of topographic regularity.
The filtering in these cases is subject to the population bias
due to the lack of general anatomically-informed priors.
For this reason, the groupwise analysis is usually limited
to the anatomy of well-known fiber bundles. While a large
population of tractograms provides a more robust estimate
of structure regularity, the consistency constraints tend
to eliminate inter-individual differences. To contrast the
smoothing effect due to population averaging, other unsu-
pervised methods refer to the fiber density map (Yeh et al.,
2019) or to the local fiber agreement (Chandio et al., 2022)
as a proxy of anatomical plausibility. The focus in these
methods is to exploit the intra-individual information.

The two distinct approaches, signal-based and
tractography-based, have been combined to design mixed
solutions (Aydogan and Shi, 2015; Neher et al., 2018; Nie
and Shi, 2019; Schiavi et al., 2020; Ocampo-Pineda et al.,
2021). The basic intuition is that where a priori knowl-
edge of neuroanatomical bundles is not available, the fibers
are regularized by a signal-based filtering, while along the
pathways of known bundles, the fibers are filtered out when
they do not meet the expected topographic regularity.

The most recent trend in unsupervised methods for trac-
togram filtering is the investigation of deep learning tech-
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niques. FINTA (Legarreta et al., 2021) proposes a convolu-
tional neural network to learn an embedded representation
of the fibers. After the learning procedure, the fibers are
projected into a new latent space where the computation
of nearest neighbors might easily detect the similarity as
proximity. However, the learning of the embedding is not
driven by neuroanatomical knowledge and the subsequent
filtering of fiber is not guaranteed to properly capture the
notion of anatomical plausibility.

As a general remark of the state of the art, we may notice
that all methods following an ex-post strategy to tractogram
filtering are adopting an unsupervised approach, and the
design of a loss function suitable to capture the notion of
anatomical plausibility remains an open challenge. For
this reason, the common trend is to integrate additional
neuroanatomical constraints, both in ex-post (Neher et al.,
2018; Nie and Shi, 2019; Schiavi et al., 2020; Ocampo-
Pineda et al., 2021) and ex-ante (Rheault et al., 2019)
strategies.

Our contributions.
In this work we propose Verifyber, a novel tractography-
based method to perform ex-post filtering of non-plausible
fibers from a tractogram. The task of tractogram filter-
ing is shaped as a supervised learning problem where a
binary classifier takes in input a fiber and provides as out-
put either the category anatomically plausible or anatomi-
cally non-plausible. We present an original learning model
based on geometric deep learning (GDL) (Masci et al.,
2016; Bronstein et al., 2017), which better fits the learning
on 3D data without forcing Euclidean vector representa-
tions. The notion of anatomical plausibility is derived from
fiber examples, labelled either as anatomically plausible
or anatomically non-plausible.

We envision the task of elicitation of brain knowledge as
a binary labelling of fibers. Despite the evolutionary nature
of the knowledge of the human brain, we may conceive
two main labelling policies: inclusive and exclusive. The
inclusive policy leans to be more conservative and aims
to prevent false positives. According to this prior only
fibers following the pathways of well known bundles are
labelled as anatomically plausible, non-plausible otherwise.
Conversely, the exclusive policy is more sensitive to the
false negative, in this case only fibers with clear artifactual
pathways are labelled anatomically non-plausible. It is
out of the scope of this work to establish which policy

might be more effective and appropriate. Our goal is to
investigate whether the proposed method is equally robust
for the two policies.

Our empirical analysis is considering datasets labelled
with both inclusive and exclusive policies. As a reference
example of inclusive policy we point to an anatomically
curated white matter atlas (Zhang et al., 2018). This atlas
provides a whole brain tractogram averaged over 100 indi-
viduals. A team of experts manually curated the annotation
of 74 bundles. For our purpose we considered anatomi-
cally plausible all the fibers of those bundles, non-plausible
otherwise.

In the literature the exclusive policy is less common.
As an instance of this kind we consider Extractor (Petit
et al., 2022). In such a work, the notion of anatomical
non-plausibility is defined by a set of heuristic rules based
on the current knowledge of the human white matter. Well-
known artifactual pathways based on geometric proper-
ties or brain locations are labelled as anatomically non-
plausible, usually half portion of the whole tractogram.
This declarative knowledge can be applied to any trac-
togram enabling the annotation of training and test sets for
learning purposes.

Regardless of the source of labelling, the challenge of
supervised learning is to train a binary classifier based only
on a digital representation of fibers. The choice of an ap-
propriate representation of a fiber, suitable for the learning
process, is a crucial step. Usually a fiber is encoded as an
ordered sequence of a variable number of 3D points. Previ-
ous works on supervised learning for tractography had to
deal with the constraint of learning algorithms that require
a fixed length embedding. The most common solutions
are the computation of an Euclidean embedding such as
dissimilarity representation (Olivetti and Avesani, 2011;
Bertò et al., 2021). Unfortunately these fiber embeddings
are lossy.

To overcome such limitations and to preserve the full
geometrical information encoded in the fiber pathways, we
propose to investigate the use of Geometric Deep Learn-
ing models like PointNet (Qi et al., 2017) and Dynamic
Graph CNN (Wang et al., 2019), which by construction
can deal with variable size inputs like point clouds and
graphs. GDL architectures are based on layers of permu-
tation invariant/equivariant operators whose combination
allows a model to perform convolution in a non-grid (and
non-Euclidean) representation. Our working hypothesis is
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that GDL might be more accurate in capturing the geomet-
rical properties of pathways associated with the notion of
anatomical plausibility.

Verifyber is designed as a novel end-to-end trainable
GDL model to deal with traditional encoding of fibers
as ordered sequences of a variable number of 3D points.
Our proposal extends the Edge Convolution (EC) layer by
Wang et al. (2019) to take into account the information en-
coded by the edges between two subsequent 3D points in a
fiber. Then, the architecture is composed by a global pool-
ing layer that compresses each fiber to a single descriptor
and a classification head to discriminate between the two
categories, either anatomically plausible or non-plausible.
Differently from EC, our model is sequence sensitive, i.e.,
not permutation invariant, while it remains invariant to the
orientation of the input fibers.

We provide the results of a broad set of experiments
aimed at proving the properties of the proposed model
and assessing the efficacy in discriminating anatomically
plausible and non-plausible fibers. We show that Verifyber
outperforms in accuracy competing deep learning methods
such as bidirectional LSTM (Graves and Schmidhuber,
2005; Huang et al., 2015), PointNet (Qi et al., 2017), and
Dynamic Graph CNN (Wang et al., 2019). These results
are robust with respect to different types of tractography
and equally effective on inclusive and exclusive policies to
elicit the notion of neuroanatomical plausibility. An addi-
tional comparison is aimed to show the different behaviour
of supervised and unsupervised filtering approaches, these
lasts represented by FINTA (Legarreta et al., 2021). We
also investigate how a trained model behaves across dif-
ferent sources of tractograms, when the computation of
tracking is not necessarily homogeneous. We show some
preliminary results of this kind of analysis on a clinical
dataset. An additional simulation study allows the evalua-
tion of the behaviour of the method when the labeling of
fiber is dynamically evolving over time.

2. Method

In this section, we describe our method, Verifyber. For
the sake of comprehension, we also summarize the Edge
Convolution (EC) layer (Wang et al., 2019), which is a
building block of our model on top of which we built the
proposed sequence EC.

2.1. Edge Convolution Layer
Considering a point cloud X = {x1, x2, . . . , xn}, xi ∈

R3, an Edge Convolution (EC) layer first induces a graph
structure for X by retrieving for each point xi the set of
k nearest neighbors, knn(xi) = {x ji1 , . . . , x jik }, using the
Euclidean distance as metrics (see Figure 1a). The result
is a k-nn graph composed ofV nodes and E edges:

G(V,E), V = X, ei j ∈ E : xi → x j ⇐⇒ x j ∈ knn(xi).
(1)

Then, each point representation, xi, is enriched with the
representation of each of its neighbors, x ji , to obtain edge
features, ei j, which are learnt through a neural network hΘ.
Specifically,

ei j = hΘ(xi ⊕ (x j − xi)), (2)

where ⊕ denotes the concatenation operator. Finally, a new
representation of a point, x′i , is obtained by aggregating
all the learned edge features with a pooling operator, i.e.,
x′i = pool(ei j), j : (i, j) ∈ E, where pool is either max or
mean.

xji1

xji2 xi

(a)

xji1

xji2

xi

(b)

Figure 1: Comparison between Euclidean k-nn (a), and graph k-nn on the
streamline (b).

2.2. Sequence Edge Convolution Layer
A remarkable property of the EC layer is the invariance

to the permutation of the points in the input point cloud.
Indeed, the layer contains only operators invariant to the
points ordering, e.g., FC layers, max / mean pooling, Eu-
clidean k-nn. Although this property is fundamental in the
point cloud domain, it becomes undesired if the input is a
sequence as in our case. To solve this issue, we propose
a simple but well-motivated modification: we substitute
the Euclidean k-nn, which was inducing a graph structure
based on euclidean distance of the points, with a graph-
based k-nn (see Figure 1b) that instead computes neighbors
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Figure 2: Block diagram of the Verifyber architecture. Green, gray, and red blocks represent input, intermediate, and output tensors, respectively.
Parametric layers are colored in blue, while non-parametric layers in white. In yellow we highlight the graph k-nn that allows the model to be
sequence sensitive.

along the existing input graph. Considering the streamline
structure, the graph-based k-nn preserves the input graph
to be a bidirectional sequence of points where each non-
terminal point, xi,0,n, has two neighbors: the previous and
the next point in the sequence, while the terminal points,
x0, xn, have just one neighbor:

G(V,E′), e′i j ∈ E
′ : xi → x j, ⇐⇒ j = i + 1 ∨ j = i − 1.

(3)
By using this graph structure an EC layer loses the in-
variance to the input permutations, while maintaining the
invariance with respect to the input flipping (a crucial
property when dealing with streamlines), thanks to the
bidirectionality of the edges. For this reason, we define
this modified EC layer as sequence EC (sEC) layer.

2.3. Verifyber Model

The Verifyber (VF) model is characterized by the stack-
ing one sEC layer with one or more EC layers. Figure 2

shows the block diagram of the architecture of the Very-
fiber model we used for our experiments in Section 5. One
sEC layer and one EC layer are stacked to produce new
representations X′ and X′′ with 64 and 128 features re-
spectively. The stacking of these two layers guarantees
the model to be both sequence sensitive and dynamic: as
shown in (Wang et al., 2019), the computation of knn
in latent space allows a dynamic adjustment of the local
neighborhood of points guided by the optimization of the
task at hand. Then, X′ and X′′ are concatenated, encoded
to 1024 features with a learning layer gΦ, and pooled to
obtain a single descriptor of the whole point cloud,

z = pool(gΦ(X′ ⊕ X′′)). (4)

Finally, the 1024-dimensional feature vector z is classified
using a fully connected (FC) network composed of three
layers, which decreases the number of features to 512, 256,
and c (number of classes), respectively.
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3. Related Works

The proposed Verifyber model is the result of a step-
by-step investigation aiming to solve a well-known prob-
lem in tractography analysis: finding a data representation
compliant with computational requirements. Performing
automated analysis of a tractogram requires a method able
to deal with the structure of streamlines. Such a structure
presents some characteristics which differ from the typical
neuroimaging data representations like images and vol-
umes: a streamline is a sequence of points with variable
length and no orientation.

Streamline embedding and traditional models. Stream-
lines’ properties prevent traditional machine learning meth-
ods from being directly applied to them. One common
requirement of machine learning methods is to have fixed
length vectors as input, and thus existing works resorted
to different preprocessing solutions to match such a re-
quirement. A widely adopted heuristics consists in resam-
pling the streamlines to a fixed number of points (Gary-
fallidis et al., 2012, 2018; Gupta et al., 2017; O’Donnell
and Westin, 2007; Legarreta et al., 2021). However, for
traditional methods like support vector machines or lin-
ear classifiers, the resulting 3-dimensional vectors with
fixed length, (# points, (x, y, z)), are not suitable, and they
need to employ a more advanced embedding technique to
project streamlines in a new convenient space. An example
are embeddings based on dissimilarity representation like
Olivetti and Avesani (2011) and more recently Bertò et al.
(2021) that also considers handcrafted features based on
the white matter anatomy, or using non-linear dimension-
ality reduction techniques, e.g., t-SNE (Van der Maaten
and Hinton, 2008), like in Chandio et al. (2022). These
embeddings enable the training of traditional classifiers at
the cost of losing some geometrical/structural information
of the streamlines, e.g., the presence of a loop.

Convolutional Neural Networks for streamlines. The limi-
tation of lossy embeddings might be bypassed using deep
learning techniques that are able to learn embeddings based
on the target task. Given the breakthrough of CNNs in
computer vision, there have been recent attempts to ap-
ply them also to streamlines. FINTA (Legarreta et al.,
2021) proposes an unsupervised approach, where the em-
bedding is learned by means of a convolutional autoen-
coder, and then it is used as input for the downstream

task, e.g., tractogram filtering. Even though the learned
embedding might preserve the structural information of
streamlines, the lack of a task-specific supervision does
not guarantee its optimality for the downstream task. Fiber-
Net (Gupta et al., 2017) and FiberNet 2.0 (Gupta et al.,
2018), Deep CNN (DCNN) tract classification (Xu et al.,
2019; Lee et al., 2020) and Deep White Matter Analisys
(deepWMA) (Zhang et al., 2020), instead, train standard
CNN models like AlexNet (Krizhevsky et al., 2012) and
ResNet (He et al., 2016) directly on streamlines using
bundle supervision. In this way they learn an embedding
specific for the bundle segmentation task. However, we
notice a controversial use of convolutional filters in Fiber-
Net and DCNN, as they treat streamlines of size (# points,
(x, y, z)) like images of size (height, width), i.e., width
= 3. More correctly, as operated in FINTA and Deep-
WMA, (x, y, z) should be considered channels like (r, g, b)
in images so that different filters are learned for each chan-
nel. Finally, we also notice a general drawback when us-
ing standard CNNs to perform learning on the streamline
structure. Indeed, CNNs are translation invariant (or equiv-
ariant), a property that is crucial for the image domain.
However, streamlines, unlike images, can be drastically
affected by translating points, and thus the translation in-
variance/equivariance of CNNs is not a desired property.
Streamlines, instead, being unoriented, require flip invari-
ance, but unfortunately this is not a property of standard
CNNs despite it is neglected by the approaches mentioned
above.

Recurrent Neural Networks and Geometric Deep Learning.
Based on these premises we investigate supervised deep
learning approaches different from standard CNNs. We
seek for neural network architectures more suitable for the
streamline structure. Guided by the sequentiality of the
streamline structure, we start our investigation from set-
ting a baseline using a Recurrent Neural Network (RNN)
model. Then, with the aim to have a flip invariant model
able that deals with size-varying input, we explore some
methods from the family of Geometric Deep Learning
(GDL) (Masci et al., 2016; Bronstein et al., 2017). GDL
comprises all the methods that extend convolution princi-
ples to non-Euclidean data, e.g., non grid-based data like
point clouds and graphs. To deal with such data, GDL
models exploit modules and operators that permutation
invariant instead of translation invariant and that can be
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applied to batches of size-varying samples.

Bidirectional LSTM (Graves and Schmidhuber, 2005). In
the literature of RNN methods, especially in the field of
Natural Language Processing where data has a sequential
structure, a large number of methods is based on Long
Short Term Memory (LSTM) (Hochreiter and Schmidhu-
ber, 1997). Among all, we individuate the bidirectional
LSTM (bLSTM) (Graves and Schmidhuber, 2005; Huang
et al., 2015) as a reference deep learning method to ana-
lyze streamlines. bLSTM is characterized by two LSTM
layers, each of them fed with a different orientation of the
input. It learns a shared embedding of both orientations
by combining the two LSTM outputs with an aggregator
operator (concatenation) and then forwards it to a FC net-
work, which performs classification. However, there are
two main limitations of the bLSTM method when applied
to streamlines. First, it requires a fixed-length vector as
input to its LSTM layers, and second it is not invariant
to the input flipping despite the bidirectional architecture.
Indeed, the two LSTM layers learn two different set of
parameters, which may produce different hidden states
if fed with the same sequence. Nevertheless, the use of
the two directions is still beneficial for the network be-
cause it improves the learning of local context information.
Eventually, bidirectionality combined with an augmented
training where streamlines are given in both orientations
might mitigate the lack of flip invariant layers.

The limitations of bLSTM are not present in GDL meth-
ods, which by construction are flip invariant (special case
of permutation invariance) and can be fed with size-varying
point clouds or graphs. Hence, if we model a streamline
as a point cloud we are neglecting its sequential structure
(since point clouds do not assume any ordering of their
vertices), but we maintain both the streamline spatial infor-
mation and its invariance to the flipping of orientation.

PointNet (Qi et al., 2017). In our experiments, we investi-
gate the pioneer and most adopted model for point cloud,
namely PointNet (PN) (Qi et al., 2017). PN is character-
ized by a simple architecture composed only of FC layers
and pooling layers that are by construction permutation
invariant. In particular, for the task of classification PN
presents a series of FC layers as encoder, a max pooling
layer that generates a single global feature vector of the in-
put point cloud, and another series of FC layers performing

the output classification. However, learning on streamlines
using PN could be limited due to the non-consideration
of point relations. Indeed, PN is only able to consider
a global relation among all the points by performing the
max pooling in latent space. For this reason we decided to
investigate also a GDL model that consider points relation
as encoded by graph structures, namely Dynamic Graph
CNN (DGCNN) (Wang et al., 2019).

Dynamic Graph CNN (Wang et al., 2019). The DGCNN
model is, according to Wang et al. a generalization of PN.
Instead of considering a single global (all to all) relation,
DGCNN considers multiple local neighborhood relations,
like in a k-nn graph structure, computed at different depths
of the network, i.e., in different latent spaces. The model
is based on Edge Convolution layers (explained in Section
2.1) which have deeply inspired our Verifyber. However,
since DGCNN makes only use of EC layers (plus the clas-
sification decoder), it is a permutation invariant model as
well as PN. These models cannot distinguish two stream-
lines whose points are randomly shuffled, and this is an
undesired behaviour for the tractogram filtering task.

Verifyber. Our contribution sEC allows the proposed Veri-
fyber model to overcome the permutation invariance lim-
itation while remaining orientation invariant. Also, VF
inherits the other good properties of PN and DGCNN, re-
sulting able to work with size-varying input and to consider
point relations.

4. Material

In this section, we present the datasets used for the em-
pirical analyses. A summary is reported in Table 1. For
each dataset, we report the data source and the type of
labelling, either with inclusive or exclusive policies. The
source data are mainly drawn from the Human Connec-
tome Project (HCP) (Van Essen et al., 2013) repository.

Dataset HCP-EP. This dataset is composed of 20 indi-
viduals randomly selected from HCP repository. The pro-
cessing pipeline carried out the estimation of the diffu-
sivity model using the Constrained Spherical Deconvolu-
tion (CSD) (Tournier et al., 2007), and the fiber tracking
using the algorithm for Particle Filtering Anatomically
Constrained Tractography (PF-ACT) (Girard et al., 2014).
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Table 1: Summary of the adopted datasets. B: number of bundles. #: number of tractograms. T: number of fibers in a tractogram.

Name Source p/np label B # T Track DWI

HCP-EP* HCP Exclusive
Petit et al. (2022)

- 20 1M CSD
PF-ACT

3T DWI, 1.25mm,
270g multi-
b=(1,2,3)K

HCP-IZ† HCP Inclusive
Zhang et al. (2018)

74 1§ 1M HARDI
UKF

3T DWI, 1.25mm,
108g single-b=3K

HCP-IW‡ HCP Inclusive
Wasserthal et al.
(2018)

72 23 10M CSD
iFOD2

3T DWI, 1.25mm,
270g multi-
b=(1,2,3)K

APSS-IS APSS Inclusive
expert: S.S.

4 5 100K DTI
EuDX

1.5T DWI, 2.5mm,
60g single-b=1K

* https://doi.org/10.25663/brainlife.pub.13 † https://github.com/SlicerDMRI/ORG-Atlases
‡ https://zenodo.org/record/1477956#.Ya67UyzMKL8 § averaged from 100 subjects.

More in detail, the tracking generated around ∼1M stream-
lines for each tractogram by seeding 16 points for each
voxel with step size 0.5mm. Tractograms were normal-
ized to the same space via non-linear co-registration to the
MNI152 standard brain (Fonov et al., 2011). For computa-
tional purposes, all the streamlines have been compressed
to the most significant points (Presseau et al., 2015).

For this dataset, the labelling was performed using Ex-
tractor (Petit et al., 2022), a rule-based method that imple-
ments an exclusive policy to elicit the notion of anatomi-
cal plausibility. In particular, the criteria encoded by the
rules are driven by the definition of non-plausibility. Non-
plausible streamlines are identified with several heuristics:
(i) those streamlines that are shorter than 20 mm, or contain
a loop, or are truncated, i.e., they terminate before reach-
ing the WM/GM interface; (ii) outlier streamlines with
respect to clustering (Côté et al., 2015) of the three main
categories of pathways, i.e., associative, projective, com-
missural. According to a conservative approach, all the
remaining streamlines are labeled as anatomical plausible.

Dataset HCP-IZ. The second dataset adopted to test our
method is again HCP-based, but in this case, composed
of only one averaged brain: tractogram and structural T1
image. The average comes from a set of 100 HCP sub-
jects, for which the tracking has been performed on the
estimated diffusivity model (Descoteaux et al., 2007) using

the Unscented Kalman Filter (UKF) Tractography (Reddy
and Rathi, 2016). 10K streamlines were randomly se-
lected from each subject’s brain, resulting in a merged
tractogram composed of ∼1M streamlines. The merge
was possible after a step of streamline-based linear reg-
istration (O’Donnell et al., 2012), which moved all the
tractogram to the space of one arbitrarily picked subject.
The same affine transformation was applied to the struc-
tural T1w images of subjects. Finally, an average T1w
was computed by merging all the subjects’ T1w through a
simple mean operation.

This dataset is presented in Zhang et al. (2018) as an at-
las of white matter bundles. The bundles are extracted from
the average tractogram using the White Matter Analysis
clustering (O’Donnell and Westin, 2007). First, 800 clus-
ters are generated, and then they are visually inspected and
merged to obtain 74 different classes of bundles (see Zhang
et al. (2018) for the full list), including 16 classes of su-
perficial U-shape streamlines. However, in this procedure,
almost 300 clusters are not merged into a bundle because
composed of unknown pathways. We consider all these
unknown streamlines as anatomically non-plausible. More-
over, we use the very high number of bundle classes to
create multiple split of p and np streamlines, emulating
a real-world scenario where the labeling evolves incre-
mentally in time. Each split considers the streamlines
belonging to certain classes of bundles as plausible and all
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the others as non-plausible.

Dataset HCP-IW. With the aim of proving the impact of
our filtering method, we adopt a third HCP-based dataset
published along with TractSeg (Wasserthal et al., 2018,
2019). This dataset is composed of 23 tractograms non-
overlapping with the ones of the other HCP-based datasets.
The tractograms were obtained using multi-shell multi-
tissue CSD model estimation and the Second-order Inte-
gration over Fiber Orientation Distributions (iFOD2) prob-
abilistic tracking with MRtrix (Tournier et al., 2019). The
tracking was performed by: (i) random seeding within the
masked brain, (ii) pruning streamlines shorter than 40mm,
(iii) cropping streamlines at the GM/WM interface, and
(iv) stopping after reconstructing 10M streamlines. More-
over, the tracking was executed twice per subject, once
considering anatomical constraints and once not.

This HCP-IW dataset is one of the few benchmark
datasets for bundle segmentation. It contains the label-
ing of 72 white matter bundles per tractogram. Given the
lack of p versus np categorization in this dataset (as in all
the other publicly available datasets), we use bundles as
proxy evaluators to quantitatively and qualitatively show
the impact of our method.

Dataset APSS-IS. The last dataset we adopt is a clinical
dataset obtained from the Department of Neurosurgery
at the Santa Chiara Hospital (APSS) in Trento (Italy). It
comprises 5 patients affected by brain tumors. For each
subject, we have available the DWI and the reconstructed
tractogram. The DWI was acquired with a 1.5T MR scan-
ner using 60 directions. Then, a single shell b=1000
s/mm2 was extracted to reconstruct the diffusion model
with DTI (Pierpaoli et al., 1996). The tracking was per-
formed using Euler Delta Crossing (EuDX) (Garyfallidis
et al., 2014) and produced approximately 100K fibers.

An expert neurosurgeon (S.S.) manually segmented bun-
dles for clinical purposes in both the healthy and lesioned
hemispheres of the patients. The manual segmentation
followed an ROI-based procedure operated with Track-
Vis (Wang et al., 2007). Due to the different sizes and lo-
cations of tumors, the types of the segmented bundle were
not consistent across patients or hemispheres. Among the
available segmentations, we selected the ones that were
in common with the 5 subjects. The selection resulted
in three types of bundles for the healthy hemisphere: the

Arcuate Fascicle (AF), the Superior Longitudinal Fascicle
(SLF), and the Inferior Fronto-Occipital Fascicle (IFOF),
and one bundle in the lesioned hemisphere: Pyramidal
Tract (PT).

5. Experiments and Results

The empirical analysis is organized into model-related
and task-related experiments. Model-related experiments
aim to assess the properties of the proposed model; task-
related experiments are designed to investigate the effec-
tiveness of Verifyber as a solution for the task of tractogram
filtering. The performance of Verifyber are compared with
a selection of the state of the art methods. The sensitivity
to the sequential structure of the streamlines is carried out
with an ablation study. Finally, the impact of the proposed
solution on tractogram filtering is estimated both quantita-
tively and qualitatively by: (i) looking at the distribution
of the misclassification error, (ii) considering the behav-
ior on different types of tractograms, (iii) simulating the
evolving definition of anatomical plausibility to test the
adaptation in the case of concept drift, and (iv) comparing
with unsupervised deep learning tractogram filtering.

5.1. Model related experiments
Cross-validation analysis. The first experiment is de-
signed to measure the learning performances of Verifyber
according to the usual setting of cross-validation for a su-
pervised task. For this purpose, we consider the HCP-EP
dataset with 20 annotated tractograms. The train and test
splitting follows a 5-fold cross-validation scheme, where
each fold is composed of 4 tractograms and 3.5 million
fibers. For each run, the remaining 4 folds are randomly
split into 4 buckets, 3 devoted to training and 1 to valida-
tion. The training procedure is designed as follows: 1K
epochs; cross-entropy loss to optimize the classification;
Adam optimizer with default alfa and beta momentum (0.9,
0.99); initial learning rate of 10−3 multiplied by a factor of
0.7 every 90 epochs until a minimum value of 5 · 10−5 is
reached. In each epoch, we define a mini-batch composed
of 16K streamlines, randomly sampled from two subjects,
8K from each of them. A subject is sampled only once for
each epoch. The evaluation of the binary classification task
is carried out by measuring the accuracy, the precision, the
recall, and the Dice-Sørensen coefficient (DSC). Results
are reported in Table 2.
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Figure 3: Training curves of the four methods compared. Despite the similar number of parameters of all the models we can observe that bLSTM
(grey) has clear negative gap with respect to all the other models. Conversely, VF (green) has always a positive gap compared to all the others.

Table 2: Accuracy, precision, recall, and DSC 5-fold cross validation scores on HCP-EP dataset. Reported values are the mean and standard deviation
across the 5-folds. Each fold of 4 subjects has been used once as a test.

Method Accuracy Precision Recall DSC

bLSTM 93.0 (±0.1) 93.8 (±0.1) 96.2 (±0.2) 95.0 (±0.1)
PN 94.7 (±0.1) 95.5 (±0.2) 96.9 (±0.2) 96.2 (±0.1)
DGCNN 94.4 (±0.1) 95.4 (±0.2) 96.5 (±0.1) 96.0 (±0.1)
VF 95.2 (±0.1) 96.1 (±0.2) 96.9 (±0.1) 96.6 (±0.1)

Table 3: Models architecture used for experiments.

Method Architecture params

bLSTM MLP(128)→LSTM(256)⊕LSTM−1(256)→ MLP(256,128)→FC(2) 800K

PN MLP(64,64,64,128,1024)→MAX→MLP(512,256,40)→FC(2) 800K

DGCNN ec1:EC(64,64,64)→EC(64,64,64,128)→ec1⊕ec2→ 800K
→MLP(1024)→MAX→MLP(512,256)→FC(2)

Comparison with deep learning models. The second ex-
periment aims to compare Verifyber with the competing
deep learning models, namely bLSTM, PN, and DGCNN.
As reference dataset we consider HCP-EP as above. In this
experiment, we operate the 5-fold cross-validation setting
adopted for Verifyber to all other methods and we measure
the same evaluation metrics. We report the behavior of
training curves for all models, both accuracy and loss, in
Figure 3.

Regarding the input representation, GDL models can
deal with size-varying input, e.g., streamlines with dif-

ferent numbers of points, while bLSTM requires a fixed
vectorial representation in input, like common learning
models. For this reason, we need to resample the points of
all streamlines to be a fixed number. According to previous
works (O’Donnell and Westin, 2007; Garyfallidis et al.,
2012), the common choices are resampling to 12, 16, or
20 points per streamline. Since a side empirical assess-
ment analysis did not provide any significant difference
in performance, we operate a resampling to 16 points for
all the subsequent experiments. To prevent the bias of het-
erogeneous size of models, we set the architecture of the
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Table 4: Permutation test results on HCP-EP. Reported values refer to only one split of the 5-fold. The mean and standard deviation are computed
across the 4 test subjects. Lower values are better. As expected PN and DGCNN proved the permutation invariance maintaining the same results of
Table 2 of the paper.

Method Accuracy Precision Recall DSC

bLSTMperm 64.1 (±1.1) 89.8 (±1.0) 55.1 (±1.1) 68.3 (±0.9)
PNperm 94.5 (±0.1) 95.4 (±0.2) 96.8 (±0.2) 96.1 (±0.2)
DGCNNperm 94.3 (±0.1) 95.4 (±0.3) 96.5 (±0.2) 95.9 (±0.2)
VFperm 30.0 (±2.8) 87.7 (±0.7) 00.3 (±0.0) 00.6 (±0.1)

different methods with a uniform number of parameters,
as reported in Table 3.

The results of the comparison on the test set are reported
in Table 2. According to the related results at the end of the
training illustrated in Figure 3, we may conclude that there
is no overfitting of the model during the learning process.
While the performance of geometric deep learning models
(PN, DGCNN, VF) are quite similar, there is a meaningful
gap with respect to the recurrent neural network model. A
t-test between bLSTM and PN reports a p-value < 10−3.

Permutation invariance test. A requirement for the learn-
ing model based on streamlines is the sensitivity to the
sequence order of points. Both Verifyber and DGCNN
capture the notion of context by taking into account the
neighbors of a point. Nevertheless, the working assump-
tion is that Verifyber is exploiting more carefully the se-
quential relation of points in a fiber. For this purpose, we
design a simple permutation test where the order of points
in a fiber is randomly permuted. The side effect is to gen-
erate pathways potentially anatomically non-plausible. We
then operate the inference on this new test set using just
one split of 5-fold cross-validation since this experiment is
not sensitive to the selection of the individuals. The results
evaluated with the previous metrics are shown in Table 4.
As expected, the performance of Verifyber drops to 30.0%
of accuracy and 0.0% of recall because permuted fibers
are classified as anatomically non-plausible. On the other
hand, both DGCNN and PN preserve the previous scores,
94.3% and 94.5% respectively, because these models are
invariant to the order of points.

5.2. Task Related Experiments

Misclassification analysis. The geometrical properties of
fibers might be captured considering two features: the

Figure 4: Distribution of Extractor labels per streamline category.

length and the curvature. The combination of these fea-
tures may represent a good proxy of the anatomical proper-
ties. To analyze the misclassification error with respect to
these features, We define a partition of fibers, according to
their length, into three intervals: short [0, 50] mm, medium
[50,100] mm, long [100,300] mm. Similarly, we operate
a partition over the mean curvature: straight [0.0,0.05],
curved [0.05, 0.10], very curved [0.10, 0.20]. The parti-
tions are designed to have at least 15% of fibers in each
interval. Combining the intervals of length and curvature,
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(a) (b)

Figure 5: Comparison between PN and VF with respect to 9 streamlines categories that differ for curvature and length. We report the comparison in
terms of accuracy (a) and false positive percentage (b).

we obtain 9 groups for fibers in the HCP-EP dataset, as
reported in Figure 4.

We are interested to investigate how the misclassifica-
tion error differs between Verifyber and PointNet, more
precisely the difference in considering the point cloud only
with respect to the edges. We proceed by looking at these
groups and inspecting where the predictions fail to discrim-
inate between anatomically plausible and non-plausible
fibers. Despite a similar score of classification accuracy,
the two methods share only 60% of the error while the
remaining 40% concerns different fibers. The distribution
of the error with respect to these 9 groups is reported in
Figure 5a.

Figure 5a highlights that on longer and more curved
fibers, Verifyber outperforms PointNet. An interpretation
of the source of such a difference can be obtained by look-
ing at the internal representation of the two models. The
relevance weights associated with each fiber point are uni-
formly distributed in PointNet, whereas in Verifyber the

learning process clearly identifies a few more discriminat-
ing points. We show visual evidence of this difference for
long and more curved fibers in Figure 6.

In-depth error characterization. We deepen our analysis
by focusing our attention on the false positive rate, i.e., the
tendency of misclassifying non-plausible fiber as plausible.
We neglect the false negative rate in this analysis because
Extractor (Petit et al., 2022) adopts an exclusive policy to
label the fibers as anatomically non-plausible, i.e., is more
sensitive to false positive error. False negative error is
qualitatively investigated later. In Figure 5b, we show how
false positive error differs between Verifyber and PointNet.
Even in this case, Verifyber behaves better than PointNet,
meaning lower false positive rate when fibers are long and
curved. PointNet has a clear bias to classify those fibers as
anatomically plausible, while Verifyber is more robust and
keeps the false positive rate consistently in the range of
50−60% across all the groups of fibers. More in detail, the
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(a) PN (b) Verifyber

Figure 6: Given a set of streamlines, we compare the per-point contribution to the classification performed by PN and VF. The reported streamlines are
all non-plausible and belong to the category of long and curved where the misclassification error is greater. We analyzed the amount of contribution
of each point to the global max pooling present in both PN and VF. The size of points indicate their importance with respect to the single fiber
descriptor generated by the pooling. We observe how PN tends to maintain a uniformly distributed importance, while VF seems able to individuate
few strategic points for the filtering task.

worst performance of PointNet are for medium length and
very curved fibers (91.4%), long and very curved (86.5%),
long and curved (64.2%), where the rates of Verifyber are
64.1%, 49.5% and 51.1% respectively.

Considering the conservative approach adopted by ex-
clusive labelings, it might be interesting to inspect the false
negative error qualitatively. In this case, the goal is to eval-
uate whether anatomically plausible fibers misclassified
as non-plausible can be considered controversial due to
the noisy process of ground truth definition. For this pur-
pose we operate a visual inspection on a random sample
of misclassified fibers, as reported in Figure 7. Although
those fibers are labeled as anatomically plausible, — prob-
ably because considered unknown by the exclusive policy
— a manual survey by an expert anatomist confirms the
classification of Verifyber as anatomically non-plausible.

Incremental learning. The qualitative analysis of false
negative fibers highlights the issue of ground truth. In-
consistencies or mistakes in the definition of anatomical
plausibility are not only related to the manual labeling pro-
cess. The debate on human brain anatomy is an ongoing
challenge, and the knowledge of white matter pathways

is constantly evolving. In the machine learning literature,
this circumstance is known as concept drift. For this rea-
son, we need to investigate how Verifyber might be robust
when the ground truth is incrementally updated.

We design a simulation where the labeling of fibers
is revised at different stages by adding new knowledge
following an inclusive policy. For this analysis, we refer to
the HCP-IZ dataset and the categories of bundles defined
in the related atlas: association, projection, commissural,
cerebellar, and superficial. In the first stage, only fibers of
association bundles are labeled as anatomically plausible,
non-plausible otherwise. In the second, third, and fourth
stages, we add the fibers of projection, commissural and
cerebellar bundles, respectively. Finally, in the fifth stage,
we consider the fibers of all bundles defined in the atlas,
i.e., deep and superficial bundles. Even though the HCP-IZ
dataset is the result of processing hundred of individuals, it
is composed of only a single average tractogram. For this
reason, we organize the training set by randomly picking
80% of fibers and the test set with the remaining 20%. For
all stages, we carry out a training process using the same
hyperparameters described above.

Table 5 shows the results of the incremental learning
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Figure 7: Example of FN i.e., labeled as plausible but classified as non-plausible, produced by VF. The streamlines shown are clearly non-plausible
showing the presence of noise in the rule-based labeling, and the capacity of VF of extending the concept learnt by the rules.

Table 5: VF results on incremental learning setting in HCP-IZ dataset. The model is trained always with the same configuration and hyperparameters.
The labeling changes incrementally: first row considers the streamlines of Association (A) bundles as plausible and the rest as non-plausible; in the
second row the labeling of plausible is incremented considering also the streamlines of Projection (P) bundles; similarly the third and fourth rows add
the streamlines of Commissural (Co) and Cerebellar (Ce) bundles. Finally, the last row adds superficial U-shape fibers (Sup) as plausible. This
corresponds to considering the whole Zhang et al. (2018) atlas as plausible and the rest as non-plausible.

Method Plausible Accuracy Precision Recall DSC

Verifyber A 98.8 96.4 96.0 96.2
A+P 98.0 96.4 95.9 96.1
A+P+Co 97.9 97.0 96.6 96.8
A+P+Co+Ce 97.8 97.1 96.4 96.7
A+P+Co+Ce+Sup 97.1 97.6 98.0 97.8

for the five stages. The scores confirm that Verifyber is
considerably stable and does not suffer the drift of anatom-
ical plausibility. However, we may notice a small decrease

in accuracy, compensated by an increase of DSC, when
new groups of bundles are added to the ground truth. This
behavior is explainable by the balance shift between the
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Figure 8: Latent space learned by VFIZ. Each point corresponds to a streamline in the 1024D space reduced to 2D by means of t-SNE (Van der
Maaten and Hinton, 2008). The three plots show the non-plausible streamlines in light-gray, together with one macro category of bundle, i.e.,
association, projection, commissural at a time.

number of plausible and non-plausible fibers.

T-SNE analysis of learned features. A deeper analysis
of the results can be carried out by looking at the latent
space learned by Verifyber after the training process. In
the latent space, each fiber is encoded into a vector of 1024
dimensions. We may visualize this space by projecting
all the fibers into a two-dimensional plot by means of t-
SNE (Van der Maaten and Hinton, 2008) as reported in
Figure 8. Using a color scheme, we highlight the proximity
of fibers that belong to the same bundle. It is worth noting
that even the proximity among the bundles is preserved,
e.g., AF is close to SLF-II and SLF-III, CC[1-7] are almost
consecutive, MdLF is close to ILF. Lateralized bundles
are well separated from each other, e.g., IFOF left and
right. There is consistency in the lateral grouping of similar
bundles, i.e., if a left bundle is close to another left bundle,
the corresponding right bundles are close too.

Comparison with an unsupervised method. An interesting
open question is investigating how our supervised model
behaves compared to a method such as FINTA (Legarreta
et al., 2021); a state-of-the-art approach for unsupervised
tractogram filtering based on deep learning. Specifically,
FINTA employs a convolutional autoencoder, which, simi-

larly to our case, is trained directly on the raw streamline
structure. We believe that such a comparison might be
relevant to clarify the difference between unsupervised and
supervised approaches. Unfortunately, neither the code nor
the data used in Legarreta et al. (2021) has been publicly
distributed. For this reason, we re-implemented FINTA,
following the methodological description provided by the
Authors in their article. We publish our FINTA implemen-
tation, see Section 5.3.

The tractogram filtering in FINTA is designed as a
two steps process: (i) computation of a latent space for
streamlines representation; (ii) filtering with a lazy clas-
sifier based on a thresholded nearest neighbor rule. Anal-
ogously to what is carried out in (Legarreta et al., 2021),
we train the autoencoder of FINTA with a single aver-
age tractogram, the one of HCP-IZ, whose streamlines
are randomly split into 80/20 partition for train and test
respectively. The training is performed using the hyper-
parameters reported by the authors where possible; default
values are used otherwise. We trained the autoencoder
until convergence (see Appendix). In addition, we per-
formed a qualitative assessment of streamlines that were
reconstructed with the trained autoencoder to double-check
that the reproduced approach worked as expected (see Ap-
pendix). After the computation of the latent space on HCP-
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IW we proceed with the inference both on HCP-IZ and
HCP-EP. For each of the two datasets we tuned the choice
of the threshold value for the nearest neighbor rule. The
tuning is carried out on a random subsample of streamlines
from the validation set.

In Table 6, we report the values of accuracy, precision,
recall, and DSC for the HCP-IZ and the HCP-EP dataset.
We observe that on HCP-IZ FINTA achieves the scores in
line with the results published in Legarreta et al. (2021).
Nevertheless, the performance of Verifyber is ∼6.5%p
higher in terms of DSC and ∼9.1%p in accuracy. However,
the gap becomes even more consistent if we look at the
result on HCP-EP, where FINTA has a significant drop in
precision.

Table 6: FINTA performance evaluation. We report the test score of accu-
racy, precision, recall, and DSC on HCP-IZ all (p = A+P+Co+Ce+Sup),
and HCP-EP. The training of the FINTA autoencoder is performed using
the dataset HCP-IZ. Then, we select a portion of plausible (p) fibers,
which are used as anchors for the embedded nearest neighbor step of
FINTA. The selection is performed from the training set of the dataset at
hand.

Method p/np label Acc Prec Rec DSC

HCP-IZ all

FINTA
Zhang et al. (2018)

88.0 87.3 95.8 91.3
Verifyber 97.1 97.6 98.0 97.8

HCP-EP

FINTA
Petit et al. (2022)

74.3 75.1 94.6 83.8
Verifyber 95.2 96.2 96.9 96.6

Generalization across data sources. In the previous ex-
periments, we trained Verifyber on HCP-EP and HCP-IZ
datasets, in which tractography and ground truth policy
differ. An open question is to assess how these models
behave on unseen tractograms. For this purpose, we de-
sign an experiment to perform inference on a new dataset,
namely HCP-IW, using the models trained on HCP-EP and
HCP-IZ. Since a ground truth is unavailable on HCP-IW,
we need to revise the evaluation procedure. The segmented
bundles in HCP-IW might be considered fiducial regions,
where to focus for quantitative and qualitative analysis.
We limit our analysis to 40 most common bundles, those
shared with HCP-IZ, out of the 72 available bundles. The
list of chosen bundles is shown in Figure 10.

We carry out the inference on the fibers of these bun-
dles, then perform a quantitative and qualitative analysis
of potential false negative error since the expected predic-
tion should be only anatomically plausible by design. As
a quantitative measure, we compute the volumetric DSC
score between the mask of the original bundle and the
mask of fibers classified as anatomically plausible. The
working assumption is that a moderate false negative error
would not affect the estimate of the volumetric region of a
bundle. We deepen our evaluation with a qualitative analy-
sis by visually inspecting a sample of fibers classified as
anatomically non-plausible, i.e., drawn from the portion of
potential false negative fibers. We replicate this procedure
both on HCP-IZ and the 23 individuals distributed as test
set from HCP-IW datasets. In addition, we investigate
the agreement of the two models trained on two different
ground truths, i.e., VFEP and VFIZ.

In Figures 9 and 10, we report the volumetric DSC score
obtained with Verifyber trained on HCP-EP and HCP-
IZ respectively. In both the plots, the average value of
DSC is above 0.95 while the minimum does not fall below
0.80. The qualitative analysis of the filtering is depicted in
Figures 11 and 12. A small sample of fibers misclassified
as false negative is selected from a few common bundles.
Even though these fibers belong to segmented bundles, the
visual inspection by an expert confirms that their pathways
are anatomically non-plausible. It is worth noting that
even if a fiber falls in the volumetric mask of a bundle not
necessarily the related pathway is anatomically plausible.
The color scheme highlights those fibers that are classified
as anatomically non-plausible from both models.
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Figure 9: Volumetric DSC of Tractseg bundles after filtering using VFEP. Reported mean and standard deviation refers to 23 subjects. The filtering
does not impact significantly the shape of the bundle guaranteeing at least 80% of DSC. The mean DSC is 96.8 ± 5.4.

Figure 10: Volumetric DSC of Tractseg bundles after filtering using VFIZ. Reported mean and standard deviation refers to 23 subjects. The filtering
does not impact significantly the shape of the bundle guaranteeing at least 85% of DSC. In most of the cases the DSC is above 95%. The mean DSC
is 97.5 ± 2.4.
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Figure 11: Qualitative example of non-plausible streamlines belonging to Tractseg bundles individuated using VFEP. The figure shows in blue
streamlines individuated as non-plausible both by VFEP and VFIZ (shared non-plausible). The orange streamlines are instead exclusive of VFEP. In
some bundles there is only a very small number of shared non-plausible, because the amount of non-plausible found by both model on that bundle is
globally very low e.g., the AF bundles has 0.001% of non-plausible fibers found globally both when we use VFEP and when we use VFIZ.
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Figure 12: Qualitative example of non-plausible streamlines belonging to Tractseg bundles individuated using VFIZ. Blue streamlines are shared
non-plausible examples, while red streamlines are exclusive non-plausible of VFIZ.
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Model deployment on clinical data. As an additional eval-
uation, we investigate how the VF learnt model behaves
when inference is carried out on clinical data. This exper-
iment considers the patients with tumors of the APSS-IS
dataset, and we filter their tractograms with VFEP. Note
that the choice of filtering with VFEP rather than VFIZ

is driven by the more conservative approach of the un-
derneath labeling. Similar to the experiments involving
the HCP-IW dataset, we refer to the segmented bundles
as a proxy evaluator of plausible streamlines. However,
differently from HCP-IW, the quality of bundles in clin-
ical data is lower since the time restrictions on DWI se-
quence acquisition. The shape of the segmented bundles is
more sensitive to the removal of hypothetical non-plausible
streamline, therefore we cannot carry out the quantitative
analysis previously adopted for HCP-IW. Hence, we pro-
ceed with a qualitative analysis by visual inspection of
three different bundles from the healthy hemisphere and
one bundle from the tumored hemisphere for each of the 5
subjects.

To illustrate the results of the qualitative analysis we re-

port two figures. Figure 13 depicts the filtering of bundles
segmented from the healthy hemisphere of the subjects,
while Figure 14 shows one bundle segmented from the
tumored hemisphere. In both cases, the individuated non-
plausible streamlines, colored in black, appear to be clearly
artifactual and poorly compliant with the expected shape
of the bundle. In many cases, such streamlines either do a
strict U-turn like in the AF of subject S2 or are truncated
like in the PT of S3.

5.3. Code and reproducibility

Verifyber has been implemented using PyTorch (Paszke
et al., 2019) and the extension for geometric deep learning,
PyG (Fey and Lenssen, 2019). Our implementation, along
with the trained models used in the experiments, is avail-
able at https://github.com/FBK-NILab/verifyber.
The Github repository also contains our FINTA (Legarreta
et al., 2021) implementation. In addition, to simplify the
deployment of VFEP and VFIZ, we published an App on
the BrainLife platform (Avesani et al., 2019), accessible at
https://doi.org/10.25663/brainlife.app.390.
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Figure 13: Qualitative results after filtering APSS clinical dataset using VFEP. Black streamlines are classified as non-plausible. Bundles reported in
this figure belong to the healthy hemisphere of patients.
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Figure 14: Qualitative results of the tumored hemisphere after filtering APSS clinical dataset using VFEP. The bundle shown is the pyramidal tract
(PT). Black streamlines are classified as non-plausible. The red ROI is the segmented tumor.

23



6. Discussion and Conclusions

6.1. Verifyber Performance
Verifyber is effective for tractogram filtering. The pro-
posed method, Verifyber, resulted successful for the trac-
togram filtering task. It can learn from an external super-
vision, e.g. Extractor labeling (see Figure 3), and then
preserving the high performance reached during training
also for inference on unseen data, see Table 2. In all the
reported metrics the high scores are coupled with a low
standard deviation in the cross-validation setting, e.g., ac-
curacy 95.2% ± 0.01 and DSC 96.6% ± 0.01, an empirical
evidence of the robustness with respect to the training and
testing partition. The higher recall compared to the pre-
cision measure suggests that the model operate a more
conservative filtering, in agreement with the bias of the
exclusive labelling policy. Additionally, VF revealed fast
inference at test time, classifying 1M streamlines in less
than a minute (46.2 sec using a GPU NVIDIA Titan XP
12GB), a two order of magnitude less than more common
filtering approaches, as signal-based and rule-based meth-
ods.

Sequence edge convolution benefits. Performing trac-
togram filtering using a state of the art GDL model, e.g.,
PN or DGCNN, allows the use of raw streamline repre-
sentation, i.e., varying number of points without forcing
an arbitrary orientation, at the cost to be invariant to the
permutation of streamline points. In VF we overcome
such a drawback as confirmed by results of ablation study
reported in Table 4 while remaining invariant to the fiber
orientation. Furthermore, we show that considering the
edges of the streamlines matters and enables VF to achieve
a competitive advantage over PN when streamlines are
longer and curved. In these groups of streamlines, VF has
only a small drop in accuracy while significantly outper-
forming PN: 89% vs. 76% when long and very curved, and
88% vs. 71% when long and middle curved (see Figure
5). This gap can be explained by the different property of
representation learning in the two models. Sequence edge
convolutional layers of VF is more effective to capture the
long range spatial information into the learned embedding
of fibers. VF successfully encodes the most salient point
in complex pathways while PN struggles to identify the
salient points because the learned global embedding is not
informative for local patterns (see Figure 6).

Error analysis. In exclusive labeling policies, the false
positive error (FP) is more relevant than the false negative.
Observing the FP analysis in Figure 5, VF disclosed ro-
bustness despite the uneven distribution of the plausible
and non-plausible labels, as observable in Figure 4. Com-
pared to PN, which seems to be influenced by the higher
number of plausible streamlines, the FP rate of VF is al-
ways lower or equal. Again, the difference is greater for
curve and long streamlines where considering the edges
helps the classification. In the false negative analysis, the
presence of artifactual fibers (see Figure 7) labelled as
plausible proves to some extent the ability of the model to
generalize the rules beyond the labeling. Although some
noise in the annotation process that brings to overestimate
the plausibility of some streamlines, the large number of
streamlines given in input to the training (around 10M)
provides a good generalization ability of VF. We may re-
mark the importance of this property as manual labeling is
intrinsically error-prone and always leads to having some
noisy labels.

Incremental learning. The lack of a complete WM knowl-
edge and the constant effort of neuroanatomy community
lead to a continuous evolution of the notion of anatomi-
cal plausibility, which reflects on tractogram labelings, a
phenomenon known as concept drift. New bundles are
added to the definition of plausibility as soon as the neu-
roanatomist consolidates their definitions. We emulated
such a real-world scenario in the incremental learning ex-
periments, where VF obtained convincing results, (see Ta-
ble 5). The iterative addition of new categories of bundles,
e.g., adding projection bundles to association bundles, has
not affected the performance of VF. VF learns a meaning-
ful latent space where fibers of a bundle are grouped, and
similar bundles are close (see Figure 8). This result sug-
gests that VF effectively captures the trajectory of fibers.
Therefore, we may expect better robustness when an in-
clusive policy of labelling is incrementally adopted in a
real world setting. Moreover, in the same experiment, we
unveiled the possibility to learn the filtering by training VF
with a single averaged tractogram. Single-subject train-
ing works because our method scales with the number of
streamlines and not with the number of subjects. Note that
a single-subject training might lead to low inter-individual
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generalization, but this is unlikely to be the case in HCP-
IZ as the tractogram already contains information of 100
subjects.

Supervised vs. unsupervised. One of our working hy-
potheses is the use of a supervised deep learning approach,
in contrast with unsupervised, to guarantee higher flex-
ibility to different definitions of anatomical plausibility.
The comparison with FINTA, chosen as representative
of unsupervised methods, in Table 6 highlights a signifi-
cant difference between the two types of approaches. The
performance of Verifyber is high and stable on both the
inclusive and exclusive labeling policies, i.e., only 2%p
of accuracy and 1%p of DSC difference. On the contrary,
FINTA is not robust to the two labeling policies, achieving
14%p of accuracy and 7%p of DSC difference. We remark
that such a difference occurs although we tuned the filter-
ing threshold of FINTA specifically for each dataset. In our
experience, adopting the same threshold across different
datasets highly worsen the results.

An additional observation concerning FINTA is that it
performs considerably better on the inclusive labeling such
as HCP-IZ dataset. This labeling policy discriminates be-
tween plausible and non-plausible using the concept of
bundle or cluster. Non-plausible fibers are either unknown
bundle or outliers manually removed from clusters. Both
the situations are favorable for solutions such as FINTA
based on autoencoders, as they are known to perform well
in the task of anomaly/outlier detection (Pang et al., 2021).
The low dimensional bottleneck of the autoencoder com-
bined with the reconstruction loss acts as a regularizer of
the latent space and promotes a denoising of the input fiber
trajectory (Vincent et al., 2010). As a result, in FINTA, the
loss based on fiber reconstruction is effective for detecting
non-plausible fibers, considered outliers. However, the
denoising action, especially in cases of local geometrical
distortion of the pathway (see Appendix), lead to produc-
ing false positives during filtering, as highlighted by lower
precision w.r.t. recall in Table 6.

When we move from inclusive to exclusive labelings,
the hypothesis of non-plausible as outliers bundles no more
holds. In exclusive labelings, the anatomical plausibility
concerns the artifactual geometry of fibers and the anatomi-
cal regions in which fibers pass through or terminate. How-
ever, such characteristics might be altered by the denoising
effect of AEs (see Appendix), e.g., a non-plausible sharp

turn within a fiber is deleted by denoising. The excessive
denoising may explain the drop of performance of FINTA
on HCP-EP, 14%p lower accuracy. In general, we may
state that unsupervised filtering approaches are accurate
when the premises of their loss holds in the labeling at
hand. Instead, supervised approaches like Verifyber are
more flexible to different labeling policies as the classi-
fication loss directly optimizes the labeling at hand. For
this reason, VF substantially outperforms FINTA, +20%p
accuracy and +13%p DSC on the exclusive labeling.

6.2. Model Deployment

Generalization across data sources. The reproducibility
analysis aims to assess the behavior of a model on differ-
ent datasets with respect to those used for training. For
this purpose, we investigated the inference of VF on HCP-
IW dataset, a large collection of high quality data. We
considered both models trained with the two labelling
policies, VFEP and VFIZ, exclusive and inclusive respec-
tively. It is worthwhile to remark that for HCP-IW we do
not have a labeling for anatomical plausibility but only
the segmentation of major bundles, which we use as a
proxy for plausible fibers. From the results reported in
Figure 9 and 10, we notice that in both cases there is no
meaningful alteration of volumetric bundle masks before
and after the filtering despite the removal of around 20%
of the streamlines. In some specific bundles such as the
IFOF, our method detected a higher percentage of non-
plausible streamlines, around 50 − 60%. However, given
the absence of a ground truth labeling to refer to, such
high percentages of non-plausible fibers could be an error
of our model. For this reason, we needed to operate an
additional visual check to assess the source of the error,
as illustrated in Figure 15. The assessment revealed a pre-
mature termination of the fiber in the frontal lobe. This
anomaly is probably due to the lack of anatomical con-
straints (ACT) in the tracking procedure that Wasserthal
et al. (2018) adopted for the tracking of IFOF. For all the
other bundles, an expert visually investigated a portion
of the predicted non-plausible fibers confirming that such
fibers were having a non-plausible pathway, see Figure 11
and 12. However, the partial visual check is not enough
to guarantee a 100% correct filtering — which we do not
expect —, but the preserved bundles masks reveal a con-
servative filtering of VF. Testing the learnt models, VFEP

and VFIZ, on the same third party test dataset allows us
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Figure 15: Filtering of Tractseg IFOF using VFIZ. Blue streamlines are classified as non-plausible, while transparent green are classified as plausible.

to estimate the labeling policies overlaps computing the
agreement of the predictions. The result is 84% of DSC
of plausible streamlines and 37% of DSC of non-plausible
streamlines. The low overlap of non-plausible is explain-
able by the different approaches of Zhang et al. (2018) and
Extractor, i.e., inclusive vs. exclusive.

Clinical application. The last validation of VF on clinical
data, i.e., APSS dataset, shows that the method might be
effective even in the context of clinical data. Although the
completely different data quality, tracking pipeline, and
the presence of alteration caused by tumors, our method
filters streamlines that after visual inspection confirmed to
be truly non-plausible, see 13 and 14. The characteristics
of the detected non-plausible streamlines agree with the
principles of some of the Extractor rules, e.g., truncation,
loop and strict U-turn. In most cases, it is straightforward
to notice the disagreement of filtered streamlines compared
to the retained streamlines of the respective bundles. One
could argue that a similar strong disagreement may hap-
pen when plausible streamlines belonging to other bundles
are wrongly present in the APSS dataset segmentations.
To answer, we can assert that the inspection shows, on
the contrary, that such streamlines are truly non-plausible.
Given the clinical circumstances, we may claim that fil-
tering such non-plausible streamlines could simplify and

speed up clinicians’ manual process of bundle extraction.
With fewer false positives, they do not have to draw several
ROIs of exclusion.

6.3. Possible weaknesses and limitation

Biases of labelling policies. Some cautions must be taken
into account when deploying Verifyber to new data, partic-
ularly considering the choice of VFEP versus VFIZ. In the
case of VFEP, the filtering is highly dependent on a proper
non-linear co-registration of the target brain to standard
MNI as many rules of Extractor concern the anatomy of
that standard. The same strict requirement is not present
for VFIZ, as the HCP-IZ training dataset contains fibers
that are only linearly registered to a shared anatomical
reference. However, VFIZ has other limitations. First, it is
biased towards the bundle definitions followed by Zhang
et al.. Secondly, the averaged tractogram of the atlas does
not contain spurious streamlines that terminate in the WM
or contain loops, and thus one cannot expect the removal
of these in a new tractogram.

Verifyber is not designed for signal-based filtering. In
case one is interested in re-training VF using new label-
ings, it is important to remind that VF is not meant to learn
signal-based filtering. The reason is that signal-based cri-
teria are based on spatial regularization of fibers, i.e., fiber
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density map, and not on fiber anatomy. For example, con-
sidering SIFT2 (Smith et al., 2015b) weights, the anatomy
of high-weight fibers is often non-plausible. For the sake
of completeness, in additional experiments, we explored
using VF to learn the SIFT2 filtering (see Appendix).

Quantitative generalization experiments are missing. De-
spite the extensive set of experiments carried out to test
Verifyber, we miss a second labeled dataset where to quan-
titatively confirm the generalization performance of VF.
The availability of labeled tractograms is still limited, and
in our case, we had available only a single additional non-
HCP tractogram labeled with Extractor. Despite that trac-
togram contains more than 1.5M fibers, we considered a
single-subject test not statistically significant. We attach
the result on that dataset in Appendix.
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Bertò, G., Bullock, D., Astolfi, P., Hayashi, S., Zigiotto, L., Annicchiarico,
L., Corsini, F., De Benedictis, A., Sarubbo, S., Pestilli, F., Avesani,
P., Olivetti, E., 2021. Classifyber, a robust streamline-based linear
classifier for white matter bundle segmentation. NeuroImage 224,
117402. doi:10.1016/j.neuroimage.2020.117402.

Bronstein, M.M., Bruna, J., LeCun, Y., Szlam, A., Vandergheynst, P.,
2017. Geometric deep learning: Going beyond euclidean data. IEEE
Signal Processing Magazine 34, 18–42.

Buchanan, C.R., Pernet, C.R., Gorgolewski, K.J., Storkey, A.J., Bastin,
M.E., 2014. Test–retest reliability of structural brain networks
from diffusion MRI. NeuroImage 86, 231–243. doi:10.1016/j.
neuroimage.2013.09.054.

Chamberland, M., Scherrer, B., Prabhu, S.P., Madsen, J., Fortin, D.,
Whittingstall, K., Descoteaux, M., Warfield, S.K., 2017. Active
delineation of Meyer’s loop using oriented priors through MAGNEtic
tractography (MAGNET). Human Brain Mapping 38, 509–527.

Chandio, B.Q., Chattopadhyay, T., Owens-Walton, C., Reina, J.E.V.,
Nabulsi, L., Thomopoulos, S.I., Garyfallidis, E., Thompson, P.M.,
2022. FiberNeat: Unsupervised White Matter Tract Filtering, in: 2022
44th Annual International Conference of the IEEE Engineering in
Medicine & Biology Society (EMBC), pp. 5055–5061. doi:10.1109/
EMBC48229.2022.9870877.
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A., 2014. Global tractography with embedded anatomical priors for
quantitative connectivity analysis. Frontiers in Neurology 5, 232.
doi:10.3389/fneur.2014.00232.

Maffei, C., Jovicich, J., De Benedictis, A., Corsini, F., Barbareschi, M.,
Chioffi, F., Sarubbo, S., 2018. Topography of the human acoustic
radiation as revealed by ex vivo fibers micro-dissection and in vivo
diffusion-based tractography. Brain Structure and Function 223, 449–
459. doi:10.1007/s00429-017-1471-6.

Maier-Hein, K.H., Neher, P.F., Houde, J.C., Côté, M.A., Garyfallidis, E.,
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Appendix A. Additional Experiments with Verifyber

Appendix A.1. Verifyber Test on BIL&GIN data

BILGIN-EP. BIL&GIN (Mazoyer et al., 2016) data source.
Exclusive labeling (Petit et al., 2022). Single subject, with
tractogram of 1.5M streamlines obtained via PF-ACT trac-
tography (Girard et al., 2020).

Table A.7: Generalization test on BILGIN-EP. Models have been trained
on one of the 5-fold split of HCP-EP. We do not report standard deviation,
as BILGIN-EP is a single-subject dataset. The results confirm Veryfiber
as best performing model. It maintains very high precision, while it
loose some points in terms of recall. This is probably due to the different
distribution of plausible/non-plausible.

Method Accuracy Precision Recall DSC

bLSTM 90.7 94.4 93.1 93.7
PN 91.2 95.1 93.1 94.1
DGCNN 91.4 95.5 92.8 94.1
VF 92.5 96.2 93.7 94.9

Appendix A.2. Training Verifyber with Signal-based Su-
pervision

In this study, we adopted fiber weights obtained with
SIFT2 (Smith et al., 2015b) as target for Verifyber, which
was trained for regression. The results suggested that VF
can learn weights regression decently well, but cannot
capture the density-based filtering criteria. In fact, with
tractograms having similar fiber density map, VF was able
to predict weights, but as soon as new tractograms had dif-
ferent fiber density our methods failed. See Figures A.16,
A.17, A.18

Table A.8: Regression results on SIFT2 weights for HCP-EP. Both Veri-
fyber and PointNet (Qi et al., 2017) were trained on the training subjects
of HCP-EP, for which we computed the SIFT2 weights. The table shows
the test results averaged over 4 test subjects in terms of Mean Abso-
lute Error(MAE) — the same metric optimized during training —, and
Spearman’s rank correlation coefficient. The former indicate the absolute
regression error, while the latter indicate how much the ranking of fibers
obtained for SIFT2 weights is preserved after weights prediction.

Model CSD MAE Spear. Corr.

Verifyber DiPy 0.173 (±0.011) 0.766 (±0.039)
PointNet DiPy 0.175 (±0.014) 0.757 (±0.033)
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Figure A.16: SIFT2 weights per streamline categories in a single tractogram. Relationship between streamline anatomy and SIFT2 streamline
weights. Each weight interval contains at least 10% of fibers. The trend of length and curvature shows that high-weight is assigned to very curved
and short fibers. Viceversa, low-weight is given to straight and long fibers. This behavior is almost opposite compared to the anatomical labeling of
Extractor (Petit et al., 2022). Note also a very high standard deviation.

Figure A.17: Visual example of non-plausible fibers according to SIFT2. 8 streamlines with weights > 3, lengths > 92 mm, and curvatures > 2 (MNI
space, downsampled to 16 points). The figure shows that SIFT2 weights are not a good indicator for the anatomical plausibility of a streamline.
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Figure A.18: Spatial distribution of SIFT2 weights vs. fiber density. SIFT weights distribution (top rows) compared to streamline density map
(bottom rows). Observing the two types of maps, it is easy to see the high degree of correlation.
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Figure A.19: Fiber density map obtained after Ensemble Tractography (Takemura et al., 2016) (top rows) and Particle Filtering tractography (Girard
et al., 2014) (bottom rows). This figure shows that we cannot expect generalization of VFSIFT2 across the two kind of tractograms.
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Appendix B. Investigation of FINTA

Additional results obtained with the reproduced
FINTA (Legarreta et al., 2021). See Figures B.20, B.21,
B.22.

Figure B.20: Reproduced FINTA autoencoder. The plot on the left refer to a training performed on the dataset HCP-IZ. In this experiment, according
to the setting used by the Authors of FINTA, we split the streamlines of the HCP-IZ tractogram into 80/20 train/test. The train set was then split
in 4 buckets, 3 used for train and 1 for validation, which is performed once every 100 epochs. The training is stopped after 1000 epochs as it has
converged to an MSE value in validation ∼1mm. The image on the right depicts the qualitative reconstruction using the trained autoencoder. Thin
fibers are the original, while fat are the reconstructed. It can be observed that the reconstruction is smooth and reasonably correct.
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Figure B.21: Non-plausible fibers (HCP-EP) reconstructed using FINTA autoencoder. As can be noted original streamlines (thin) have a clear
non-plausible trajectory with sharp curves. The denoising action performed by the autoencoder reconstruct smoother trajectories (fat), which we may
observe to be more similar to plausible than to non-plausible fibers. Such denoising behaviour is expected when adopting an autoencoder model.
However, as the output reconstructions reflect the learned embedding, such a behaviour can be a source of error for the task of tractogram filtering.

Figure B.22: IFOF left from HCP-IW Wasserthal et al. (2018) after classification of streamlines as plausible (p) and non-plausible (np) using FINTA
trained on HCP-IZ Zhang et al. (2018). Considering the same classification performed with Verifyber (see Figure 16 of the paper) as a reference
labeling, we investigate the possible false positive prediction of FINTA i.e,. fibers that are np according to Verifyber, but that FINTA classifies as p.
In the figure we indicate such fibers in fuchsia, while we color with green and blue fibers classified by both methods as p and np respectively.
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