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 
Abstract— This paper reports the first accurate and physics-

based Verilog-A implementation of the fully analytic form of 

photocurrent in SPICE compact models for uni-traveling carrier 

(UTC) photodiodes (PD). To overcome the limitations of single 

pole network implementations for modeling frequency 

dependence of the photo-response, especially at frequencies 

beyond 100 GHz, we explored different solutions for the complete 

analytic equation of the dynamic photocurrent. A new 

implementation has been proposed which requires three 

additional nodes in the UTC-PD electrical equivalent circuit and 

offers the best trade-off between accuracy and computational 

efficiency. Model validation has been performed against on-wafer 

measurements from two UTC-PD technologies depicting very 

good accuracy over the entire frequency range. 

Index Terms— Beyond-5G circuit design, Photodiode compact 

model, UTC photodiode, SPICE, Verilog-A. 

I.  INTRODUCTION 

PTOELECTRONIC integrated circuits (OEIC) are a fast-

emerging technology to meet the growing demands of 

broadband communications especially for beyond-5G 

networks. These circuits can be realized through efficient 

technological convergence between electronic and photonic 

systems, such as monolithic integration on InP substrate [1, 2]. 

This leverages cost-efficiency of on-chip integration, uni-

traveling carrier (UTC) photodiodes (PD) for optical to 

millimetre-wave conversion [2, 3] and high-speed InP HBTs 

particularly suited for terahertz applications owing to high 

electron mobility and breakdown fields [4]. Designing such 

photonic integrated circuits naturally prompts the need to 

leverage existing electronic circuit design framework as well 

as compatible, computationally efficient, and physics-based 

models for individual devices. From the compatibility 

viewpoint for circuit design tools, SPICE models are of crucial 

importance in photonic device modeling. At present, the 

existing handful of SPICE-compatible modeling efforts [5-9] 

in photonics, especially for UTC-photodiodes, are largely 

based on an equivalent circuit modeling approach. While these 

equivalent circuit models, consisting of R-C equivalent 

networks, capture the behaviour of UTC-PDs reasonably well 

and thus offer computational advantage over numerical 

models, the physical basis of these models remain limited 

compared to a physics-based and scalable SPICE compact 
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model in Verilog-A. Moreover, the simplicity of the existing 

equivalent circuit models limit their accuracy compared to 

analytic equations describing the physics of UTC-PDs [10-

12]. In an effort to bring SPICE models closer to the physical 

transport mechanisms, a comprehensive SPICE model in 

Verilog-A, which accounts for both static and dynamic 

behavior of UTC-PDs, was presented in [13] and further 

detailed in [14-15]. However, due to the inherent complexity 

in implementing the analytical equations describing the photo-

response in Verilog-A, behavioral approximations were used 

that limit the model's physical basis as well as its accuracy at 

higher frequencies. To circumvent this problem, in this work 

we explore a more accurate, yet computationally optimum, 

Verilog-A implementation of the photo-response. At 

frequencies beyond 110 GHz, particularly where photodiode 

bandwidths can potentially reach several hundreds of GHz [16 

17], our proposed implementation remains accurate in 

comparison with the analytical solution. 

The rest of the paper is organized as follows: Section II 

describes the background of this work detailing the limitations 

in previous modeling approaches; Section III describes 

different approximation methods and corresponding model 

equations for the Verilog-A implementation, followed by a 

theoretical comparison of the implementations with the full 

analytical model; Section IV compares the accuracy of 

different model implementation and details model validation 

against on-wafer measurements of photo-response on two III-

V UTC-PD technologies. 

II.  BACKGROUND 

The electrical equivalent circuit of the UTC-PD [13], 

illustrated in Fig. 1 (a), consists of two current sources in 

parallel, the classical diode current, ID = 𝐼𝑆[exp(𝑉𝑑 𝑛𝑉𝑇⁄ ) − 1], 

and the photocurrent, Iphoto, under reverse bias. The p-n 

junction capacitance of the diode is denoted by the Cj0, in 

parallel with the reverse bias p-n junction resistance Rsh of the 

fully depleted junction. Rseries is the resistance of the diode in 

series with the anode. CP and LP are the parasitic capacitance 

and inductances due to the measured test structures (RF-pads). 

The photocurrent is controlled by the input optical power and 

is modelled by the photo-generation rate and the transfer 

functions in the absorber and collector regions. While the 

Verilog-A model presented in [13-15], captured both the static 

and dynamic behavior of UTC-PDs quite well, the dynamic 

photocurrent modeling remained rather simplified. This is 

because the implementation of the complete analytical form is 

not straightforward due to the complex sinc and exponential 

functions representing its frequency dependence. The 

analytical photocurrent model discussed in this work was 

originally developed by Ishibashi et al. [10], where the 
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photocurrent was calculated for a simple UTC-PD structure 

with an absorption layer of thickness 𝑊𝐴 and a collection layer 

of thickness 𝑊𝐶. The analytical solution is obtained using the 

current continuity relation, the drift diffusion equations and 

the Poisson’s equation under the short-circuit condition. In 

[11], Ishibashi et al. developed an improved formulation of 

the total photocurrent density obtained by following current 

continuity across the absorber and the collector regions, 

𝐽𝑡𝑜𝑡(𝜔) = 𝐽𝐴(𝜔) + 𝑗
𝜔𝜀𝑠
𝑊𝐴

𝑉𝐴(𝜔) + 𝐽𝑎𝑑𝑗(𝜔) (1) 

= 𝐽𝐶(𝜔) + 𝑗
𝜔𝜀𝑠
𝑊𝐶

𝑉𝐶(𝜔) (2) 

Where, 𝐽𝐴(𝜔) and 𝑉𝐴(𝜔) are the photocurrent and voltage 

drop in the absorber, respectively. 𝐽𝐶(𝜔) and 𝑉𝐶(𝜔) are the 

photocurrent and voltage drop in the collector layer, 

respectively; 𝜀𝑠 is the permittivity of the material. Considering 

that the electron velocity is constant, and the transfer function 

𝐻𝐶(𝜔) =  
𝑠𝑖𝑛(𝜔𝜏𝑐/2)

𝜔𝜏𝑐/2
𝑒−𝑗

𝜔𝜏𝑐
2  , for the induced current in the carrier 

collecting layer  [10, 11], then  𝐽𝐴(𝜔) [11] and 𝐽𝐶(𝜔) [10] are 

given by: 

𝐽𝐴(𝜔) = −𝑞𝐺(𝜔) × 𝐻𝐴(𝜔) = −𝑞𝐺(𝜔)
1

1 + 𝑗𝜔𝜏𝑎
(3) 

𝐽𝐶(𝜔) = 𝐽𝐴(𝜔) × 𝐻𝐶(𝜔) = −𝑞𝐺(𝜔)
1

1 + 𝑗𝜔𝜏𝑎

𝑠𝑖𝑛(𝜔𝜏𝑐/2)

𝜔𝜏𝑐/2
𝑒−𝑗

𝜔𝜏𝑐
2 (4) 

Here, 𝐺(𝜔) is electron-hole pair generation rate uniformly 

distributed over the absorber of thickness WA. As 𝐽𝐴(𝜔) and 

𝐽𝐶(𝜔) differ in amplitude and phase, an additional current 

term,𝐽𝑎𝑑𝑗(𝜔) was added in (1) to satisfy the current continuity. 

For the terminal voltage of the photodiode to be zero under 

short circuit condition, the following must be satisfied ([11]): 

𝑗
𝜔𝜀𝑠
𝑊𝐴

𝑉𝐴(𝜔) = −𝑗
𝜔𝜀𝑠
𝑊𝐶

𝑉𝐶(𝜔) (5) 

At the low frequency limit (<f3DB), 𝐽𝐴(𝜔) equals  𝐽𝐶(𝜔). Then 

the term 𝐽𝑎𝑑𝑗(𝜔) is approximated by: 

𝐽𝑎𝑑𝑗(𝜔) = −2𝑗
𝜔𝜀𝑠
𝑊𝐴

𝑉𝐴(𝜔) (6) 

𝑜𝑟, 𝐽𝑎𝑑𝑗(𝜔) ≈ −𝑗𝜔𝐶𝐴𝑅𝐴𝐽𝐴(𝜔) = −𝑗𝜔𝜏𝑎𝑑𝑗𝐽𝐴(𝜔) (7) 
Where 𝐶𝐴 and 𝑅𝐴 are absorber capacitance and resistance, 

respectively. The product 𝐶𝐴𝑅𝐴 is the adjusment time 𝜏𝑎𝑑𝑗 and 

it is estimated to be serval tens of fs for a p-InGaAs absorber 

with low resistivity and small thickness [11]. At lower 

frequencies (< 500 GHz), 𝜔𝜏𝑎𝑑𝑗 ≪ 1. Therefore, the collector 

displacement current −𝑗
𝜔𝜀𝑠

𝑊𝐶
𝑉𝐶(𝜔) can be ignored and from 

(2) the total photocurrent becomes: 

𝐽𝑡𝑜𝑡(𝜔) ≈ −𝑞𝐺(𝜔)
1

1 + 𝑗𝜔𝜏𝑎

𝑠𝑖𝑛(𝜔𝜏𝑐/2)

𝜔𝜏𝑐/2
𝑒−𝑗

𝜔𝜏𝑐
2 (8) 

Assuming that the sinusoidal generation rate 𝐺(𝜔) is constant 

throughout the absorption region, WA, one can rewrite the 

above as, 

𝐼𝑡𝑜𝑡(𝜔) = −𝐼𝑝ℎ0
1

1 + 𝑗𝜔𝜏𝑎
𝑠𝑖𝑛𝑐(𝜔𝜏𝑐/2) 𝑒

−𝑗
𝜔𝜏𝑐
2 (9) 

This expression can also be found in [18]. 

 Considering the static photocurrent of the UTC-

PD,  𝐼𝑝ℎ(𝜔 = 0) = 𝐼𝑝ℎ0, the dynamic photocurrent has been 

derived as a function of the transit times across the absorber, 

τa, and the collector, τc [10], which are given by,  

𝜏𝑎 = (
𝑊𝐴
2

3𝐷𝑒
+

𝑊𝐴

𝑣𝑡ℎ
),                 (10) 

 𝜏𝑐 =
𝑊𝐶

𝑣𝐶
                     (11) 

Here, 𝑊𝐴 and 𝑊𝐶 are absorber and collector thicknesses, 

respectively, vth and vc are thermionic and carrier saturation 

velocities in the absorber and collector, respectively, and De is 

the electron diffusion coefficient in the absorber, calculated 

using the mobility through the Einstein relation, De/µe = kT/q.  

 The full extent of precision of the analytical expression in 

(9) could not be validated experimentally, especially due to 

the difficulty in measuring the phase of the device photo-

response correctly as parasitic contributions from the optical 

measurement setup could not be removed. Hence, we 

constructed a theoretical InGaAs/InP UTC-PD device that 

closely resembles our experimental DUTs, using TCAD 

simulation with SILVACO [19]. In Fig. 1, the simulated mesa 

structure of the InGaAs/InP UTC-PD is shown depicting 

different epitaxial layers and their corresponding doping 

profiles. In the TCAD simulation, we used the same physical 

parameters as the calculation of the analytical expression of 

(9), such as the absorber and collector thicknesses of 100 and 

225 nm, respectively. From the range of values found in [12] 

for the mobility, we used an electron mobility of 0.5 m2/Vs for 

all our calculations that corresponds to the absorption layer 

doping level in our case. The key parameters used in our 

simulations are summarized in table 1. 

Table 1:  Physical parameter values used in eq. (9) 
Physical parameters Value 

𝑊𝐴(𝑛𝑚) 100 

𝑊𝐶(𝑛𝑚) 225 

𝑣𝑡ℎ(𝑚/𝑠) (InGaAs) 2.5𝗑105  

𝑣𝑐(𝑚/𝑠) (InP) 1𝗑105 

µ𝑒(𝑚
2/𝑉. 𝑠) 0.5 

 
FIG. 1: (a) Epitaxial structure depicting layer compositions and thicknesses of 

different materials and (b) doping profile of the TCAD simulated UTC-PD. 

 

Next, we performed optical TCAD simulation for which a 

light beam of 1.55 µm wavelength was used to illuminate the 

device vertically (Fig. 2 (a)) which led to photo-generation of 

carriers mainly in the InGaAs absorber and p-contact layers 

(Fig. 2(b)). AC optical simulation was then performed from 

which we extracted the real and imaginary parts of the 

photocurrent (Fig. 2(c)), which were then converted to the 

normalized magnitude and phase of the photo-response as 

shown in Fig. 2(d) and (e), respectively. While the TCAD 

simulated device did not include the contributions from the 

interconnects of extrinsic test-structure of the real device, the 
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R-C response of the intrinsic diode (due to the series 

resistance and the p-n junction capacitance) was still present 

in the simulation, which needed to be accounted for when 

comparing with the pure theoretical photo-response described 

by (9) as depicted in Fig. 2(d)-(e). Hence, we used the series 

resistance and junction capacitance values (Fig. 2) obtained 

from the TCAD simulation of the unilluminated device. 

Consequently, the transfer function of the photo-only response 

in (9) was multiplied by the transfer function of the diode R-C 

response to obtain a fair comparison with TCAD data. Figs. 2 

(c), (d) and (e) show a good agreement between the TCAD 

and analytical model simulations, affirming the validity of the 

latter. Moreover, a recent Monte Carlo simulation study by 

Ishibashi et al. [20] has provided further validation of their 

earlier works on the analytical model such as [11], on which 

this work is based. For subsequent theoretical analysis 

presented in the following sections, we have focused on the 

photo-only analytical expression of (9) for comparison with 

other theoretical implementations explored in this work. 

 

FIG. 2: Optical simulation using SILVACO TCAD depicting (a) optical 

intensity; (b) photo-generation rate; Normalized photo-response showing (c) 

real and imaginary parts (d) magnitude and (e) phase in comparison with the 

analytical model of eq. (9). 
 

Direct frequency-domain implementations of sinc and 

exponential functions in Verilog-A are not possible and 

therefore no SPICE Verilog-A model exists to-date that takes 

into account the complete analytical eq. (9). Rudimentarily, 

the dynamic behavior in (9) can be represented using a low-

pass filter like single–pole R-C network to model the 

frequency roll-off. The additional electrical equivalent circuit 

uses a unit resistance (in Ω) and a capacitance of value 𝜏𝑡 (in 

F) in parallel fed by a current source Iph0, thus implementing 

𝐼𝑝ℎ(𝑤) = 𝐼𝑝ℎ0/(1 + 𝑗𝜔𝜏𝑡) (inset of Fig. 3(a)). However, this 

largely overestimates the analytical solution as frequency 

increases. Moreover, this approximation accounts for only one 

type of carrier in a unipolar region and thus cannot capture the 

complete physics of carrier transport in devices like p-i-n 

diodes or UTC-PDs. Considering absorber and collector 

thicknesses of 100 and 225 nm, respectively, a vth of 2.5×105 

m/s as well as a vc of 105 m/s [10] in (9) for an InGaAs/InP 

UTC-PDs, the magnitude and phase of the normalized 

frequency response (Iph/Iph0) is plotted in Figs. 3 (b) and (c) 

for both the analytical equation and the single pole 

approximation. Note that we have used the value of 𝜏𝑡 to be 

the same as 𝜏𝑎 in (9) calculated with a mobility of 0.5 m2/Vs. 

Even with a mobility of 0.26 m2/Vs from [11], we observe that 

the single pole model still largely overestimates both 

magnitude and phase (Fig. 3). This implementation, thus, does 

not meet the criteria for design of high-speed optoelectronic 

circuits using SPICE. Interestingly, only the phase of the 

photocurrent is governed by the 𝑒−𝑗𝜔𝜏𝑐/2 term in (9) and 

without this term, the phase of the photocurrent in (9) reduces 

to that of the single pole implementation (Fig. 3(c)) even 

though its magnitude remains the same as that of (9). From the 

point of view of design and understanding of microwave 

photonic systems, capturing both magnitude and phase of the 

frequency response of photodiodes is crucial yet remains 

experimentally difficult as reported previously [21-22]. This in 

turn, limits the understanding of the operation of the 

photodiode and as a result the prediction of system level 

performances [23]. Even though important figures of merit of 

the photodiode, such as its 3-dB bandwidth and power, are 

both calculated simply from the magnitude of the photo-

response, the phase is important from the perspective of the 

whole system as it is also dependent on the optical energy. 

Phase variations often come with excess phase noise and can 

thus impede demodulation [24]. Hence, it is crucial that the 

SPICE implementation also captures the phase of the photo-

response accurately along with the magnitude of the 

photocurrent. With that in mind, in this work, we explore 

more accurate implementation of (9) and develop the first 

Verilog-A implementation of an accurate and computationally 

efficient SPICE model for describing the complete analytical 

photocurrent expression in UTC-PDs. Our proposed 

implementation methodology is not technology-specific and 

can be extended for other photonic devices such as high-

bandwidth (>200 GHz) p-i-n photodiodes [16]. 

 
FIG. 3: (a) UTC-PD Electrical equivalent circuit; inset showing photocurrent 

implementation using an additional node; (b) Normalized frequency response 

of UTC-PD comparing the analytical and approximate solutions. 

III.  MODEL EQUATIONS AND VERILOG-A IMPLEMENTATION  

The central idea behind this work has been to develop model 

equations for Verilog-A implementations that capture the 

dynamic photocurrent behavior in UTC-PDs by approximating 

eq. (9) as accurately as possible. They also need to be easily 
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implementable in Verilog-A using existing SPICE simulation 

framework. To overcome the limitations of the single pole 

approximation and to preserve the precision of eq. (9) as much 

as possible, it is crucial that one simplifies 𝑠𝑖𝑛𝑐 (
𝜔𝜏𝑐

2
) 𝑒−𝑗

𝜔𝜏𝑐
2  

to a more convenient form: 

𝐼𝑝ℎ(𝑤) = 𝐼𝑝ℎ(𝜔 = 0) ⋅
1

1+𝑗𝜔𝜏𝑎
⋅
(𝑒

𝑗
𝜔𝜏𝑐
2 −𝑒

−𝑗
𝜔𝜏𝑐
2 )

2⋅𝑗.
𝜔𝜏𝑐
2

⋅ 𝑒−𝑗
𝜔𝜏𝑐
2 ,  

Or, 𝐼𝑝ℎ(𝑤) = 𝐼𝑝ℎ0
1

1+𝑗𝜔𝜏𝑎
⋅
(1−𝑒−𝑗𝜔𝜏𝑐)

𝑗𝜔𝜏𝑐
 .         (12) 

Substituting the Laplace variable s = jω in (12), the frequency 

domain representation reads, 

𝐼𝑝ℎ(𝑠) = 𝐼𝑝ℎ0
1

1+𝑠𝜏𝑎
⋅
(1−𝑒−𝑠𝜏𝑐)

𝑠𝜏𝑐
 .                  (13) 

To implement the above equation in Verilog-A, one needs to 

consider that the Laplace variable, s, in fact stands for the time 

derivative, ddt. However, implementation of second order 

expressions in Verilog-A is not directly possible without a few 

approximations to rearrange the transfer function in terms of 

simple single pole equivalent circuits making use of 

Kirchhoff’s current law at each of these equivalent circuit 

nodes in terms of lumped R, L or C elements.  

The accuracy of the approximation and the computation 

burden are the two factors that we kept in mind while 

searching for an optimal solution that offers a good balance 

between accuracy and computational efficiency. Before 

arriving at the model proposed in this work, we explored 

several approximation methods which included Taylor series 

and Padé approximants [25] particularly for approximating the 

exponential term in (13). These provided better accuracy 

compared to the classical single pole model, both in terms of 

magnitude and phase of the photo-response, but they were 

either computationally expensive or lacked the desired 

precision (Fig. 4). For example, a 4th order Taylor series 

expansion not only deviates rapidly from the analytical 

solution beyond 100 GHz both in magnitude and phase as 

shown in Fig. 4, but also requires 6 additional node for its 

implementation.  

While the Padé approximants [25] of lower orders 

(Padé(1,1) or Padé (2,1)) were relatively light in terms of 

computational resources, requiring 2 and 3 additional nodes, 

respectively. Compared to the higher order Padé (3,1) 

approximant, which can be implemented with 5 additional 

nodes, the lower order approximants were also unable to 

capture the desired precision of the analytical equation. As 

shown in Fig. 4, while both the Padé (2, 1) and Padé (3, 1) 

approximants exhibit better precision over Padé (1,1) in both 

the magnitudes and phase, the magnitudes of Padé (2, 1) and 

Padé (3, 1) approximants start to deviate from the analytical 

solution beyond 100 GHz. However, the phase of the Padé 

(3,1) approximant shows the best fit with the analytical 

solution among all the methods explored so far. However, the 

sheer computation burden of the approximation was still not 

acceptable.  

Hence, in this paper, we propose a new implementation 

making use of the Taylor series for the exponential term. We 

will show that this new implementation not only ensures very 

high model precision up to very high frequencies (up to 300 

GHz) but also optimizes computational burden by limiting the 

polynomial expansion to its third order, thereby limiting the 

number of additional nodes to 3 in Verilog-A implementation. 

First, eq. (13) in Laplace domain is re-written as  

𝐼𝑝ℎ𝑎(𝑠) = 𝐼𝑝ℎ(𝑠) ⋅
𝑠𝜏𝑐

(1−𝑒−𝑠𝜏𝑐)
, with 𝐼𝑝ℎ𝑎(𝑠) = 𝐼𝑝ℎ0

1

1+s𝜏𝑎
 .     (14) 

Considering that 𝑠𝜏𝑐/(1 − 𝑒
−𝑠𝜏𝑐) has a polynomial expansion 

of the form [𝐶0 + 𝐶1(𝑠𝜏𝑐) + 𝐶2(𝑠𝜏𝑐)
2 +⋯] and substituting the 

Taylor series for 𝑒𝑠𝜏𝑐, one can solve for coefficient values 

𝐶0, 𝐶1 and 𝐶2. If one writes, 
𝑠𝜏𝑐𝑒

𝑠𝜏𝑐

(𝑒𝑠𝜏𝑐 − 1)
= 𝐶0 + 𝐶1(𝑠𝜏𝑐) + 𝐶2(𝑠𝜏𝑐)

2 +⋯ 

Or, 𝑠𝜏𝑐 (1 + 𝑠𝜏𝑐 +
(𝑠𝜏𝑐)

2

2
+
(𝑠𝜏𝑐)

3

6
+⋯) 

= (𝐶0 + 𝐶1(𝑠𝜏𝑐) + 𝐶2(𝑠𝜏𝑐)
2 +⋯) ∙  (𝑠𝜏𝑐 +

(𝑠𝜏𝑐)
2

2
+

(𝑠𝜏𝑐)
3

6
+⋯)         (15) 

Solving from both sides for the polynomial coefficients, we 

obtain, C0 =1, C1 =1/2 and C2 =1/12. Limiting the expansion to 

its 3rd order and rewriting (14) using these values, we obtain, 

𝐼𝑝ℎ𝑎(𝑠) = 𝐼𝑝ℎ(𝑠) [1 +
𝑠𝜏𝑐

2
+

(𝑠𝜏𝑐)
2

12
]            (16) 

or, 𝐼𝑝ℎ(𝑠) =
𝐼𝑝ℎ𝑎(𝑠)

[1+𝑠𝜏𝑐/2+(𝑠𝜏𝑐)
2/12]

                                (17) 

Eq. (17) can now be translated into Verilog-A by representing 

each pole using its equivalent R-C network. For this, one can 

write the corresponding Kirchhoff’s current equations at each 

node in terms of the node currents and voltages. The 

capacitive elements are represented by the time derivatives, 

ddt, of the node voltages to replace the Laplace variable.  

  
FIG. 4: Normalized photo-response comparing analytical solution with 

different approximations studied. 
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FIG. 5: Electrical equivalent circuit of the proposed implementation. 

Eq. (17) was represented by three additional sub-circuits in the 
SPICE model (Fig. 5), similar to the approach presented in 
[20]. Using Kirchhoff’s current law, the following equations 
for Verilog-A implementation can be written,  
𝐼௣௛଴ െ 𝑉ሺ𝑋଴ሻ െ ddt൫𝜏௔ ∙ 𝑉ሺ𝑋଴ሻ൯ ൌ 0,

𝑉ሺ𝑋଴ሻ െ 𝑉ሺ𝑋ଶሻ െ 𝑑𝑑𝑡 ൬
ఛ೎

ଶ
∙ 𝑉ሺ𝑋ଵሻ൰ ൌ 0

𝑉ሺ𝑋ଵሻ െ 𝑉ሺ𝑋ଶሻ െ ddt ൬
ఛ೎

଺
∙ 𝑉ሺ𝑋ଶሻ൰ ൌ 0⎭

⎪
⎬

⎪
⎫

                    (18) 

Solving the equations in (18) simultaneously for V(X2) 
gives 𝐼௣௛ሺ𝜔ሻ. As pointed out in [26], it is important to note 
that default convergence tolerance in Verilog-A is 10-6 for 
node voltages and 10-12 for currents, typically. Due to this 
reason, the assignment of a current to a node voltage while 
solving for model-intrinsic node variables, as is the case for 
(18), results in the convergence tolerances mismatched by a 
factor of 106 that might lead to simulation problems. 
Particularly, in circuit simulation scenarios, if the values 
stored in internal node voltages unexpectedly and significantly 
differ from typical voltage values, problems in transient 
simulation might be encountered due to the simulation 
convergence criteria. Hence, in accordance with the best 
practices of Verilog-A compact modeling [26], the current 
𝐼௣௛଴ is scaled by a factor of 106 so that defined tolerances for 
voltage quantities are not exceeded. Finally, the solution 
obtained for V(X2) is again scaled by 10-6 to obtain the correct 
value of the photocurrent: 
10଺ ∗ 𝐼௣௛଴ െ 𝑉ሺ𝑋଴ሻ െ ddt൫𝜏௔ ∙ 𝑉ሺ𝑋଴ሻ൯ ൌ 0,

𝑉ሺ𝑋଴ሻ െ 𝑉ሺ𝑋ଶሻ െ 𝑑𝑑𝑡 ൬
ఛ೎

ଶ
∙ 𝑉ሺ𝑋ଵሻ൰ ൌ 0

𝑉ሺ𝑋ଵሻ െ 𝑉ሺ𝑋ଶሻ െ ddt ൬
ఛ೎

଺
∙ 𝑉ሺ𝑋ଶሻ൰ ൌ 0

𝐼௣௛ ൌ 10ି଺ ∗ 𝑉ሺ𝑋ଶሻ ⎭
⎪⎪
⎬

⎪⎪
⎫

                (19) 

This new implementation shows very good model accuracy 
over the entire frequency range up to 300 GHz compared to 
the analytical solution (Fig. 4), both for the magnitude and the 
phase, offering the best compromise between computational 
effort and precision. In Fig. 6, 3-dB cut-off frequencies of 
different UTC-PD technologies from III-V lab [3], ETH 
Zurich [7], IEMN [27] and UCL [8] were calculated using the 
analytical expression of photocurrent for various absorber and 
collector widths, affirming the versatility and applicability of 
our proposed model with respect to the most commonly 
reported UTC-PD structures. In Fig. 7, the RMS errors in the 
magnitude and the phase with respect to (9), obtained using 
the same physical parameters in table 1, are shown for three 
implementations. For this comparison, we chose the Padé 
(1,1) and Padé (3,1) implementations since they are 
computationally the least and most exhaustive, respectively. 
Contrastingly, our proposed model, which offers the highest 
precision in both magnitude and phase, requires an optimal 

implementation effort, offering the best trade-off between 
model accuracy and computation. Considering the absorber 
and collector thicknesses corresponding to their highest 3-dB 
cut-off frequencies (Fig. 6), we note the lowest RMS error (1-
6% in magnitude and 0.5-1.5% in phase) for our proposed 
implementation (Figs. 7(e) and (f)) compared to the others 
(Figs. 7 (a), (b) and (c), (d)). To the best of our knowledge, 
our proposed implementation is the first demonstration of such 
accurate SPICE model of photocurrent in UTC-PDs. 

 
FIG. 6: 3-dB cut-off frequencies of various UTC-PD technologies [3, 7-8, 25]. 
 

 
FIG. 7: RMS errors in magnitude and phase compared to analytical solution 
for (a) and (b) Padé (1, 1); (c) and (d) Padé (3, 1); (e) and (f) our proposed 
approximation methods. 

IV.  MODEL VALIDATION  
The theoretical expression of the photo-current transfer 
function in (9) is in fact the intrinsic photo-carrier response of 
the photodiodes. However, one must keep in mind that on-
wafer measurement results also include the transfer functions 
due to the R-C delay of the diode junction capacitance and 
series resistance and that of the RF test-structures. Therefore, 
the measured results show a lower than predicted (by eq. (9)) 

Iph (ω) = V(X2)

1Ω 

τaIph0

X0

τC /6

X2

V(X1)

X1

τC /2
V(X0) V(X2) 1Ω 
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3-dB cut-off frequency. To take this into account for model 

validation, we leveraged the UTC-PD SPICE compact model 

and associated parameter set without illumination (detailed in 

[14-15]) for the simulation of dynamic photo-response. 

Results are shown in Figs. 8 (a) and (b) for InGaAs/InGaAsP 

[3] and GaInAsSb/InP [7] UTC-PDs, respectively, comparing 

on-wafer measurements with compact model simulations for 

different approximation methods. Corresponding simulation 

results for the single pole approximation are also included for 

reference. As expected, the single pole approximation 

overestimates the cut-off frequency, whereas Padé (1, 1) 

approximation underestimates it. Interestingly, both Padé (2, 

1) and Padé (3, 1) show quite acceptable precision up to 67 

GHz and start to deviate from the analytical solution beyond 

110 GHz (Fig. 8). Our proposed implementation offers the 

best trade-off between accuracy and computational efficiency 

for implementation of the photo-response, remaining accurate 

even beyond 110 GHz. Due to equipment limitation of on-

wafer measurements, precision of different implementations 

could not be further evaluated experimentally at very high 

frequencies. However, for integrated photonic circuit design 

employing high-bandwidth photodiodes such as the ones 

reported in [15, 16], the accuracy and computational 

efficiency of our proposed model at such high frequencies will 

be indispensable. Availability of on-wafer measurements 

beyond 110 GHz will therefore offer a stronger validation of 

our proposed photo-response SPICE modeling framework.  

 
FIG. 8: Measured (symbol) and simulated (line) normalized photo-response of 

(a) InGaAs/InGaAsP and (b)GaAInAsSb/InP UTC-PDs comparing different 

photocurrent implementations methods investigated in this work. 

V.  CONCLUSION 

In this paper we reported the first accurate and physics-based 

Verilog-A SPICE compact model implementation of the 

complete analytic form of the photocurrent in UTC-PDs. Our 

proposed implementation makes use of an optimal number of 

3 additional nodes in the UTC-PD electrical equivalent circuit 

offering the best compromise between precision and 

computational efficiency. Model simulation has been 

validated against on-wafer measurements of two UTC-PD 

technologies, depicting very good accuracy up to 67 and 110 

GHz. In future, we plan on further exploring experimental 

validation, especially for the phase of the photo-response, 

using additional optical characterization techniques and 

leveraging high-frequency measurements. From a theoretical 

point of view, our proposed implementation preserves model 

accuracy up to 300 GHz compared to other approximation 

methods, thereby making it indispensable for future high-

speed OEIC design.  

APPENDIX 

Verilog-A code for the proposed implementation of the UTC 

photocurrent model:  
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module photodiode (Anode, Cathode, Light) ; 

inout Anode, Cathode Light; 

electrical Anode, Cathode, Light; 

// Virtual nodes for photocurrent implementation 

electrical x1, x2, x3; 

// Current branches 

// UTC-PD CURRENTS 

branch (Anode, Cathode) PD_branch ;  

// Light port 

branch (Light) br_light ;  

 

// Virtual branches 

branch (x1) br_bx1; 

branch (x2) br_bx2; 

branch (x3) br_bx3; 

... 

`define MPRcz(nam,def,uni,des) \ 

     (*units=uni,desc=des*) \ 

     parameter real nam=def from[0:inf); 

// Model parameters 

MPRcz(Responsivity, 0.5, "A/W", "Responsivity") 

MPRcz(WA, 100e-9, "m", "Absorber thickness") 

MPRcz(WC, 225e-9, "m", "Collector thickness") 

MPRcz(mu, 0.5, "m^2/Vs", "e mobility") 

MPRcz(vth, 2.5e5, "m/s", "thermionic emiss. vel.") 

MPRcz(vsat, 1e5, "m/s", "saturation velocity") ... 

real Iph, Popt, De, Id, I5; 

real tauA, tauC; 

 

analog begin  

// PHOTO-CURRENT CALCULATION 

De=mu*0.026; 

tauA=WA*WA/(3*De)+WA/vth; 

tauC=WC/vsat;  

... 

// dB to Watt conversion for input optical power 

Popt = pow(10, 0.1*V(br_light))/1000;  

Iph=Popt*Responsivity; 

... 

// Single pole calculations 

I(br_bx1)<+-Iph; 

I(br_bx1)<+V(br_bx1); 

I(br_bx1)<+ddt(tauA*V(br_bx1)); 

 

// Implementation of sinc(w*taux)*exp(-jw*tauc)  

I(br_bx2)<+-V(br_bx1)+V(br_bx3); 

I(br_bx2)<+ddt((tauC/2)*V(br_bx2)); 
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I(br_bx3)<+-V(br_bx2); 

I(br_bx3)<+V(br_bx3); 

I(br_bx3)<+ddt((tauC/6)*V(br_bx3)); 

... 

 

// Total diode current  

Id=diode current equations; 

 

// Photocurrent branch 

I5=V(br_bx3);  

 

// CURRENT CONTRIBUTION  

... 

I(PD_branch)<+Id ; //Diode current 

I(PD_branch)<+-I5 ; //Photocurrent 

end  

endmodule 
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