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ABSTRACT: This paper evaluates fog forecasts of a new AROME configuration dedicated to fog

thanks to observations of the recent field campaign SOuth westFOGs 3Dimensions (SOFOG3D).

This new configuration takes advantage of an upgraded horizontal and vertical resolution, of a

2-moment microphysical scheme (LIMA) and of the inclusion of a parametrization of the droplets

deposition onto vegetation. A statistical study conducted over the 6 months of the SOFOG3D field

campaign allowed the evaluation of the quality of fog forecasts produced by this new configuration

to compare it to the current operational configuration of AROME. The main findings are as follows:

the new configuration forecast more fog events, with a few more false alarms, but improved the

amount of fogs with low top height and with a low water content, underestimated by the reference

configuration. The importance of the first level height for a good representation of the first few

meters above the ground is crucial to improve the fog formation forecast. A delay of fog dissipation

in the morning was highlighted in operational simulations and slightly reduced thanks to LIMA.

This two-moment scheme produced thinner fogs, with less water content. These are more realistic,

compared with observations, and thinner fog is also easier for solar radiation to dissipate.
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1. Introduction

Fog is defined as a suspension of water droplets in the air, which reduces horizontal visibility

at the lowest levels of the atmosphere near the surface (World Meteorological Organisation 2017).

Issues linked to fog are multiple, both in terms of security wise and economics. As mentioned

by Gultepe et al. (2009), the financial impact of fog is similar to that of winter storms. No

sector appears to be excluded, whether it is aviation (Mathew et al. 2016; Gultepe et al. 2019),

marine shipping (Fernando et al. 2021), road transport (Pagowski et al. 2004), or sports and social

activities (Pezzoli et al. 2010). In the aviation sector, fog is a problem for aircraft takeoffs and

landings: fog may trigger Low Visibility Procedures, leading to flight delays and economical losses

by reducing the frequency of takeoffs and landings or diverting aircraft (Gadher and Baird 2006;

Milmo 2007). The main mechanisms involved in fog formation are relatively well known. Based

on these elements, a fog event can be classified as proposed by Tardif and Rasmussen (2007).

The most frequent fogs over land are radiative fog (Bergot 2013), advection-radiative fog (Ryznar

1977) and stratus lowering fog (SLF) (Dupont et al. 2012). However, these mechanisms have low

predictability (Bergot and Koracin 2021). To limit fog-related problems, forecasters and airline

companies are interested in improving fog forecasting, both temporally and spatially.

Given their societal and economical importance, fog forecasts are necessary to mitigate its

impact on human activity (Gultepe et al. 2009), even in the relatively short term, from a few

hours to 2 days. Among the various methods developed and used over the last decades, Numerical

Weather Prediction (NWP) models are nowadays the most commonly used systems for short-term

fog forecasts (Price et al. 2018). These models, developed by national meteorological offices

for operational purposes, are usually limited-area models at the kilometer scale, initialized after

assimilation of fine-scale observations. Such NWP models include for instance, Application of

Research to Operational at MEso-scale (AROME, Seity et al. (2011); Brousseau et al. (2016)) over

France, HARMONIE (HIRLAM ALADIN Research on Mesoscale Operational NWP In Euromed,

Bengtsson et al. (2017)) over different European countries, COSMO (COnsortium for Small-scale

MOdelling, Bentzien and Friederichs (2012)) over Germany, Swiss and Italy.

Many previous studies with operational NWP have assessed the performances of fog forecasts,

by comparing them to regular observation networks, as in Gultepe et al. (2007a) where Canadian
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operational NWP model was compared to satellite and surface observations. For instance, Román-

Cascón et al. (2019) studied fog forecast by the HARMONIE model in the Spanish Northern Plateau

and the proportion of radiative fogs and SLF forecast in this region. The model had more facility in

forecasting SLF than it did radiative fogs. The duration and fog top height of this kind of fog were

overestimated however and the model had difficulty predicting a situation with alternating radiative

and SLF. Even Westerhuis et al. (2020) found that the COSMO model underestimated persistent

fogs on the Swiss Plateau and they attempted to reduce this bias. Changing a microphysical

scheme from a one-moment to a two-moment scheme or altering the vertical grid did not lead to

an improvement, whilst reducing the lower bound for turbulent mixing coefficient or improving

the horizontal grid allowed the delay of fog dissipation. Fog forecasts computed by operational

AROME were studied by Philip et al. (2016). They evaluated the impact of vertical resolution on fog

forecasts with kilometric-scale AROME. This study was achieved as a case study and statistically

during an entire winter season over Paris Charles de Gaulle Airport (Paris-CDG), France. They

showed a strong impact of vertical resolution on fog onset and thermodynamic proprieties in fog,

highlighting the importance of a fine vertical resolution close to the ground in order to forecast

fog. These results were consistent with those of Tardif (2007) who studied the impact of vertical

resolution on fog forecasts with a one-dimensional model: fog onset processes were impacted

by vertical resolution and were more realistic with a finer grid. The importance of near-surface

resolution in the quality of fog forecast has been confirmed in the recent model intercomparison

Boutle et al. (2022). In addition, Philip et al. (2016) highlighted an underestimation of SLF forecast

by the AROME model over Paris-CDG. This report led to the work of Fathalli et al. (2022), where

they studied this kind of fog event in the North of France in order to investigate the processes

responsible for its formation. More recently, Bell et al. (2021) studied the impact of assimilation

of new observations data, from radiometers, on the quality of fog forecasts by the AROME model.

Fog formation and life cycles are driven by fine processes (Gultepe and Milbrandt 2007; Bergot

2013; Price and Clark 2014; Gultepe et al. 2021): turbulent, microphysical, thermodynamic and

radiative processes. Some of these processes are hardly observable, and so even harder to forecast,

for example when one considers the impact of tree barriers on fog formation and the collection

of droplets by vegetation (Mazoyer et al. 2017) or the effect of small-scale surface heterogeneities

and buildings (Bergot et al. 2015).
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In order to improve the AROME forecasts, a new configuration has been developed, which

includes an increase in horizontal and vertical resolution, a new two-moment microphysical scheme,

and the taking into account of an important physical process, the droplets deposition on vegetation.

Many of these improvements have been tested in research models (such as Meso-NH, Lafore et al.

(1998); Lac et al. (2018)) on specific case studies and independently of each other.

A fine horizontal resolution allows a better representation of surface heterogeneities and orogra-

phy, particularly relevant during the formation phase (Bergot et al. 2015) or for the forecasting of

valley fogs (Ducongé et al. 2020). For instance, the United Kingdom Met Office has run a 333 m

horizontal resolution NWP model since 2013 around Heathrow airport, the London Model (Boutle

et al. 2016). London Model kept the same vertical resolution as their current mesoscale model,

i.e. 70 vertical levels with a model top at 40 km. The turbulent and cloud parametrizations were

however improved.

The microphysical scheme used to represent the hydrometeors’ life cycle is a key component for

fog forecasts in NWP models, and more particularly during dissipation phase (Zhang et al. 2014;

Stolaki et al. 2015; Steeneveld and de Bode 2018). A one-moment schemes allow the prognostic

forecast of one parameter per microphysical species, commonly the mixing ratio, as in ICE3 (Pinty

and Jabouille 1998) AROME’s operational microphysical scheme. As droplet concentration, and

therefore droplet size, impacts fog sedimentation and radiative budgets, it is worth calculating

this prognostically. Moreover, droplet concentration may have a significant impact during thin

to deep fog transition (Boutle et al. 2018). Two-moment microphysical schemes enable the

prognostic forecast of two parameters per microphysical species, such as mass mixing ratios and

their concentration, as in the Liquid Ice Multiple Aerosols (LIMA) microphysical scheme (Vié

et al. 2016). Under foggy conditions, LIMA has shown a more accurate representation of cloud

droplets (Ducongé et al. 2020). The authors used a high-resolution simulation (100 m) in order

to understand the impact of local circulation on fog formation and to evaluate simulations with

ICE3 and LIMA. They found that LIMA improves fog forecasts, especially when the prognostic

droplet number concentration was used in the radiative scheme to calculate cloud optical properties:

the radiative impact of droplet concentration is greater than its gravitational settling effect. The

importance of agreement with the use of microphysical properties to calculate optical properties
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in the radiative scheme had also been mentioned in the intercomparison proposed by Boutle et al.

(2022).

Droplet deposition is defined as the collection of fog droplets by vegetation (trees, grass, etc).

This process is crucial in fog as shown by von Glasow and Bott (1999), Price and Clark (2014) or

Zhang et al. (2014). There is a need to take into account the fact that the deposition should decrease

Liquid Water Content (LWC) and droplet concentration in the first meters above the surface as

shown by Mazoyer et al. (2017) in the research NWP model Meso-NH. Thus, cloud water content

in fog forecasts is more realistic.

This paper assesses whether recent advances in fog forecast modelling, such as the resolution or

microphysical parametrization mentioned above, may improve the quality of AROME NWP fog

forecasts.

For this purpose, AROME forecasts will be evaluated against measurements collected during the

SOuth westFOGs 3Dimensions (SOFOG3D) experiment for processes study led by Météo-France

(Burnet et al. (2020)). This six months field experiment has been conducted from October 2019 to

March 2020 in the South-West of France to provide three dimensions mapping of the boundary layer

during fog events by combining remote sensing instruments, balloon-borne in-situ measurements

and a network of surface stations. This dataset, and in particular the microphysical measurements,

allow us to deeply evaluate and understand the different AROME configurations for fog forecasts.

Paper begins in section 2 with a description of the SOFOG3D field campaign and observations

used. Section 3 presents the NWP AROME model and configurations used in this study. Section 4

details the path taken to detect fog conditions in observations and in forecasts. Section 5 is dedicated

to the statistical evaluation of fog forecasts’ quality of a new high-resolution configuration, against

SOFOG3D data. Section 6 provides analyses and discussions of the model behavior highlighted

earlier before the conclusions of the article.

2. Observations

This section is dedicated to the presentation of the SOFOG3D field campaign and the measure-

ments used in this paper to evaluate model forecasts.
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Fig. 1. Localisation of the observation sites during the SOFOG3D campaign, across the whole of the southwest

of France (on the left) and around the Super site (dashed line on the left and on the right).

17

18

The SOFOG3D field observation campaign took place in the southwestern part of France between

October 2019 and March 2020. The main site was located near Saint-Symphorien (LAT:44.419548°

N ; LON:0.596224° W ; ALT:69m). The location’s variety of vegetation types made it possible to

assess the impact of surface heterogeneities on fog.

A dense network of sensors consisting of 16 stations was installed around the main site during

the field campaign. Their locations are indicated in figure 1. This network was complemented

by 12 observation stations of the operational network of Météo-France, the RADOME network

(Réseau d’Acquisition de Données et d’Observations Météorologiques Étendu). All these stations

allowed continuous monitoring of atmospheric conditions during the campaign. The information

provided by in situ facilities included two-meter temperature, two-meter relative humidity, ten-

meter wind speed and three-meter horizontal visibility. The available observations used in this

study are summarised in the table 1.

In addition, two cloud radars (Delanoë et al. 2016) and six radiometers (Martinet et al. 2022)

were installed throughout the southwest of France. The deployed cloud radars were Bistatic Radar

System for Atmospheric Studies (BASTA) cloud radars with a 95-GHz frequency-modulated

continuous wave Doppler radar covering the atmosphere from 50 m height to 10 km height. They

allowed the estimation of fog top height, if it was higher than 50 m. Liquid Water Path (LWP) and

temperature profiles were obtained using radiometer measurements. On the Jachère site, located

near Super-site, a FogMonitor (FM-120, Droplet Measurement Technologies Inn., Boulder, CO,
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Table 1. Characteristics of main sensors installed during SOFOG3D field campaign and used in this study.

Measurement Instrument Number Height Uncertainty

Visibility PWD 22/52 of Vaisala 6 3m 10%
73000 Sentry of Young 13

RADOME Visibility PWD 22/52 of Vaisala 11 3m 10%
LWC CDP 1 tethered balloon

Droplet concentration
LWC FM-120 1 3m

Droplet concentration +/- 10%
LWP Microwave radiometer 6 remote sensing +/- 20 g.m−2

Fog depth 95 GHz cloud radar 2 remote sensing from 50 m
BASTA

U.S.A., Gultepe et al. (2007b); Spiegel et al. (2012)) was installed to measure the distribution of

droplets in the clouds, allowing the determination of droplet concentration and LWC.

When the weather situation was favorable for the development of fog at the Super-site, additional

observation systems were deployed during Intensive Observation Periods (IOP). During the six

months of SOFOG3D campaign, there were 15 IOPs with 20 nights of observations. During IOPs,

complementary observations included (1) radiosoundings and (2) a tethered balloon measurements

equipped with a turbulent probe (Canut et al. 2016) and a Cloud Droplet Probe (CDP). The CDP

measures the size distribution of water droplets within a diameter range from 2 to 50 𝜇m, that

allows to follow the evolution of LWC and droplet concentration at various altitude level in the fog

layer Fathalli et al. (2022).

3. NWP model description

This section is dedicated to the description of the forecast system used in the study.

In this study, simulations were performed with the French non-hydrostatic limited-area model

Application of Research to Operational at MEso-scale (AROME, Seity et al. (2011); Brousseau

et al. (2016)). AROME was developed in order to forecast high impact meso-scale meteorological

phenomena, such as fog, thunderstorms or heavy rains. Over France, it has been used operationally

in Météo-France since December 2008.
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In this study, a forecast domain was implemented over an area of 200x300 km centered in the

southwest of France, shown in figure 2. Runs were performed between October 2019 and March

2020 with forecasts starting at 0000 UTC and lasting 48h. These simulations were initialized by

AROME-France operational analyses and were coupled hourly with AROME-France operational

forecasts. The main characteristics of the reference simulation are detailed in table 2. This

configuration, referred to as 1250L90 in the following text, was similar to the operational AROME-

France configuration, except when concerning the closure mass flux coefficient.

The intensity of the mass-flux at the surface (Pergaud et al. 2009) was controlled by a mass-

flux closure coefficient set to 0.03 as recommended by Grant (2001) to fog forecast, versus 0.065

in the operational version of AROME-France, in order to reduce the mixing. The mass-flux

parametrization represents convective boundary layer thermals which appear at sunrise and increase

turbulent mixing: indeed decreasing this coefficient should play a role in fog dissipation. As

explained in Pergaud et al. (2009), the operational value was specifically set to improve the forecast

of shallow cumulus over a continental area. In their study, Philip et al. (2016) highlighted a model

tendency to dissipate fog too early. Complementary work done in Philip (2016) showed better

results with the mass-closure coefficient recommended by Grant (2001). In this study, we decided

to follow the recommendation made by Philip (2016) and Grant (2001) and set the coefficient to

0.03.

Hectometric simulations evaluated in this study were based on the AROME-France configuration,

with some new features detailed in table 2. Horizontal resolution was refined from 1250 m to 500 m.

Vertical resolution was significantly improved, from 90 vertical levels (with a first level at 5 m) in

AROME-France to 156 vertical levels (with a first level at 1 m). The new vertical grid is the same

as the finest vertical grid in Philip et al. (2016), which provided the best results for fog forecasts.

This new configuration will be referred to as 500L156 in the following.

The microphysical scheme used in 1250L90 was the one-moment scheme ICE3 (Pinty and

Jabouille 1998), in which only the mass mixing ratio [kg.kg−1] is prognostic for cloud droplets. The

droplet concentration is always equal to 300 cm−3 over land and 100 cm−3 over sea. The 500L156

simulation used LIMA (Vié et al. 2016), a two-moment microphysical scheme in which cloud

droplets are described by two prognostic variables: mass mixing ratio and droplet concentration.
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Fig. 2. AROME-France forecast domain (dash line -·-) and domain used in this study (solid line -).

The cloud optical proprieties (effective radius for example) used in the radiative scheme were

computed consistent with microphysical prognostics variables. In the reference simulation, using

ICE3 microphysical scheme and an droplet concentration over land fixed at 300 cm−3, the optical

proprieties of the warm clouds were computed according to the Martin et al. (1994) parametrization

and depending only on the LWC. In simulation using the LIMA microphysical scheme, the both

prognostics LWC and 𝑁𝑐 were used to compute warm cloud optical proprieties.

LIMA allows several free Cloud Condensation Nucleus (CCN) initializations: (1) an empirical

constant starting value, (2) information from a real time aerosol/chemistry NWP model or (3)

observations. In this study, a constant value of 300 cm−3 was provided as the initial number of

free CCN, with a size distribution centered around the mean radius of 0.12 𝜇m and 𝑙𝑜𝑔(𝜎) = 0.69.

Droplet concentration was obtained from free CCN by activation processes explained in section

2.2 of Vié et al. (2016), pages 570-571.

In both model configurations, the operational subgrid condensation scheme implemented in

AROME-France was used. This scheme depends on the parameters computed by the turbulence
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Table 2. Main characteristics of the reference simulation (1250L90) and the hectometric simulation (500L156).

Configuration 1250L90 - Reference 500L156 - Hectometric
Lateral boundary conditions AROME-France forecasts

Horizontal resolution 1250m 500m
Number of vertical level 90 156

First level height 5m 1m
Number of level bellow 500m 15 53

Starting time 0000UTC
Simulation duration 48h
Outputs frequency 1h

Closure mass-flux coefficient 0.03 (Grant 2001)
Sub Grid condensation Yes
Microphysical scheme ICE3 LIMA

Droplet deposition No Yes

Droplet concentration 300 cm−3 over land prognostic variable
100 cm−3 over sea

Free CCN initialisation - Constant value - 300 cm−3

(𝑟=0.12 𝜇m ; 𝑙𝑜𝑔(𝜎)=0.69)
Cloud optical properties Martin et al. (1994) Based on prognostic LWC and N𝑐

scheme (subgrid variance of the departure to saturation, very low in stable case and in fact in

foggy situations) and by a climatological variance (Rooy et al. 2010; de Rooy et al. 2022). The

climatology variance proposed by Rooy et al. (2010) is associated to a critical relative humidity of

96 %.

As explained in Zhang et al. (2014), the deposition of fog droplets on vegetation is an important

process for fog evolution. Different methods are possible to parameterize the deposition of droplets

on vegetation. The formulation can be more or less complex depending on the prognostic variables

available and used. In Gultepe and Milbrandt (2007), the authors proposed a formulation that

depends on LWC and droplet concentration (𝑁𝑐), while Zhang et al. (2014) or Mazoyer et al.

(2017) proposed formulation that depends only on LWC. In our study, we used a formulation that

can be applied in both in the ICE3 and in the LIMA microphysical scheme. The deposition flux
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(Fdeposition [kg.m−2.s−1]) follows a simple relationship between the deposition velocity (Vdeposition

[m.s−1]) and the LWC [kg.m−3] in the lowest level of the atmospheric model, as shown in Eq.1.

𝐹deposition =𝑉deposition.LWC. (1)

Deposition flux was only active when cloud water was present at the lowest level and reinforces

the loss of cloud water by sedimentation already present between this level and the surface. As the

droplets fall from the upper levels by sedimentation, the deposition impacts several levels above

the surface. As shown in Katata (2014) or Mazoyer et al. (2017), deposition rate is delicate to set

and is highly uncertain. As deposition parameterization is newly introduced in AROME model,

we decided to start with a simple approach and a constant Vdeposition of 2 cm.s−1 whatever the

vegetation, as in the reference simulation in Mazoyer et al. (2017). Currently, deposition is not

taken into account in operational AROME-France configuration, thus deposition is not taken into

account in our reference configuration.

4. Detection of fog conditions

During the SOFOG3D field campaign, 18 visibility sensors were installed at 16 different sites in

order to identify fog situations. In addition, every RADOME stations were fitted with a visibility

sensor. Therefore, we took advantage of this network and we defined the observed fog events

with a threshold of 1000 m on the visibility observed by field measurements (see more details in

Tab. 1). Different tests were performed to check the impact of taking into account precipitation in

the detection of fog episodes (not shown). As the results were not significantly different, only the

threshold on the visibility parameter was kept. Visibility parameter was available several times

per hour in almost every station of the forecast domain. So, in order to compare observations and

forecasts, the observed visibilities were reprocessed to use the minimum visibility of the past hour.

Thus, a fog event occurred when the minimum visibility in the past hour was less than 1000 m.

In the NWP model, visibility is not a prognostic variable and need to be diagnosed. As the wide

range of available visibility parameterizations shows (Long et al. 2021), diagnosing visibility is a

complex task. In addition, visibility formulation is often established from observations (Kunkel

1984; Gultepe et al. 2006) and depends on this database. Diagnoses can be adapted to the forecasts
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of each NWP model, as was done in Philip (2016). Nevertheless, the study presented in this

paper considered multiple model configurations and a single fit of the visibility formulation would

be advantageous for one of the model configurations. On the contrary, a formulation adapted

to each model configuration would amount to not having the same variable in order to compare

simulations. For this reason, we chose not to diagnose visibility for the detection of fog in model

forecasts, and to remain closer to model prognostic fields. In the NWP, we therefore decided to

detect fog by using the maximum of LWC in the past hour, computed at 5 m height. A LWC

threshold, noted 𝑄LWC, was used to distinguish fog and non-fog conditions based on SOFOG3D

measurements. The method used to determine this threshold is explained in the rest of this section.

Determining 𝑄LWC from SOFOG3D measurements allowed a threshold totally independent from

the NWP model.

To determine 𝑄LWC, visibility and microphysical measurements made at the Jachère site were

used, when continuous measurements during the six month period were performed by a PWD and

a FM-120 sensors, respectively. Microphysical measurements made by FM-120 needed however

to be processed in order to remove instrumental noise and in order to be compared with visibility

observations. The sampling frequency of FM-120 measurements (1 s) was greater than the

frequency of independent visibility measurements (1 min). FM-120 LWC observations were then

averaged over a 1 min windows before being compared to visibility. The FM-120 data analysis

showed that a large part of droplet concentration and LWC values correspond to high visibility

values provided by the PWD, which has no physical reality. Thus a filter was applied to the

observations to remove these unrealistic data. As 𝑄LWC is a threshold for LWC, a filter was applied

on the droplet concentration measurements so as not to interfere with the LWC values. Different

thresholds were tested: 0.01, 0.1, 1 and 2 cm−3, but a too low value did not allow to remove the

non physical measurements. Only FM-120 measurements associated with a droplet concentration

therefore greater than 2 cm−3 were retained.

To compute QLWC, the logarithms of LWC and visibility were compared and a linear regression

was performed in order to establish a relationship between them. The results are shown on figure 3a.

From linear regression, a 1000 m visibility was associated to a QLWC=0.00475 g.m−3. ROC curve

(Receiver Operating Characteristic curve) (Fig. 3b) allowed to locate this value among other LWC
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thresholds. The LWC value which minimizes false alarm rates and minimizes detection rates

was 0.0108 g.m−3. QLWC was higher than this value, but it allowed to improve the detection rate

without increasing the number of false alarms too much. Kunkel (1984) suggested a threshold

of 0.018 g.m−3 to distinguish fog and non-fog conditions. But using this value would lead

to a significant and unrealistic decrease of detection rates in our case (Fig. 3b). Furthermore,

the statistical study was realized with different threshold values and the conclusions remained

unchanged. Thus, we decided to keep the threshold obtained with the SOFOG3D observations,

QLWC=0.00475 g.m−3.
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Fig. 3. (a) Scatter plot and linear regression between ln(LWC) and ln(Visibility) observed at the Jachère site

during SOFOG3D field campaign. (b) ROC curve according to different LWC thresholds used to distinguish fog

and non-fog conditions at the Jachère observation site.
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5. Results of the statistical evaluation

This section begins with the presentation of the methodology used to compare the models to the

observations. An evaluation of fog forecasts quality with the computation of different statistical

scores is then given. Finally, the fog life cycle is examined, as well as fog structure.

a. Observations/forecasts comparison framework

The simulations evaluated in this study started at 0000 UTC (0100 LOC), with a duration of

48 h. In order to evaluate the forecasts over an entire night, the forecasts between the lead time
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Table 3. Fog forecast quality evaluated on all available measurement stations (between 11 and 18) by HR,

FAR and FBI scores. A bold score means that 500L156 score is significantly different from the 1250L90 score

(Bootstrap method at 5% level).

22

23

24

Forecast lead time Simulation HR (%) FAR (%) FBI

+18 to +24 1250L90 48 44 0.86
500L156 62 56 1.41

+25 to +30 1250L90 60 40 1.0
500L156 71 47 1.35

+31 to +36 1250L90 50 59 1.43
500L156 60 65 1.71

+18 to +36 1250L90 63 35 0.96
500L156 74 44 1.32

+18 (1800 UTC or 1900 LOC day D) and the lead time +36 (1200 UTC or 1300 LOC day D+1)

were studied. In order to obtain an accurate representation of the fog life cycle, each night was

divided into 3 periods: (1) from lead time +18 (1800 UTC day D) to +24 (0000 UTC day D+1)

corresponding to the beginning of the night, (2) from lead time +25 (0100 UTC day D+1) to

+30 (0600 UTC day D+1) corresponding to the middle of the night and (3) from lead time +31

(0700 UTC day D+1) to lead time +36 (1200 UTC day D+1) corresponding to the end of the night

and the morning. For each of these periods, different scores were calculated to evaluate the quality

of the fog forecasts. The life cycle dynamics, structure and microphysical properties of the fogs

were then studied over the entire night. Each fog events were detected according to the method

explained in the last section (Sec. 4). In addition, each measurement site was compared to the

closest model point.

b. Fog forecast quality scores

The quality of fog forecasts was evaluated according to three scores: (1) Hit Rate (HR) and (2)

False Alarm Rate (FAR), which evaluate respectively the percentage of fog events detected and

the percentage of fog false alarms and (3) Frequency Bias Index (FBI), which provide information

about over/under-estimation tendencies of the model. The more FBI was close to 1, the more the

number of fog events forecast by the model was close to the number of observed fog events over
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the same period. In continuity, it is necessary to have the highest possible HR while keeping a

FAR low. The formulation of each score is provided in Appendix A.

First of all, the total number of number of fog hours for selected measurement sites can be

compared. At the Agen site, 542 hours of fog were observed during the SOFOG3D field campaign.

Over the same period, 1250L90 simulated 518 hours of fog and 500L156 638 hours. At the Jachère

site, 267 hours of fog were observed versus 509 and 670 hours simulated by 1250L90 and 500L156

respectively.

Then, the scores were computed over the entire SOFOG3D period, at all available measurement

sites within the model’s forecast domain (Fig. 1). The fog forecast quality scores for the reference

simulation, 1250L90, and the new model configuration, 500L156, are given in table 3. A score in

bold means that the score of 500L156 is significantly different from the score of 1250L90 score

using the Bootstrap method at 5% level.

The FBI increase indicates that 500L156 forecasts more fog events than 1250L90. The difference

is statistically significant whatever the period of the night considered. Over the entire night, this

difference is still statistically significant. Thus, 500L156 overestimates the number of fog events.

These results are consistent with the difference in total forecast fog hours mentioned previously.

An increase in the number of fog events forecast by 500L156 can be seen in HR and FAR. At the

beginning of the night and during the middle of the night, the HR was significantly improved with

500L156, but associated with an increase of the FAR. During the rest of the night, the differences

were not significant. Overall, over the entire night, HR and FAR were significantly increased with

500L156, with a slightly larger improvement of HR than degradation of FAR.

c. Fog life cycle dynamic

To complete score computations and to better understand differences between the different parts

of the night, the fog life cycle dynamics during the night was studied, at all available measurement

sites inside the model’s forecast domain during SOFOG3D duration (Fig. 1):

• The fog onset is the first lead time of the night, between +18 (1800 UTC day D) and +36

(1200 UTC day D+1), when a fog event is detected. If the fog event had already started at

1800 UTC day D, fog formation time was set at 1800 UTC.
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Fig. 4. (a) Distribution of fog formation time, (b) distribution of fog dissipation time, (c) distribution of fog

event duration and (d) distribution of fog formation phase duration, the hatch part represents the proportion of

formation phases followed by mature phases. Distributions were computed for each fog night occurring between

the 14th October 2019 and the 31th March 2020 at all measurement sites. Comparison was made between

observations (black hatched bars) and 1250L90 (red bars) and 500L156 (green bars) forecasts. The number in

brackets is the number of values taken into account in order to calculate the percentage. RMSE was computed

when a fog event was forecast and observed during the night.
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• The fog dissipation hour is the last lead time of the night, between +18 (1800 UTC day D)

and +36 (1200 UTC day D+1), when a fog event is detected. If fog was not dissipated at

1200 UTC, the real dissipation hour was looked for, until the end of the simulation.

• The fog event duration is the number of consecutive hours during which a fog event was

detected. One night could be concerned by more than one fog event.

• The duration of the fog formation phase is the number of hours before the fog becomes

mature or dissipates. The beginning of the mature phase is defined as the first hour when

LWC is higher than 𝑄LWC, the net surface Long Wave (LW) is close to zero (+/- 5 W.m−2)
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and the temperature difference between the first model level and 50 m is close to zero (+/-

0.01 K.m−1) (Bergot and Lestringant 2019). This definition is only valid for radiative fog.

This parameter is computed only for radiative fog therefore according to the fog classification

algorithm of Tardif and Rasmussen (2007). However, the available observations did not allow

the calculation of this parameter in the observations

The distribution of fog formation onset for both simulations is compared to observations on

figure 4a. The number of fog events which began before lead time +23 was underestimated in

1250L90 forecasts. Underestimation was reduced in 500L156 forecasts.

This result is consistent with scores computed in table 3: the number of fog event forecast at the

beginning of the night by 1250L90 was underestimated with an FBI of 0.86. In the middle of the

night, this underestimation was reduced with an FBI of 1.0. In comparison, the FBI of 500L156 at

the beginning of the night and in the middle of the night were reduced from 1.41 to 1.35.

Fog dissipation distribution is shown in figure 4b. Both simulations presented a delay in the

dissipation of fog compared to observations. The delay was reduced however with the 500L156

simulation. The dissipation delay corresponds to large FBI computed for both simulations at the

end of the night, 1.43 and 1.71, respectively (Tab. 3). 1250L90 then underestimated the short

fog events compared to observations, this underestimation being a little reduced with 500L156

(Fig. 4c). In addition, overestimation of fog event with a longer lifespan, more than 4 hours, is

consistent with a delay in model dissipation.

Figure 4d presents the distribution of fog formation phase duration. Both distributions are

relatively close. Nevertheless, 1250L90 forecast a few more events with a short fog formation

phase, less than 3 hours. Among these short events, it may be noticed that a large part of them

never reached a mature phase among 500L156 fog events compared to 1250L90 fogs. In this way,

500L156 forecast more fog events with a long formation phase, more than 7 hours, compared to

the 1250L90 forecast.
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d. Structure and microphysical properties of fogs

In order to further investigate fog forecasts, we will now focus on in-cloud parameters, such as

fog depth and microphysical characteristics. Thus, the predicted fog structures were studied and

compared to observations when possible.

Firstly, the fog top height is determined. In the simulation, fog top height is the maximum altitude

at which the LWC is higher than 𝑄LWC, continuously from the ground. In the observations, fog top

height was determined with cloud radar reflectivity, when observed ground visibility was below

1000 m. However, only fogs thicker than 50 m could be observed by the cloud radar. If observed

ground visibility was below 1000 m but no signal was observed on cloud radar, an arbitrary depth

of 25 m was attributed to fog. The cloud radars were installed on Super-site and Agen site. Only

forecasts associated with these two sites were considered.

Fog events studied here were mainly thinner than 300 m. Fogs with higher top height were un-

common: 1, 10 and 27 events in the observations, 1250L90 and 500L156, respectively. Moreover,

in the model forecasts, they were often capped by precipitating stratus or stratocumulus.

Figure 5a shows the distributions of the mean fog top height. 1250L90 simulation underestimated

thin fogs (less than 50 m) and overestimated thick fogs (more than 100 m). This issue is solved

in the 500L156 forecasts, which exhibit a distribution very close to the observations, even if the

total number of fog events is overestimated. This result is to be linked with the improvement in the

forecast of short fog events with the 500L156 configuration: thin fogs must have a shorter lifespan.

Next, for all fog events detected on the studied night (between 1800 UTC day D and 1200 UTC

day D+1), the mean LWP was computed. Figure 5b gives the distribution of mean LWP in the

fogs observed by the 6 radiometers (Fig. 1), compared to the mean LWP in the fogs forecast by

1250L90 and 500L156 on the same sites. Firstly, 1250L90 tends to overestimate this quantity.

A large proportion of events has a LWP above 30 g.m−2 in the 1250L90 forecasts, (Fig. 5b). In

comparison, observed LWP were lower than 30 g.m−2. Underestimation was reduced in 500L156

forecasts, with more events with low LWP. Nevertheless, 500L156 continues to overestimate fogs

with high LWP (more than 50 g.m−2). This results are consistent with previous observations

regarding the fog top height. In thin fog, LWP is generally low. Thus, underestimation of thin fogs

results in underestimation of fogs with low LWP, and vice versa for thick fogs.
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Fig. 5. (a) Mean fog top height distribution computed on Super-site and Agen site forecast by 1250L90 (red

bars) and 500L156 (green bars) and estimated from the cloud radar observations (black bars). (b) Distribution

of mean LWP observed with radiometers (black bars) and forecast by 1250L90 (red bars) and 500L156 (green

bars), computed on the 6 sites equipped with a radiometer. The number in brackets is the number of values taken

into account so as to calculate the percentage. RMSE was computed when fog event was forecast and observed

during the night. No-detections (resp. false alarms) indicate proportion of undetected (resp. false alarm) events

among observations (resp. forecasts) for each model configuration.
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A complementary study was performed between fog top height and LWP associated with false

alarms and no-detected fog events (Fig.5). In the 1250L90 forecasts, false alarms mainly involved

thin and thick fogs (fog top height less than 50 m or more than 100 m), but with weak LWP (less

than 20 g.m−2). In the 500L156 forecasts, false alarms were mainly thin fogs with a weak LWP. In

both simulations, undetected events were mostly thin fogs with a low LWP.

Finally, droplet concentrations (𝑁𝑐) forecast in fog were then compared to the tethered balloon

observations (Fig. 6a). The observational distribution was computed on measurement data asso-

ciated at the same time with an observed ground visibility below 1000 m. Observed data were

available only during IOP nights, in the Super-site, but every 10 seconds. The forecast distributions

were realised with the same method as for fog depth in order to keep data on the whole fog pro-

files. As comparison between model distributions computed only on IOPs and on over the entire

campaign period yielded equivalent results (not shown), distributions computed over the entire

SOFOG3D period were kept in figure 6. Only the forecasts at the Super-site are nevertheless kept.
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In the 1250L90 simulation, 𝑁𝑐 was a fixed value of 300 𝑐𝑚−3 over land. However, figure 6 shows

that in the observed fogs, droplet concentration was more often lower than 100 𝑐𝑚−3. These values

are consistent with previous studies on droplet number concentration in radiative fogs: Mazoyer

et al. (2022) although this study was for a suburban area or Gultepe and Isaac (2004) who had

found a droplet concentration of 100 cm−3 and 200 cm−3 for maritime and continental clouds

respectively. In stratus lowering fog, droplet number concentration can be more important with

values higher than 200 cm−3 (Fathalli et al. 2022). In 500L156, 𝑁𝑐 was a prognostic variable

and forecast values were really more realistic, if a bit underestimated considering the free CCN

value chosen here (homogeneous field of 300 cm−3, Tab. 2). This result can be link to the high

number of radiative fogs remaining in formation phase in 500L156 forecasts (Fig. 4d). As shown

by Boutle et al. (2018), reducing droplet number concentration allows to extend the duration of the

development phase in the model.
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Fig. 6. Distribution of 𝑁𝑐 observed with CDP (black hatched bars) and forecast by 1250L90 (red bars) and

500L156 (green bars) on Super-site.
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In this section, fog forecasts of the 500L156 AROME configuration have been evaluated and

validated. The statistical study showed an improvement of these forecasts over the quality of the

1250L90 fog forecasts: a more realistic microphysical structure and composition and a reduction

of some biases.
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6. Analysis and discussion

In this study, the operational configuration of AROME-France was upgraded to a new configu-

ration dedicated to fog forecast. In the previous part, multiple differences and improvements have

been noticed in fog forecast quality. This section proposes to provide an explanation for each of

the observed differences.

a. Number of fog events

In the first place, more fog events were forecast by 500L156 simulation than with 1250L90

simulation (Tab. 3). A comparison was realised with different vertical grids and a horizontal

resolution of 500 m (not shown). The statistical comparison showed that the more vertical levels

and the lower the first level near the ground, the higher the number of expected fog events. These

results were consistent with the Philip et al. (2016) study done in AROME model. In addition, Tardif

(2007) shown that finer vertical grids close to the ground in the model improve the representation

of night-time radiative cooling, which is particularly important in the formation of radiative fog.

Thus, the increase in the number of fog events predicted by the new model configuration was

related to the use of a finer vertical grid. The deposition consideration and the microphysical

scheme modification had a smaller impact.

Moreover, the condensation scheme was the same in both configurations. Operational sub-

grid condensation scheme implemented in AROME-France was used. The scheme depends on

parameters computed by the turbulence scheme and a climatological variance proposed by Rooy

et al. (2010), associated with a critical humidity of 96 %. In fog situation, it is mostly the second

term that is significant. This term is suitable for the 1250L90 configuration, but may be too low

for the 500L156 configuration. Condensation is easier the smaller the volume of the layer in the

model. Thus, the value might be adapted to the 500L156 grid, as it is in the London Model (Boutle

et al. 2016). They changed from a critical relative humidity of 96 % at the surface in the kilometric

model (1.5 km horizontal resolution) to a critical relative humidity of 97 % at the surface in the

hectometric model (333 m horizontal resolution).

b. Formation delay

Figure 4 shows a reduction of formation delay in the 500L156 simulation.
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Fig. 7. Mean impact of the processes involved in the temperature evolution during the hour of fog formation,

fog formation calculated on the formation subset in Agen, (a) for 1250L90 and (b) for 500L156-ICE3. The

crosses mark the vertical level of the model.
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A first comparison between simulations with ICE3 or LIMA microphysical scheme with the same

model grid, allowed to put aside these two modifications (not shown). The same conclusion was

found for simulations with and without the droplet deposition process. These differences between

1250L90 and 500L156 could not explain the reduction of formation delay.

To investigate formation delay issues, and to remove the impact of microphysical modifications

(although not significant), 1250L90 forecasts were compared to simulations with the same grid

as 500L156, but with the ICE3 microphysical scheme and without deposition, referred to as

500L156-ICE3. A subset was then created on the Agen measurement site. A date was conserved

if, in 1250L90 forecasts: (1) fog was observed and began between 1800 UTC day D and 0000 UTC

day D+1 and (2) fog was forecast and began less than 6h after the observed fog. Subset includes,

with this conditions, 22 fog events. Only Agen site was considered here because it was the site
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with the highest number of fog hours during the SOFOG3D field campaign and provided the most

representative subset.

For all fog events in the subset, 500L156-ICE3 simulation had forecast fog for the night and the

delay was reduced compared to the 1250L90 forecasts. According to the algorithm of Tardif and

Rasmussen (2007), the fogs in the subset were mainly radiative fogs. During the formation phase of

radiative fogs, radiative cooling was propagated vertically by turbulence. Figure 7 shows processes

involved in the temperature profile during the hour of fog formation, computed on formation

subsets for 1250L90 and 500L156-ICE3 configurations. As the situation considered here was fog

formation, no normalization on fog top height has been performed. In both cases, air cooling was

associated with thermal radiation and turbulence. Above 20 m, profiles were very similar between

the two simulations. Nevertheless, below 20 m, turbulence impact on the lower levels was much

greater with the 500L156-ICE3 grid, even if this was partly offset by the advection term. However,

air mass mixing was more efficient in 500L156-ICE3 simulations and cooling was propagated

faster.

In this way, the difference concerning fog formation was explained by the vertical grid and level

density in the first few meters above ground. This result confirms the studies of Philip et al. (2016)

and Tardif (2007) which had shown that a high vertical resolution forecast earlier fog formation

than a low vertical resolution and the radiative cooling was more realistic with a finer vertical grid,

respectively.

c. Fog top height and LWC in fog

500L156 forecast more fogs than 1250L90. Nevertheless, these additive fog events were thinner

and with lower water contents (Fig. 5). To understand differences between 500L156 and 1250L90,

fog top height and LWP in fog forecast by four model configurations were compared:

• 500L156, the new model configuration evaluated in the previous section, using LIMA micro-

physical scheme and taking into account of deposition parametrization,

• 500L156-ICE3, a model configuration using the same vertical and horizontal grids as

500L156, but with the microphysical scheme of 1250L90 (ie. ICE3 without taking into

account of deposition parametrization and with a droplet concentration set to 300 cm−3),
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• 500L156-WOD, the same model configuration than 500L156 but without taking into account

of deposition parametrization, and,

• 500L156-NC50, a model configuration using the same vertical and horizontal grids than

500L156, but using ICE3 microphysical scheme, with taking into account of deposition

parametrization and with a droplet concentration fixed at 50 cm−3.

Results are shown on Figure 8,computed on the two sites equipped with cloud radars and on the

six sites equipped with radiometers respectively. On the one hand, 500L156 significantly improved

the distributions of fog top height and LWP in fog compared to 500L156-ICE3. Simulation

500L156 forecast more thin fogs, with a top height below 50 m, and reduced the overestimation of

thick fogs, with a top height above 100 m. In addition, 500L156 reduced the overestimation of LWP

in fog compared to 500L156-ICE3. In particular, 500L156 allowed the increase of the proportion

of predicted fog events with low LWP, less than 5 g.m−2. There were no significant differences

between forecast with and without taking into account of deposition term however. On the other

hand, results obtained with 500L156-NC50 simulation were very similar to those obtained with

500L156, particularly fog thin fog (less than 50 m). Differences between simulations 500L156 and

500L156-ICE3, and more usually 1250L90, should be attributed to droplet concentrations values,

prognostic in 500L156 with values lower than the fixed value of 300 cm−3 used in 500L156-ICE3

and 1250L90 (Fig. 6). This result was consistent with Boutle et al. (2018), who used a lower cloud

droplet number, more representative of fog conditions, to obtain improved fog forecasts.

The same comparison was made with 1250L90 grid and the same conclusions were made

(not shown). Thus, the improvement of fog depth and LWP forecasts should be attributed to

microphysical scheme modification and especially to the lowed droplet concentration forecast with

LIMA compared to set operational ICE3 value, more than to the use of deposition term or grid

modifications.

Nevertheless, 500L156-NC50 should not be an operational solution to improved fog forecasts.

Indeed, a droplet concentration of 50 cm−3 was suitable for the southwest area in fog conditions,

but an operational NWP model must adapt to another area and above all to all weather conditions

(where droplet concentration were more often higher than 50 cm−3). The use of a two-moment

microphysical scheme allows adaptation to all weather conditions.
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Fig. 8. (a) Distribution of the mean fog top height, computed on the two sites equipped with a cloud radars and

(b) mean LWP distribution computed on the 6 radiometer sites; observed (black bars) and forecast by 500L156

(green bars), by 500L156-ICE3 (blue bars), by 500L156-WOD (yellow bars) and by 500L156-NC50 (purple

bars). RMSE was computed when fog event was forecast and observed during the night.
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Concerning deposition parametrization, there were no significant differences in LWP and fog top

height with 500L156 grid and LIMA microphysical scheme (Fig. 8). The main significant difference

between simulations with and without deposition parametrization concerns the reduction in LWP

overestimation on the first few meters above ground and this difference was even greater with

1250L90 than with 500L156 (not shown), probably due to the height of the first model level above

ground. With the grid of 1250L90, the deposition impacts the first ten meters, but with the grid

of 500L156, the deposition only impacts the first three meters. Less water was deposited in the

second case. In the future, deposition speed (𝑉deposition) may be improved. In this study, 𝑉deposition

was set to 2 cm.s−1, as in the reference case of Mazoyer et al. (2017), but, as reported by Katata

(2014), the deposition velocity should vary: from 2.1 cm.s−1 to 8.0 cm.s−1 over grassland and from

7.2 cm.s−1 to 20 cm.s−1 over forests. In Mazoyer et al. (2017), a sensitivity test was performed

on the deposition velocity, but a larger value reduced the LWC in fog too much. In Zhang et al.

(2014), however, differences were less important. Thus, deposition velocity needs to be improved

to be more efficient in simulation using the 500L156 grid, taking into account turbulence or Leaf

Area Index (LAI) for example. In addition, some deposition measurements realised during the

SOFOG3D campaign may help to improve the deposition diagnosis in future simulations.
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Fig. 9. Mean impact of processes involved in (a) water content and (b) temperature tendencies during fog

dissipation calculated on the dissipation subset at Agen for 500L156.
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d. Dissipation delay

As for fog formation, 500L156 reduced the delay at dissipation that existed in 1250L90 (Fig. 4).

In addition, 500L156 forecast thinner fogs and with less water content (Fig. 5) and forecast shorter

fog events (Fig. 4).

To study these dissipation differences, the same methodology was used as for formation with the

creation of a subset. Agen site was kept to create the subset and dates were conserved if: (1) fog

dissipation occurred after lead time +30 in the both AROME simulations (1250L90 and 500L156)

and (2) the observed fog dissipated less than 6 hours before. Subset included finally 18 fog events.

For the majority of dates retained in the subset, fog forecasts by LIMA was thinner than with ICE3,

water content was smaller and LIMA dissipation occurred before ICE3 dissipation.

Firstly, tests were realised on dissipation subset concerning the impact of the value of the

mass closure coefficient. 1250L90 configuration was used and the forecasts with both closure
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Table 4. Mean net SW, net LW and ground temperature tendency for the hour before fog dissipation and hour

of fog dissipation, computed over the dissipation subset for the 500L156 and 500L156-ICE3 configurations.
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Configuration SW𝑛 (W.m−2) LW𝑛 (W.m−2) 𝛿T𝑔𝑟𝑜𝑢𝑛𝑑 (K.h−1)
500L156 90 -45 2.05

500L156-ICE3 113 -27 2.36

coefficients, operational at 0.065 and proposed by Grant (2001) at 0.03, were compared. No

differences were visible in fog dissipation, on all dates of the subset.

Processes involved in the evolution of water content in 500L156 were calculated over the hour

before fog dissipation and the hour of fog dissipation over the date of the subset. They are shown

in figure 9, normalized by the fog height. Water dissipation was mainly linked to microphysical

processes, i.e. evaporation, and did not differ between AROME configurations (Fig. 9a). Figure 9

also shows that the temperature increased during fog dissipation and more particularly at the first

level above ground. Moreover, dissipation occurred after 0600 UTC and more particularly after

0800 UTC in the subset. Dissipation may therefore be associated with sunrise.

As mentioned previously, fogs forecast with LIMA had less water content and was thinner than

with ICE3. Moreover, an analysis on the dissipation subset showed that the latent heat flux required

for fog dissipation was on the order of 15/30 W.m−2 in LIMA simulations versus 50 W.m−2 in

ICE3 simulations. Thus, fogs forecast with LIMA require less energy to dissipate. Mean net

Short Wave (SW𝑛) and net Long Wave (LW𝑛) fluxes and the ground temperature tendency during

the last hour before fog dissipation and during the hour of fog dissipation were computed on the

dissipation subset for the configurations 500L156 and 500L156-ICE3 (Tab. 4). First, SW flux was

a bit greater in the simulation with LIMA, less SW was absorbed by the fog and so more SW

reached the ground to heat it. The heat was then transferred to the atmosphere by LW radiation,

increasing turbulence and causing fog dissipation by the bottom. LW𝑢 radiation was greater in the

simulation with LIMA in all cases, once again facilitating fog dissipation compared to simulation

with ICE3. Heat transfer by turbulence on the first level is shown in figure 9b. Warming of the

first level above the ground was due to advective, evaporation and thermal radiation processes. A

small part of this heating was transported by vertical turbulence to the upper levels. Above the first
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level, the fog layer heating was mainly linked to the vertical transport of warm air from the levels

over the fog top. Over the top of the fog, the heating of air mass was due to advective process.

Fogs simulated with LIMA were thinner with less water content than those simulated using

ICE3. They needed thus less energy to be dissipated. In addition, the latent heat flux flux in the

last hour before fog dissipation was lower in the LIMA simulation. As a result, surface heat fluxes

leading to fog dissipation were stronger in LIMA, which enables even faster fog dissipation when

compared to ICE3.

7. Conclusions and outlook

In this study, observations from the SOFOG3D field campaign were used to evaluate the fog

forecast quality of AROME simulations, in a reference simulation close to the operational AROME-

France configuration (1250L90) and in a new configuration dedicated to fog forecasting (500L156):

• Horizontal and vertical resolutions have been improved,

• The one-moment ICE3 microphysical scheme was replaced by the 2-moment scheme LIMA,

to improve the representation of droplets and the link with radiation and aerosols, and,

• the process of droplet deposition on the vegetation has been parameterized.

Evaluation of this new configuration was done along 3 axis: (1) evaluation of the quality of fog

forecasts using with a statistical score study, followed by (2) an evaluation of the dynamics of the

fog life cycle, to finish with (3) an evaluation of the structure and microphysical properties of the

fogs. This method highlighted the specificities of the new configuration in terms of fog forecasting:

(1) A better description of the first meters above the ground, with more model levels and

with thinner thicknesses, allowed a better description of turbulence in the first model levels in

500L156 forecasts. Particularly important in the early stage of fog formation, the best description

of turbulence allowed the reduction of fog formation delay with the 500L156 configuration.

(2) In line with this, favouring fog formation leads to an increase in the number of fog events

forecast by the new model configuration compared to the reference simulation forecasts. Increasing

the number of forecast fog events increased the detection rate, but also the false alarm rate. The
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increase in the number of forecast fog events should also be linked to the parameterization of the

cloud scheme, identical between the two configurations.

(3) In addition, the droplet number concentration was a prognostic variable of the LIMA micro-

physical scheme, unlike in the ICE3 scheme where it was a constant. Thus, it allowed to forecast

droplet concentrations much more realistically, although they were somewhat underestimated.

(4) Added fog events forecast by 500L156 were, however, very often short fog events (less than

4 hours), with low liquid water content (less than 20 g.m−2) and low top height (less than 50 m).

These fogs were underestimated by 1250L90. Likewise, the overestimation of thick fogs, with a

fog top height upper than 100 m, and with high LWP, more than 30 g.m−2, was reduced with the

new model configuration. This improvement could be associated with the use of the 2-moment

microphysical scheme LIMA, and specifically to the lower droplet concentration forecast by the

model compared to the fixed value of 300 cm−3 used in the ICE3 microphysical scheme.

(5) These differences due to the use of the 2-moment microphysical scheme LIMA with taking

into account of deposition process reduced the fog dissipation delay highlighted in the 1250L90

forecasts.

In the present statistical study and during the SOFOG3D field campaign, some biases and

issues were highlighted in the model. A complementary study dedicated to case studies must

be carried out. These configurations will be compared to some IOPs from the SOFOG3D field

campaign. IOPs can also be used to improve the deposition parametrization (as taking into account

of vegetation type Katata (2014); Mazoyer et al. (2017) or include other prognostic variables when

it is possible as done in Gultepe and Milbrandt (2007)) and to test new improvements such as the

use of a more realistic aerosol population to initialize LIMA free CCN field.

In France, Météo France plans to implement a NWP model using a hectometric resolution (COP

2017 - 2021, 2022 - 2026) over different areas where weather conditions may have substantial

impacts. More specifically, a hectometric NWP model will be set up over Paris airports, airports

which are highly impacted by fog events (Roquelaure et al. 2009). If our results are also valid

for this area, the new AROME configuration, 500L156, is the best configuration that could be

implemented to fog forecast. This configuration needs to be evaluated on other meteorological
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situations (convection, heat waves, etc). Nevertheless, this new configuration was about 20 times

more costly than reference simulation (on the same forecast domain). Operational constraints, such

as numerical cost, must be taken into account and may lead to some adaptation of this configuration

before its first operational implementation.

Acknowledgments. The instrumental data used in this study are parts of the SOFOG3D experi-

ment. The SOFOG3D field campaign was supported by Météo-France and ANR through grant
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APPENDIX A

Scores

If a is the number of observed and forecast fog events, b is the number of unobserved but forecast

fog events, c is the number of observed but not forecast fog events and d is the number of unobserved

and not forecast fog events, summarized in Table A1,statistical scores are defined as follows:

Table A1. Contingency table.

FOG OBSERVED: YES OBSERVED: NO
FORECAST: YES a b
FORECAST: NO c d

Hit Rate: 𝐻𝑅 =
𝑎

𝑎 + 𝑐 . (A1)

False Alarm Rate: 𝐹𝐴𝑅 =
𝑏

𝑎 + 𝑏 . (A2)

Frequency Bias Index: 𝐹𝐵𝐼 =
𝑎 + 𝑏
𝑎 + 𝑐 . (A3)
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Delanoë, J., and Coauthors, 2016: BASTA: A 95-GHz FMCW Doppler radar for cloud and fog

studies. Journal of Atmospheric and Oceanic Technology, 33 (5), 1023 – 1038, https://doi.org/

10.1175/JTECH-D-15-0104.1.

33
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