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ABSTRACT

The automatic prediction of speech intelligibility is a re-
current problem in the context of pathological speech. De-
spite recent developments, these systems are normally ap-
plied to specific speech tasks recorded in clean conditions
that do not necessarily reflect a healthcare environment. In
the present paper, we intend to test the reliability of an intel-
ligibility predictor on data obtained in clinical conditions, in
the specific case of head and neck cancer. In order to do so,
we present a system based on speaker embeddings trained on
a multi-task methodology to simultaneous predict speech in-
telligibility and speech disorder severity. The results obtained
on the different evaluation tasks display correlations as high
as 0.891 on a hospital patient set, showing robustness to the
type of speech material used in these automatic assessments.
Moreover, the usage of spontaneous speech during the evalu-
ation shed light on an understudied, but with more ecological
validity, type of speech material which displayed promising
results. The reliability displayed across the different tasks
suggests a direct deployment of the developed systems in a
hospital setting.

Index Terms— speech intelligibility, automatic speech
processing, speaker embeddings, head and neck cancer, spon-
taneous speech

1. INTRODUCTION

A functional impairment at communication level is generally
expected in the post-treatment of conditions that affect the
vocal tract, such as head and neck cancer (HNC) and neu-
rodegenerative diseases with dysarthria symptoms. Since ma-
jor functional repercussions on the upper aerodigestive tract
(breathing, swallowing, and phonation/speech) are likely to
appear, a loss of speech intelligibility is commonly found, im-
pacting the patient’s quality of life [1]. Since an early track-
ing and diagnosis are usually correlated to a better progno-
sis, due to the progressive and timed implementation of post-
treatment measures, the perceptual evaluation of speech intel-
ligibility has long been the most common method of disor-
dered speech assessment.
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Within the topic of perceptual clinical measures, besides
speech intelligibility there is also speech disorder severity,
that can be seen as a more global measure that also takes
in consideration speech intelligibility. Despite serving two
different purposes, both measures tend to share high corre-
lations, one evaluating spoken communication ability (intel-
ligibility) and the other evaluating the degree of the impact
of a speech affecting disorder on functional communication
(severity). Furthermore, these measures are known to be
highly variant, biased and subjective, since the evaluation can
be conditioned on several aspects such as prior knowledge
of the task being issued (e.g. passage reading tasks), earlier
assessments or also on a priori knowledge of the patients.
Given this, an automatic approach has been seen as a growing
alternative that can promote more reliable and less variant
predictions [2].

In recent years, the automatic prediction of speech in-
telligibility applied to pathological speech has seen an in-
creasing number of new approaches and methodologies.
These approaches can range from scores based on automatic
speech recognition performance [3, 4] to approaches that
make use of more traditional signal processing techniques or
machine learning methodologies [5, 6]. The speaker embed-
ding paradigm, where speech utterances are represented into
fixed-dimensional vectors that have discriminating properties
among different speakers, has shown interesting gains on
distinct tasks applied not only to speech intelligibility [7, 8],
but also to general pathological speech assessment [9, 10].
Despite speech intelligibility being a term not only exclusive
to the field of pathological speech, it becomes relevant to
distinguish the perceptual evaluation of speech intelligibility
from the one applied to the speech-in-noise paradigm [11].
While the definition of intelligibility may be similar to both,
the perceptual decoding differs between the two. Traditional
intelligibility predictors used in speech perception, such as
STOI or E-STOI, require the usage of clean time-aligned sig-
nals, even in end-to-end approaches [12], which is unfeasible
for pathological speech.

While recent venues in automatic prediction of speech in-
telligibility display interesting and promising results, the ma-



jority of these systems are tested on data that hardly mimics
real hospital conditions. This aspect comes across as corpora
recorded in standardized environments, such as sound-treated
rooms with the same microphone, a predefined microphone
distance and predefined speech tasks[13, 14]. Since the end
goal of these systems is to provide more accurate and unbi-
ased intelligibility estimations, it becomes essential to evalu-
ate their reliability and accuracy across various data sets and
clinical scenarios when contemplating their direct implemen-
tation. For the sake of simplicity, we will define spontaneous
speech as opposed to prepared speech, where utterances con-
tain well-formed sentences close to those found in written
documents [15]. Given this, spontaneous speech can be seen
as any non-scripted and non-prepared speech material issued
by a speaker.

Recorded speech tasks, such as passage reading and
pseudo-words, are generally used to perform either the per-
ceptual or automatic assessments [16, 8] of speech intelli-
gibility. Despite this, tasks that involve spontaneous speech
still have not seen enough applications on the subject of au-
tomatic evaluations [17]. Even if some works touched on this
aspect [18, 19], there is still an interesting gap in the literature
to be explored, which we will investigate during the course
of this work. An automatic assessment using spontaneous
speech in real clinical conditions greatly mimics the envi-
ronment this class of systems would be deployed in, while
also using a type of data that more closely represents the real
communication ability of a given person: spontaneous speech
segments. Hence, in the present work we conduct a series of
experiments of an adapted intelligibility prediction system on
more ecological hospital data. Given this, we intend to: (i)
Analyze the reliability of an embedding-based intelligibility
system on data recorded under real clinical conditions (ii)
Assess the reliability of the same system when predicting in-
telligibility based on spontaneous speech segments, obtained
from patient-doctor interviews.

The rest of this paper is organized as follows. Section 2
describes our system and global methodology. Section 3
presents our corpus, experiments and results. Section 4 and 5
propose a discussion and perspectives respectively. Finally,
section 6 illustrates our main conclusions.

2. METHODOLOGY

Similarly to [8], the automatic intelligibility prediction sys-
tem made use of the speaker embedding paradigm and an
appended shallow neural network. In the present work,
however, the system' was adapted to predict two percep-
tual measures in a multi-task setting: speech intelligibility
(INT), defined as the degree to which the speaker’s message
can be understood by a listener, and speech disorder severity
(SEV), the degree of intelligibility impairment associated to
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other speech signal variables such as acoustic-phonetic code
emission quality, speech speed and other relevant temporal
or prosodic parameters [20]. These two measures, despite
sharing high correlations and a certain degree of similarity,
serve distinct purposes. While speech intelligibility can di-
rectly evaluate the communication ability of a given patient,
speech disorder severity serves as a global disease score that
encapsulates different aspects of spoken communication.

2.1. Speaker Embeddings

Speaker embeddings are fixed-length representations typi-
cally used in speaker verification, speaker diarization and
automatic speech recognition. Recently, these embeddings
have shown an ability to convey speaker attributes that corre-
late well with the detection of speech affecting disorders [10].
Hence, a growing usage of these embeddings has been seen
for the automatic assessment of pathological speech [7, 8, 9].
Given also the good performance of the speaker embedding
paradigm on tasks that typically deal with more sponta-
neous speech (e.g. speaker diarization in conversational
settings) [21], we hypothesize that an embedding based ap-
proach could better help predict speech intelligibility in this
same spontaneous speech context, as opposed to read speech
typically used in clinical evaluations. Since the x-vector
speaker embeddings outperformed i-vectors in intelligibility
prediction [8], two classes of speaker embeddings were tried
in the present study, both extracted using the Speechbrain
toolkit [22].

The first ones are the x-vector speaker embeddings, also
used in [8] to predict speech intelligibility. This method aims
to display discriminative features between speakers [23].
The embedding extractor [24] works by first passing the
speech signal through a block of time-delayed neural net-
works (TDNN) that operates on speech frames with a small
temporal context centered at the current frame. Subsequent
TDNN layers build on the temporal context of previous lay-
ers. A statistic pooling layer aggregates all frame-level out-
puts into a fixed-length dimension, which is then fed to a fully
connected block. The x-vectors are extracted from the affine
component of the last fully connected layer. The system was
pre-trained using voxcelebl [25] + voxceleb2 [26] data, and
was tested on the voxcelebl test set, achieving an equal error
rate (EER) [27] of 3.2%.

For the second class of embeddings tried, the more recent
Ecapa TDNN speaker embeddings were experimented [28].
These fixed-length representations build on the concept of
the x-vector speaker embeddings (TDNN based and a sub-
sequent fully connected block), however, with multiple en-
hancements that suggest a better performance on speaker ver-
ification when compared to other embeddings [29]. The im-
provements range from the introduction of squeeze and exci-
tation blocks to channel-dependent frame attention. These are
hypothesized to enable the network to focus more on speaker



characteristics that do not activate on identical or similar time
instances, e.g. speaker-specific properties of vowels versus
speaker-specific properties of consonants. We hypothesize
that these enhancements could provide a more robust speaker
embedding for pathological speech assessment, and therefore
outperform the previously used x-vectors. Similarly to the
previously introduced extractor, the Ecapa TDNN system was
also pre-trained using voxcelebl + voxcelebd2 data and tested
on the voxcelebl test set, achieving an EER of only 0.8%.

2.2. Shallow Neural Network

Figure 1 presents a diagram of our shallow neural network.
The network receives as input the speaker embeddings that
depending on the type can have distinct fixed dimensions (512
for the x-vectors and 192 for the Ecapa TDNN). Furthermore,
the signal passes through two layers of fixed dimensions, and
then finally the two multi-task layers that predict the two dif-
ferent perceptual measures. The system is optimized using a
mean squared error (MSE) loss function and an Adam opti-
mizer algorithm. Since the system was developed to predict
two distinct measures, the loss function takes both in con-
sideration with equal contributions, meaning a 50% weight
for intelligibility and 50% weight for severity. Due to the
high correlations typically shared between speech intelligi-
bility and speech disorder severity, we hypothesize that the
learning of these two measures together will conduct to a bet-
ter and more robust estimation of speech intelligibility.
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Fig. 1. Schematic diagram of the proposed shallow neural
network and corresponding multi-task learning approach.

2.3. Train and validation

Two systems were trained using the C2SI Corpus [14], one
for each embedding type. The corpus includes a variety of
patients that suffer from oral cavity or oropharyngeal cancer,

with different onset tumor locations, and also healthy speak-
ers. Both systems were trained and validated using the seg-
mented passage reading task. A data augmentation scheme,
similar to [8], based on temporal distortion [30, 31] that pre-
serves the pitch and spectral envelope, was implemented dur-
ing training. A total of 98 speakers were used for training and
a subset of 10 speakers with varying degrees of intelligibility
was randomly sampled to be used as validation. A batch size
of 8, a learning rate of 0.001 and a dropout rate of 0.2 were
used during the course of 20 epochs.

3. EXPERIMENTS AND RESULTS

3.1. SpeeCOmco Corpus

Our speech and communication in oncology (SpeeCOmco)
corpus is a set of 27 patients with varying degrees of intel-
ligibility that recorded different tasks in real clinical con-
ditions [32]. From the corpus population, the mean age
corresponds to 66.3 years (min. 38 years, max. 83 years)
with a 63% male and 37% female representation. The record-
ing conditions include the usage of non-sound-treated rooms,
the use of a headworn microphone commonly used in clini-
cal practice and the presence of some degree of background
noise. Given that the recordings took place in a hospital
environment, more specifically during clinical appointments
in speech therapy, the recording conditions mimic the exact
same conditions that the present system would be deployed
in. All patients are native French speakers.

For this patient set, the mean intelligibility and speech dis-
order severity were computed based on the independent per-
ceptual evaluation of six different health professionals. Each
speaker was given a score between 0 and 10, the smaller the
value, the less intelligible the speech is. The same scale is
used for speech disorder severity. The intraclass correlation
coefficient (ICC) was computed to evaluate inter-rater relia-
bility. An ICC (Two-way mixed-effects model with absolute
agreement) of 0.816 was achieved for the six judges when
rating speech intelligibility among all patients and an ICC of
0.852 was achieved for speech disorder severity, showing a
good level of agreement between experts.

A variety of recorded tasks were used for this assessment,
that are widely accepted and used in pathological speech as-
sessment. These tasks can be found described below:

* Reading passage (LEC). Speakers were asked to read
the first paragraph of “La chevre de M. Seguin”, a tale
by Alphonse Daudet that was chosen due to being long
enough to include almost all French phonemes. This
passage is also well known and widespread in French
clinical phonetics [33].

* Semi-vowel sentences (PHR). Speakers had to read
two sentences containing the French semi-vowels [w]
and [U], absent from the LEC text.



* Consonant inflection (CSN). Speakers were asked to
read 17 sentences in the form of "Le sac euCeu con-
vient”, where the C is replaced at each sentence by a
different consonant.

e Pseudo-words (DAP). Each speaker had to record a
set of 52 pseudo-words, nonexistent in the French lan-
guage [34]. Each pseudo-word was automatically gen-
erated so that it respects French phonotactic and ortho-
graphic rules.

e Spontaneous Speech (SPQO). In this task, the au-
dio sample came from the recording of an interview
between a speech and language pathologist and the
speaker. The conversation focused on the daily commu-
nication and the limitations perceived by the speaker.
In order to obtain the spontaneous speech segments,
the entire file was passed through a voice activity de-
tector (VAD). Segments with less than 3 seconds and
more than 10 seconds were discarded. This was done
in order to minimize the number of artifacts captured.
Segments with a larger presence of the therapist’s voice
were removed as well, however, on occasion, files with
some voice overlap were preserved. Given the nature
of the speech task, the size of the interview can greatly
differ between speakers, and therefore the number of
files as well (from 8 to 56).

3.2. Test and results

All 27 patients and their respective 5 recorded speech tasks
were assessed using the two developed systems, one using
the x-vectors and the other using the Ecapa TDNN speaker
embeddings (see section 2). With the exception of the spon-
taneous speech task, whose resulting intelligibility prediction
corresponds to the mean of the previously mentioned VAD-
segmented files, the remaining tasks were analyzed on a sin-
gle audio file per speaker. Table 1 illustrates the Spearman’s
correlation (p) and root mean squared error (RMSE) values on
speech intelligibility as well as on the complimentary predic-
tion of speech disorder severity. The table also illustrates the
different tasks assessed and choice of embeddings. The re-
sults suggest high correlations above 0.82 on four out of five
tasks when using x-vectors. Similarly, for the RMSE values
the results also suggest low error values, below 1.5 on three of
the tasks going as low as 1.322. The figure 2 displays a plot
of the predictions associated to the spontaneous speech task.

4. DISCUSSION

The results generally displayed interesting correlation and er-
ror values. Moreover, since the end goal of the present article
is to validate the implementation of an intelligibility predic-
tion system clinically, a combination of high correlation and
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Fig. 2. Results of the intelligibility prediction on the
SpeeCOmco corpus using the SPO task (x-vectors).

low errors should be envisioned. Despite the ECAPA embed-
dings showing promising results for speaker verification [29],
the results suggest that, within our specific context, the x-
vectors outperform them in all recorded speech tasks, for both
intelligibility and severity. This aspect not only continues to
validate the usage of x-vectors for pathological speech, but
also shows that not all types of speaker embeddings are suited
for this type of analysis, despite showing better EER perfor-
mance (see section 2.1). A comparative, deeper study on the
reliability of different speaker embeddings for this type of as-
sessment as well as searching a better metric to analyze their
performance on pathological speech becomes an interesting
lead for future work.

As far as the speech tasks are concerned, the x-vectors
displayed interesting and reliable results in the majority, with
the exception of the CSN and DAP tasks that illustrated larger
errors. This was somehow expected since the full pseudo-
word task file contains some noise artifacts (recording sounds
between consecutive words), and no prosody and coarticu-
lation between consecutive words are present. Furthermore,
since the system was trained on the passage reading task, it
was expected that during test it would perform the best on
the same LEC task. This was evident for both intelligibility
and speech disorder severity, that presented the best metrics
when compared to the remaining tasks. The PHR task also
displayed reliable results, especially when taking in consid-
eration that the audio files are much shorter when compared
to the entire passage reading task (i.e. two single sentences
as opposed to a text). Finally, the results obtained on sponta-
neous speech presented a surprisingly interesting correlation
and low error, which remains highly comparable to the other
tasks. The assessment on this type of spontaneous speech



Table 1. Correlation and error values obtained when testing the system on the different speech tasks of the SpeeCOmco corpus.
Bold values mark the tasks with the best correlation/error pairs. All correlations achieved a p-value < 0.05, making them

statistically significant.

Perceptual Measures Speech Disorder Severity Speech Intelligibility
Embeddings Ecapa TDNN X-vectors Ecapa TDNN X-vectors
Evaluation Metrics P RMSE p RMSE p RMSE P RMSE
LEC 0.783 | 1.873 | 0.866 | 1.384 | 0.826 | 2.070 | 0.891 | 1.322
:% PHR 0.784 | 1.782 | 0.805 | 1.772 | 0.807 | 1.854 | 0.842 | 1.460
% CSN 0.643 | 2.060 | 0.861 | 2.124 | 0.673 | 2.147 | 0.859 | 1.971
jé; DAP 0.296 | 2.673 | 0.724 | 2.219 | 0.371 | 2.805 | 0.731 | 1.881
SPO 0.657 | 2.124 | 0.818 | 1.820 | 0.695 | 2.252 | 0.828 | 1.468

material becomes highly relevant due to the fact of being an
under-explored medium [17] that more closely matches day-
to-day communication, presenting an unbiased view on the
patient’s ability to communicate. This automatic assessment
on spontaneous speech covers a gap in the literature concern-
ing the test of automatic approaches on this type of recorded
speech, and can be seen as a stepping stone towards more ro-
bust and reliable intelligibility predictions.

5. PERSPECTIVES

Despite speech intelligibility being the main subjective mea-
sure to be analyzed and predicted during the course of this
work, the results displayed similar metrics on speech disorder
severity. This aspect showcases that the multi-task paradigm
can be effective when handling this type of measure, and
leaves the possibility of further learning other perceptual
measures together, such as prosody, resonance and phonemic
distortions. Moreover, an intelligibility measure that can be
regressed as a combination of these other parameters [35]
can be seen as more interpretable, with an added value to a
clinical environment.

The developed system was trained on a segmented and
augmented reading passage task. Despite the system general-
izing well on a variety of new patients and speech tasks, fur-
ther training on other tasks, namely spontaneous speech mate-
rial, as well as other languages and diseases (e.g. Parkinson’s,
Amyotrophic Lateral Sclerosis, etc.) could not only increase
performance but also make the system even more robust. The
development of a universal, multi-pathology automatic intel-
ligibility model is an interesting perspective for future work.
However, it should be devised carefully, since a working so-
lution for speech intelligibility in head and neck cancers may
not necessarily correspond to the best approach for neurologi-
cal diseases. This is mainly due to the type of speech affecting
problems that greatly differ between the two sets of diseases,

making the devised systems not yet fully generalized to all
pathologies.

Given the generalization ability of the proposed system on
different types of hospital data in the context of head and neck
cancer, the foreseeable future work will envision the direct
implementation of the present system clinically, through the
means of a mobile device application to be used by doctors
and speech therapists alike.

6. CONCLUSIONS

This paper investigated the reliability of an automatic predic-
tor of speech intelligibility based on speaker embeddings on
hospital data recorded in ecological conditions, obtained from
patient interviews in clinical appointments. Different assess-
ments were conducted using different recorded speech tasks
in a multi-task learning methodology. The results suggested a
good generalization ability, illustrated by correlations (Spear-
man) as high as 0.891 and errors as low as 1.322 of the system
on the different tasks. The metrics obtained on the sponta-
neous speech task are not only comparable to the other tasks,
but also open up the possibility of a more deliberate use of
this type of task in automatic assessments, a topic currently
under-explored.
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