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Experimental study of a helical acoustic streaming flow
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This paper presents an experimental investigation of a three-dimensional flow driven by acoustic
forcing in a closed cavity. This problem is a generic model for streaming flows due to waves atten-
uating in fluids and reflecting on domain boundaries (for examples acoustic streaming in industrial
processes but also streaming of gravity waves in geophysical context). The purpose of this work
is to go beyond the current state of knowledge that is mostly limited to individual streaming jets,
and to characterize the flow obtained when the waves reflect on boundaries as it may occur in more
realistic problems. To this end, we set up an experiment where we fire an ultrasonic beam radiated
by a planar circular source so that it undergoes multiple reflections inside a water-filled cuboid
cavity. This produces a helix-shaped acoustic field that drives the flow. The velocity field of the
resulting three-dimensional flow is measured by means of Particle Tracking Velocimetry (PTV) for
different forcing magnitudes. The time-averaged fields obtained in the entire fluid domain feature
jets following the acoustic beam and impinging the vertical boundaries of the cavity, giving rise to
large vortical structures which are favourable for stirring purposes. Such acoustic field also gen-
erates fluid flows in both up and down directions, as well as an overall rotating motion for which
an analytical scaling law is derived. Time-resolved PTV measurements in the vicinity of the first
jet impingement shed light on the progressive development of unsteadiness with increasing forcing.
The highly three-dimensional nature of the fluid motion and its observed dynamics make this flow
particularly relevant for stirring applications at large scale.

I. INTRODUCTION

This paper seeks to experimentally characterize the properties and topology of flows driven by acoustic waves in a
configuration where the reflection of sound on solid walls produces a three-dimensional force and a three-dimensional
flow. Altering the geometry of the acoustic forcing by taking advantage of sound reflections on solid walls indeed vastly
extends the range of flows that can be driven acoustically, but calls for a better understanding of their properties.

While the first observations of acoustic streaming date back to the nineteenth century [1], the contactless character
of acoustic forcing has been arising considerable interest much more recently in applications where flow control by
more conventional means (for example mechanical) may be problematic. Notably, the development of small-scale fluid
mechanics and microfluidics, where mechanical access is difficult, sparked a recent wave of interest in the contactless
actuation of flows at small (sub-millimetric) scale [2–10]. There, the pioneering works of Eckart, Westervelt, Nyborg,
Lighthill and co-authors [11–14] on the fundamentals of acoustic streaming found direct applications to various forms
of “acoustic tweezers”: these indeed offer contactless tools to rotate, translate, mix or oscillate very small quantities
of fluids, or droplets in highly confined geometries such as microchannels.
At a larger scale, contactless actuation offers a convenient way to handle fluids sensitive to external contamination,
or whose temperature or chemical reactiveness renders mechanical actuation problematic. Such situations commonly
occur in metallurgy where the casting of alloys requires adequate stirring to control the homogeneity and properties
of the final solidified product. For example, the ability of acoustic streaming to induce contactless stirring [15] in a
decimetric cavity is of potential interest to separate chemical species or to grow crystals from a melt [16]. In these
processes, relatively slow flows are expected to have dramatic effect on the heat and mass transfers at the solid-liquid
interface [17–22]. Compared to other possible actuation techniques, introducing an ultrasound beam in a liquid
bath within a furnace can indeed be far less intrusive than using a propeller [23, 24] or even electromotive forces
necessitating cumbersome electromagnets, as often considered [25–28]. Similarly, a well-designed ultrasonic field may
help controlling detrimental natural convection instabilities occurring in such processes [17, 29, 30].
In all these examples, the successful utilization of acoustic streaming demands the flexibility of adapting the topology
of the forcing, its scale and its intensity to the application at stake. This, in turn, requires an understanding at a
fundamental level of how the geometry and intensity of the acoustic field translates into the properties of the flow
it drives. In this respect, there are two very distinct types of streaming in these applications. The first type results
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in a force at short range from the actuator: It is implemented with ultrasonic actuators operating at relatively low
frequencies and high powers – typically hundreds of kilohertz and watts -. It is widely used for the purpose of
improving metallic blend solidification processes [31, 32]. This approach relies on the creation of a cavitation cloud
near the tip of the actuator to locally increase sound attenuation which, by promoting the conversion of acoustic
energy into steady momentum over a short distance, gives rise to strong flows similar to free jets [33]. The coherence
of the acoustic beam is thus lost at a quite small distance from the actuator. This makes it more difficult to adapt
the acoustic force over a significant part of the domain.
For this reason, we are interested in streaming of the second type for the purpose of this paper. Here, actuators
operate at higher frequencies and lower powers and induce the so-called Eckart type of streaming in a homogeneous
liquid, without producing any cavitation [11]. The ultrasonic beam is then coherent over longer distances which makes
it possible to force flows far from the actuator [34–36], potentially over decimetric distances consistent with the sound
attenuation length in common liquids. The long range is key in offering a much wider range of possibilities to alter
the topology of the forcing. Indeed, in a cavity with dimensions comparable to this distance and containing a liquid,
acoustic reflections on the walls can significantly increase the geometrical complexity of the acoustic field; hence, of
the forcing [37–39]. This has also been observed in sessile droplets of millimetric dimensions with 20 MHz ultrasounds
in which acoustic reflections occurred at the drop free surface [40].
The question of characterizing the flow obtained by long range streaming in fact reaches out well beyond the confines
of acoustic streaming. Long-range streaming indeed also occurs for other types of waves. For example, internal
gravity waves play a key role in geophysical flows where they are responsible for the occurrence of localized beams in
atmosphere and oceans. The streaming they induce leads to the occurrence of non-trivial mean flows [41]. Localized
laser beams can also induce streaming. Even, though the mechanism may involve the mediation of an ultrasonic wave
or scattering particles, photoacoustics or particulate flows offer further possibility to alter the end-force acting on the
flow [42–44]. These phenomena occur at vastly different lengthscales but they too call for a better understanding
of the relation between the topology of the wavefield, the applied force and the resulting flow, in particular where
boundaries are involved.
Whether streaming is used for the purpose of mixing, or studied for its role in promoting turbulence, the questions
are first, to determine the flow structure: is it 2D, 3D ? Planar or three-component ? Steady or unsteady ? What are
the conditions of its stability [29], whether it is prone chaos and through which route [39] ? For practical applications,
the question is also whether walls reflect beams effectively enough to drive the flow over the entire volume of the
cavity where the process of interest takes place (solidification, crystal growth etc...). Answering these questions in
detail would require application-specific studies but the basic mechanisms are best discovered in a simple geometry.
Hence, we chose the simplest configuration with wall enclosing an entire volume: a paralellepipedic volume with a
single incident beam, angled so as to undergo multiple reflections.

We choose to focus on the flow topology and scaling with the forcing and to answer these questions experimentally,
using water as a working fluid so as to be able to map the flow by means of optical methods. Stability and transition
to chaos are significantly more difficult to investigate experimentally because of the challenge of maintaining a steady
forcing over extended periods of time [39]. More specifically, we study a three-dimensional acoustic streaming flow
using Particle Tracking Velocimetry (PTV). Our approach is to rely on successive reflections on the boundaries of
the fluid domain to produce a complex enough flow. The acoustic forcing is therefore 3D without any symmetries,
promoting effective stirring properties. The considered vessel is nearly cubic, with a square base of 183×183 mm2; this
size actually corresponds to the so-called G1 configuration in directional solidification photovoltaic silicon crucibles –
the smallest size for these processes. The acoustic beam is introduced into the vessel at a 45◦ horizontal angle with
the side walls and a small vertical inclination so that the forcing points downwards and takes a nearly helical shape.
We stress here that our purpose is not to optimize the stirring configuration for this specific cavity, which is generic,
but rather to check that this original acoustic forcing is able to induce an overall global swirling flow in the whole
fluid domain. Due to mass conservation, the induced descending flow along the helical forcing gives rise to ascending
streams. Hence we expect a 3D -three-components flow. It is however difficult to guess whether the return flow will
mainly occur in the corners of the cavity or in its central region. This is an important issue since improving convective
transport in the corners may be critical from the process standpoint in which stagnation areas must be avoided. This
shall be one of the more specific questions regarding the flow topology that our study shall aim to address.

The paper is laid out as follows: first, the experimental setup and methodology considered to measure three-
dimensional acoustic streaming flows are described (Sec. II). Sec. III is devoted to the description and analysis of the
resulting jet-like structures and time-averaged large scale helicity. The large-scale vertical and horizontal streams,
and their dependency on the forcing magnitude, are analyzed in Sec. IV. A focus is then made on the flow structure
near the first jet impingement, as well as its associated unsteadiness, which are discussed in Sec. V.
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II. EXPERIMENTAL SETUP

A. Test rig and experimental methods

The considered setup, shown in Fig. 1, constitutes an evolution of the ASTRID system (Acoustic Streaming Inves-
tigation Device) [36, 45]. The volume of investigation (VOI, 183 × 183 × 160 mm3) is inside an aquarium made of
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FIG. 1. Sketch of test rig used to generate and investigate three-dimensional acoustic streaming flows. The green line and
arrows represent the axis of the acoustic beam radiated by the transducer (grey rectangle with its mounting arm in black) and
its direction of travel. Reflection points of the beam on the vertical walls of the VOI (Volume Of Investigation) are identified
by green crosses and labelled from A to E. The origin of the coordinate system is located at the center of the VOI. The
green-shaded area represents the expanded laser beam defining the measurement domain for the time-resolved measurements
(section V).

glass. A glass plate featuring a hole covered by a plastic film in its upper half splits the aquarium into two separate
impermeable volumes, both filled with water. The upper surface of the VOI is free.

The ultrasonic source, a plane circular transducer (IMASONIC ) of active diameter Ds = 30 mm, is placed outside
the VOI. It operates at a constant electrical power Pelec ranging from 1 W to 8 W and at a fixed frequency of 2 MHz,
and generates beam-shaped acoustic fields [36]. The highly directional nature of the beam is exploited to create a
more intricate configuration by giving the transducer a horizontal tilt angle of 45◦ and a vertical inclination γ = 8◦.
The vertical inclination is chosen to cover a maximum distance in the VOI, while minimizing self-interactions of the
beam after four successive reflections. The successive reflections inside the VOI yield a helix-shaped acoustic beam,
the axis of which is a broken line made of six consecutive segments. The latter is reaching the lower surface, where
a 10 mm-thick polyurethane layer manufactured by Precision Acoustics Ltd. [46] dissipates more than 99 % of the
incident acoustic energy. Note that the acoustic beam impinges each wall only once, except the boundary facing
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the cameras where two reflections occur (points A and E in Fig. 1). The total length of the helix in the VOI is
Lhelix ≈ 725 mm. The transducer is positioned outside the VOI and the beam undergoes one reflection at oblique
incidence on a vertical wall before entering the VOI through the aperture, so that the first reflection point A (Fig. 1)
lies in the far acoustic field. This choice avoids the near field, in which the strong gradients of acoustic intensity in the
axial direction are known to introduce irregularities in the resulting flow velocity along the beam axis [34, 45]. The
geometry of the experimental setup is presented in physical units but from the next section, they will be converted into
non-dimensional coordinates using the horizontal and vertical dimensions of the VOI, 183 and 160 mm respectively.

The velocity fields are measured by PTV: seeding particles are tracked inside the fluid volume, and their trajecto-
ries are determined using the “Shake-The-Box” algorithm [47]. The corresponding Eulerian velocity fields are then
reconstructed using a “binning” method applied at each time step. The averaging procedure involves a Gaussian
weight based on the distance between the instantaneous particle track position and the center of the cell where the
Eulerian velocity vector is determined.

The PTV measurements of the velocity fields are carried out using hardware manufactured by LaVision GmbH.
The images are recorded using their MiniShaker device, which features four 10-bits cameras (Basler acA1920-150um
CMOS sensors), each pointing towards the center of the measurement volume. The frames are then processed with
the DaVis 10 software. The seeding particles are typically 5 µm in diameter, i.e., they are sufficiently small to prevent
the deterioration of their tracking ability due to the acoustic radiation pressure [48]. While mean velocity vector fields
u (the symbol refers to time average over the recording duration) could be determined in almost the whole VOI,
the measurement domain was significantly reduced in a second light setup to capture the flow unsteadiness near the
beam reflection point A (green-shaded zone in Fig. 1). This region is lit by expanding a laser beam into a volume of
elliptic transverse cross section. Detailed setup, as well as recording parameters, are given in table I. For both light
setups, at least 20 minutes separate two consecutive recordings carried out at different acoustic forcing magnitudes in
order to avoid the measurement of any transient state. Grid resolutions ∆x = 2.2 mm and 1.4 mm are obtained for
the mean and time-resolved measurements, respectively.

Measurements are poor near glass walls because of light reflections, so the domain is slightly cropped in both
horizontal directions to avoid spurious data there (x and z range from −89.5 to 89.5 mm). Note that this issue is
overcome for the time-resolved measurements using a monochromatic light source in conjunction with fluorescent
particles. The wavelength of the light emitted by the particles can be isolated with filters, which reduce the captured
light intensity. Hence, this approach was dedicated to measurements in small volumes where laser light could be more
focused.

To assess the sensitivity of the mean fields with the number of frames used in the time-averaging process, the

TABLE I. Hardware and recording parameters used for PTV flow measurements in the entire fluid domain (first setup, left
column) and near the first jet impingement (second setup, right column).

Overall time-averaged flow measurements Near-impingement flow measurements

Size of the measure-
ment domain

179×179×160 mm3 (length × width × height)
cuboid.

Elliptic cross section, approximately 170×25×
75 mm3 (length × width × height).

Light source LaVision GmbH LED Flashlight 300 (blue),
pulsed-overdrive mode, pulse duration:
335 µs. LED panel is placed at approximately
5 cm from the VOI.

Double cavity Nd:Yag pulsed laser (wave-
length: 532 nm). The light beam is expanded
using the Compact Volume Optics device by
LaVision GmbH fitted with a cylindrical lense
(focal length of -150 mm) and placed at 32 cm
from the VOI.

Focal length of the
camera lenses

12 mm 25 mm

Optical filters None High-pass Kodak Wratten 22 (cutoff wave-
length: ≈ 550 nm)

Seeding particles Dantec Dynamics Polyamid Seeding Parti-
cles (PSP), 5 µm in diameter, density of
1030 kg/m3.

microParticles GmbH fluorescent polystyrene
particles (PS-FluoRed-5.0), 5 µm in diameter,
density of 1050 kg/m3.

Frame rate 4 Hz (1 W), 8 Hz (2 and 4 W) and 16 Hz (6
and 8 W)

1.875 Hz (1 W), 2.5 Hz (2 W) and 5 Hz (4, 6
and 8 W).

Exposure 335 µs 105 µs

Recording duration 12.5 minutes (1 W), 20.8 minutes (2, 4, 6 and
8 W).

20.0 minutes (all powers).
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discrepancy between the values of ‖u‖ computed using either 75 % or 100 % of the total recording duration was
quantified at several points in the VOI. For instance, at (x, y, z) = (0, 10, 75) mm and (0, 10,−75) mm (i.e., two
opposite points on the optical path of the cameras), the measured discrepancies on ‖u‖ are typically about 3 % and
1.5 %, respectively, confirming that converged mean fields are obtained over the recording durations listed in table I.

Finally, the experimental setup and methodology have been benchmarked against a former experimental work using
PIV [38]. The mean discrepancy on the longitudinal profiles of jet velocity magnitude measured by PIV and PTV
is less than 11.2 %. Considering that these methods were not operated simultaneously, the agreement between the
results obtained using either methodology, as well as the additional ability of PTV to recover three-dimensional data,
highlights the suitability of this approach to investigate acoustic streaming flows at decimetric scales.

B. Control parameter

Using the test rig and procedures described in Sec. II A, three-dimensional velocity fields have been measured for
values of Pelec equal to 1, 2, 4, 6, or 8 W, while keeping the other parameters constant. The electrical power is related
to its acoustic counterpart Pac through the transducer efficiency ε:

Pac = ε Pelec ,

with ε ranging from 76.1 % for Pelec = 1.6 W to 78.6 % for Pelec = 8.2 W [49].
The control parameter Pelec can be further expressed by means of the acoustic Grashof number Grac, defined as

the ratio between the acoustic forcing magnitude and viscous effects at the scale of the source [22]:

Grac =
32αPacDs

πρcν2
, (1)

where ρ, ν and c refer to the fluid density, its kinematic viscosity and the speed of sound, respectively. If acoustic
dissipation is mostly due to viscous effects, as it is the case for water [36], the acoustic power absorption coefficient
2α is written:

2α =
4π2f2

ρc3

(
4

3
µ+ η

)
,

where µ = ρν, f and η refer to the dynamic viscosity, the sound frequency and the bulk viscosity, respectively. The
typical values of these parameters are listed in table II.

The amount of dissipated acoustic power can be quantified by the dimensionless number 2N = 2αLhelix [36], which
compares Lhelix to the characteristic acoustic power dissipation length 1/ (2α). With 2N ≈ 0.15 in the present case,
the loss of acoustic energy (hence drop of forcing magnitude) is about 14 % along the beam axis.

Care has been taken to account for variations of material properties caused by small temperature departures.
Assuming that η ≈ 3µ for water [36], the absolute uncertainty on Grac is:

∆Grac = Grac

(
1

ρ

∣∣∣∣ dρdT
∣∣∣∣+

1

ν

∣∣∣∣ dνdT
∣∣∣∣+

4

c

∣∣∣∣ dcdT
∣∣∣∣)∆T . (2)

Its corresponding values, obtained by fitting reference tables [50], are listed in table III. For each measurement
campaign, the temperature of water was measured before and after each recording. The temperature difference was
typically about 0.5 °C, which, added to the temperature reading uncertainty due to the thermometer resolution, yields
a maximum uncertainty of 3.3 % on Grac for the measurements made near the first jet impingement for Pelec = 4 W.
The sensitivity of Grac to temperature was further observed by comparing values obtained at the same electrical
power but at different temperatures, for the overall time-averaged flow and near-impingement measurements. For
instance, the discrepancy reaches 10 % for Pelec = 4 W (table III). From next section, all the results are given with
non dimensional quantities where Ds, D

2
s/ν and ρD3

s are taken as length, time and mass scales respectively.

TABLE II. Typical properties of the fluid samples used in the present study [50]. Fluid is water at T = 20 °C and atmospheric
pressure, and f = 2 MHz.

ρ (kg/m3) ν (m2/s) c (m/s) η (Pa.s) 2α (m−1)

998.2 1.004× 10−6 1483 3.006× 10−3 0.211
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TABLE III. Conversion table between the electrical power Pelec and acoustic Grashof number Grac. Values of the acoustic
source efficiency ε are obtained through linear interpolation of tabulated data provided by the transducer manufacturer IMA-
SONIC [49]. Temperatures are given at the start and the end of each recording. Values of Grac are bounded using Eq. (2),
where ∆T is estimated as the sum of twice the thermometer resolution (0.25 °C) and the temperature difference between the
beginning and the end of each recording. The derivatives in Eq. (2) have been estimated by fitting cubic curves to reference
tables [50].

Overall mean flow measurements Near-impingement measurements

Pelec (W) ε (%) Temp. (°C) Grac Temp. (°C) Grac

1 75.0 [26.0, 26.0] (1.78± 0.03)× 104 [21.5, 21.5] (1.65± 0.03)× 104

2 76.6 [26.0, 26.0] (3.64± 0.05)× 104 [21.0, 21.5] (3.37± 0.11)× 104

4 78.7 [26.0, 26.5] (7.50± 0.22)× 104 [20.0, 20.5] (6.82± 0.23)× 104

6 78.6 [26.5, 26.5] (11.28± 0.17)× 104 [20.5, 21.0] (10.29± 0.34)× 104

8 78.8 [26.5, 27.0] (15.12± 0.44)× 104 [21.0, 21.0] (13.80± 0.23)× 104

III. MAIN STRUCTURES OF TIME-AVERAGED HELICAL FLOW

Over the range of parameters investigated, the flow was found either steady or unsteady. The time-averaged
flow resulting from the helix-shaped acoustic force field introduced in the cavity displays a highly three-dimensional
nature, and despite the different forcing magnitudes, share qualitatively similar features. These features therefore
appear robust and, as such, illustrate well the basic properties of flow driven acoustically through reflection in a cavity.
We first describe the main jets sustained by the acoustic forcing, that form the overall flow structure, then seek scaling
laws for their intensity, that may be transposed to other problems. In a second subsection, another important feature
of the flow is investigated namely the helicity created by the impingements of the jets on the walls.

A. Jet-like structures at the scale of the acoustic forcing

The time-averaged flow features strong jets along the beam axis (Fig. 2 and see the animation in Ref. [51]), each
impinging a vertical cavity wall and contributing to an overall rotating fluid motion about a vertical axis. Similarly to
what has been observed in Refs. [37–39], the jets spread downstream each impingement and in both vertical directions,
giving rise to large recirculating structures close to the cavity walls.

One can observe that, for increasing values of Grac, the jets are more sharply defined, as in simpler configura-
tions [38]. Four main jets are clearly visible for all investigated forcings. The emergence of a fifth jet with velocity
levels similar to those of the other jets when Grac is increased indicates an interaction between the rotating motion and
the jet structures originating from the forcing. The jet velocity magnitude levels depend on Grac, and increasing the
injected power enhances the inertia of each jet, resulting in their larger inertia-caused spreading at their impingements.
For instance, these structures are particularly visible downstream impingements of jets 3 and 4 for Grac ≥ 7.5× 104

(Figs. 2 (c), (d) and (e)), but are not observed for smaller powers.
In the case of a free jet driven by a straight beam in a large fluid domain, previous studies have shown that two

regimes can be expected, depending on whether the acoustic force is balanced by inertia or viscous forces [36]. To be
observed in the present case, the transition between the two regimes should occur at a distance x′tr from the jet origin
that is shorter than the jet length. Equating the two scaling laws derived in a one-dimensional approach for these
regimes (Eqs. (19) and (22) in Ref. [36]) yields a relationship between x′tr and Grac which, assuming that the beam
radius Rbeam ≈ 1/2, predicts a transition occurring at x′tr = 2.17 (i.e., the half distance on the beam axis between
two consecutive acoustic reflections, in non dimensional units) for Grac ≈ 140. As Grac > 104 in the present case, the
corresponding regime transition distance is significantly greater than the maximum jet length in the VOI; hence, no
transition from the inertial to the viscous regime can be observed. The acoustic forcing is then essentially balanced
by inertia in the observed jets, meaning that the velocity on each jet axis scales as

√
Gracx′ (x′ is the distance from

the jet origin along its axis) [36, 45]. As mentioned in section II B, the acoustic forcing magnitude decreases along
the beam due to sound attenuation. Accounting for this effect in the forcing parameter for each jet, a convenient

Grashof number can be defined as Gr′ac = Grace
−2 N

Lac
x′
s , where x′s is the distance on the beam axis to the acoustic

source normalized by Ds and Lac = Lhelix/Ds. Thus, the velocity of the jets can be estimated by:

Rejet ≈ K
√

Gr′acx
′ , (3)
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(a) (b)

(c) (d)

(e)

FIG. 2. Isocontours of velocity magnitude colored by the Reynolds number based on the vertical velocity for time-averaged
flows measured at different values of acoustic Grashof numbers: (a) Grac = 1.78 × 104 (Pelec = 1 W), (b) 3.64 × 104 (2 W),
(c) 7.50 × 104 (4 W), (d) 11.28 × 104 (6 W) and (e) 15.12 × 104 (8 W). Isocontours of velocity magnitude are plotted at
2.5, 3.2, 4.7, 6.2 and 7.7 mm/s respectively, corresponding to Re = 87.11, 111.51, 163.77, 216.04, 268.31. The purple star at
(x, y, z) = (0.5, 0.13, 0) locates the entry point of the acoustic beam in the VOI. The spatial coordinates are normalized by the
dimensions of the VOI (183 mm for the horizontal directions and 160 mm for the vertical one).

in which the Reynolds number Rejet is based on the time-averaged jet velocity magnitude ‖ujet‖ and Ds, x
′ is the

distance from the jet origin along its axis normalized by Ds and K = 1/2 for a straight free jet. In the present
configuration, the jet axes have been determined by tracking the points of maximum velocity in successive planes
cutting the jets. The straight line fitted to these points is considered as the jet axis, and the jet origin x′ = 0 is defined
as the intersection of the axis and the upstream vertical wall. Points near the impingements are deliberately left out
of the procedure described above: the jet deformation due to the impact may give rise to local maximum velocity
points located off the actual jet axis, hence preventing its determination. This methodology has been successfully
applied to jets 1, 3 and 4 (Fig. 3). Jet 5 has been discarded from this analysis since it was observed for the highest
values of Grac only. Jet 2 has not been considered either for this analysis because its axis exhibited a too strong



8

Jet 1 Jet 3 Jet 4

FIG. 3. Profiles of jets Reynolds numbers along the axis of jets 1, 3 and 4, and for all values of investigated power:
Grac = 1.778× 104 (Pelec = 1 W) in blue, Grac = 3.637 × 104 (2 W) in orange, Grac = 7.499 × 104 (4 W) in yellow,
Grac = 11.28 × 104 (6 W) in purple and Grac = 15.12 × 104 (8 W) in green. The distance from the estimated jet origin,
normalized by the transducer diameter Ds, is designated by x′. The red dashed line represents the scaling law of a straight
acoustic streaming jet (Eq. (3) with K = 1/2). The black dashed line corresponds to a similar scaling law, with K being
determined using least squares fitting: K = 0.59 (jet 1), 0.72 (jet 3) and 0.65 (jet 4). Experimental data is fitted on the interval
over which the black and red dashed lines are plotted. The same scale on the y−axis is used for each figure.

bending caused by the spreading of jet 5 (Fig. 2).

Close to the jet origin (x′ < 1), jet 1 has a distinct behavior form the other jets (Fig. 3): the velocity magnitude
profile on its axis features a steep increase for each forcing magnitude, which has already been observed in short
jets [45], and is related to the fact that the origin of jet 1 corresponds to the entrance point of the beam in the VOI.
In contrast, the origins of all the other jets lie in regions of fluid where a jet impingement occurs and important
velocity magnitudes are encountered [37]. At distances sufficiently far downstream the jet origin, the velocity of these
jets drops before increasing again smoothly until the next impingement point is reached. The scaling law given by
Eq. (3) is valid in regions where the jets are free from effects of both the upstream and downstream impingements,
i.e., approximately 2 ≤ x′ ≤ 3.5 in the present case. Scaling laws similar to Eq. (3) were sought for jets 1, 3 and 4
for different values of Pelec (hence Grac) by determining the coefficient K in Eq. (3) using least squares fitting. For
each jet, the computed value of K is greater than the value for a straight jet (K = 0.59, 0.72 and 0.65 for jets 1, 3
and 4, respectively). However, the slopes of the resulting scaling laws do not differ significantly from their straight jet

counterpart, despite the undeniable three-dimensionality of the flow. Finally, the scaling Rejet/
√

Gr′ac ≈ 1 remains
valid for each jet. This means that not only Eq. (3) yields appropriate estimates of the jet velocity magnitudes in this
studied configuration, but it also indicates that, since the sound absorption is weak in the present case (as explained
in Sec. II B), similar velocities are encountered in jets 1, 3 and 4 for a given forcing (typical values of ‖ujet‖ are about
4, 8 and 12 mm/s (Re = 119, 239 and 358) for Pelec = 1, 4 and 8 W (Grac = 1.78, 7.5 and 15.12× 104), respectively).

As a conclusion, although the studied flow displays highly three-dimensional features, the observed jets locally obey
to the same scaling law as a single free jet driven by a straight beam. This confirms that these jet structures are
similar to those encountered in formerly studied configurations [36, 37, 45]. This also suggest that a complex flow
may be constructed “piecewise”, choosing reflection points to alter the geometry of the flow using these scaling laws
to predict its intensity locally.

B. Helicity created by jet impingements

Due to the presence of solid boundaries, the overall time-averaged flow is more complex than the broken-line helix
formed by the structure of the main jets. The impingement of the jets on the vertical wall creates strong local vorticity.
The development of these structures may be more or less facilitated by the vicinity of another jet impinging the same
surface but at a different y coordinate. For instance, the first impingement I1, defined as the point where the axis
of jet 1 crosses the vertical wall downstream, interacts with I5 on the same wall but at lower y coordinate (Figs. 2).
This restricts the development of a large downward fluid motion below I1.

Coupling of these local recirculating motions near the impingements with the overall rotating motion yields large
three-dimensional vortical structures, which are made clearly visible by the Q-criterion [52, 53] (Fig. 4 (a) and see the
animation in Ref. [54]). The rotation motion, combined with the creation of vorticity at the walls, generates helicity.
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(a) (b)

FIG. 4. (a) Isocontour of Q-criterion (1.86 × 104 in non dimensional units) colored by the normalized helicity h̃, as defined
by Eq. (4). The isocontour is shown for Grac = 15.12× 104, with the location of the acoustic beam entry point in the VOI
identified by a purple star at (x, y, z) = (0.5, 0.13, 0). The red dots corresponds to the locations of the main jets. (b) Evolution

with Grac of the dimensionless net helicity, obtained by integrating ‖u‖ ‖ω‖ h̃ over the cavity volume (data points lying too
close to the boundaries are ignored, as well as those located near the free surface). The solid line represents an affine law.

The normalized helicity h̃ coloring the isocontour in Fig. 4 (a) is defined as:

h̃ =
u · ω
‖u‖ ‖ω‖ , (4)

where ω is the time-averaged vorticity. The sign of h̃ can actually be determined beforehand; we shall consider the
vortex above the impingement of jet 1 as an illustrative example. This vortex rotates about the horizontal x-axis, so
that ω points in the negative x-direction there. Besides, the overall rotation sustained by the jets gives u · ex < 0

in that vortex (with ex the unit vector pointing in the positive x-direction). From Eq. (4), h̃ is thus positive. The
same reasoning can actually be applied to any vortex located above an impingement (including those close to the
free surface), since u and ω are aligned in such structure. In contrast, a vortex beneath a jet impingement rotates

in the opposite direction. This results in ω being locally opposed to u, which yields h̃ < 0. An example illustrating
this point is the vortex below I3. This vortex is stretched by the overall rotating motion, creating a large J-shaped

structure of negative h̃ near the bottom wall. Except this structure, the horizontal vortices of highest intensity mostly
are located above the jets (Fig. 4 (a)). This is made visible by the duplication of the jet locations and numbering
introduced in Fig. 2.

In addition to the horizontal vortices at the impingements, a large vertical vortex appears at the center of the cavity.

On that isocontour, u and ω are almost orthogonal, explaining the marginal local values of h̃. This region of uprising
fluid, referred to as the “chimney” in the remaining of this document, is bounded by regions of downwards-flowing
fluid driven by the jets.

Finally, the different vortical structures create a positive net helicity within the cavity (Fig. 4 (b)). This quantity
increases linearly with Grac for Grac ≤ 11.28× 104. At Grac = 15.12× 104, a large contribution of the helicity close
to the walls may be screened by the dimensions of the VOI, which are slightly smaller than the actual cavity. The
net helicity may thus be underestimated at this forcing. Nevertheless, net helicity here essentially originates from
horizontal vortices, despite the forcing field being shaped as a vertical helix.

The net helicity of this flow may be changed by increasing the forcing, by modifying the helix pitch (not studied
here) or by increasing the vertical dimension of the cavity. Tuning easily the helicity can be of interest for studying
induction mechanisms in MHD flows or for atmospheric rotating flows like hurricanes.

IV. LARGE SCALE SECONDARY FLOW - THREE-DIMENSIONALITY CHARACTERIZATION

Besides of the jets, the helical streaming flow features horizontal and vertical streams (in both ascending and
descending directions). Knowing their intensity, and how that intensity varies with Grac, may be of crucial importance
in stirring applications for instance. For this reason, we shall first study the evolution with Grac of the swirling (i.e.,
rotation) motion magnitude. We shall then characterize the vertical streams.
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A. Characterization of the time-averaged horizontal rotation

Just like the multiple jets studied in the previous sections, the swirling motion is one of the key features of the
flow obtained by reflection, that does not occur in single acoustic streaming jets. The velocity magnitude associated
with the swirl may be quantified in each constant-y plane in which the rotating motion is observed (see the left panel
of Fig. 6). In each constant-y planes, the center of rotation O′ can be located to define a local polar coordinate
system (O′, er, eθ), in which er and eθ are the unit vectors in the radial and azimuthal directions, respectively. The
time-averaged azimuthal velocity at a point M such as O′M = r er is then given by uθ = u · eθ, which can be
averaged over both θ and y-coordinates to yield a single evaluation of uθ(r) per acoustic forcing:

〈uθ(r)〉θ,y =
1

NθNy

Ny∑
j=1

Nθ∑
i=1

u (r, θi, yj) · eθ , (5)

where 〈 〉θ,y refers to the ensemble averages over the Nθ azimuthal angles and Ny y-coordinates. While Nθ can be
the same for all Grac, Ny greatly depends on the interval of y-coordinates over which the overall rotating motion is
observed. In the present work, Ny ranges between 47 for Grac = 3.637 × 104 and 68 for Grac ≥ 7.50 × 104. For all
Grac, Nθ is set to 20 (greater values of Nθ yield an improvement of less than 1 %). In total, at least 940 points are
thus used to estimate 〈uθ(r)〉θ,y.

The radial profiles of Reθ, the Reynolds number based on Eq. (5), show an enhancement of the swirl motion as Grac
is increased (Fig. 5 (a)). For Grac ≤ 3.64× 104, this swirl is a solid-body rotation, with Reθ scaling as Reθ ∝ Gr1/2ac .
Above r/Ds ≈ 2.5, Reθ drops because of the no-slip boundary condition imposed by the nearby vertical walls. For
Grac ≥ 7.50× 104, the obtained profiles are different: they feature a non-linear evolution with two regions over which
Reθ increases with r/Ds at different rates. The radial position where the change of slope occurs increases with the
forcing. In contrast, the maximum Reθ is consistently found at a distance δ/Ds ∼ 0.5 from the nearest wall, whatever
the Grac.

A single velocity estimate for the swirl motion can be obtained by further averaging the 〈uθ〉θ,y profiles over r

(squares in Fig. 5 (b)). The evolution of this quantity with Grac can be explained as follows: the jets, of time-
averaged velocity ujet, drive the swirl by viscous entrainment. Balancing the torque driven by the Njets jets with the

(a) (b)

FIG. 5. (a) Radial profiles of the Reynolds number Reθ based on the mean azimuthal velocity 〈uθ〉θ,y and Ds for different

values of Grac: Grac = 1.78× 104 (Pelec = 1 W) in blue, Grac = 3.64× 104 (2 W) in orange, Grac = 7.50× 104 (4 W) in yellow,
Grac = 11.28 × 104 (6 W) in purple and Grac = 15.12 × 104 (8 W) in green. The profiles are computed using Eq. (5). The
mean distance between the point of maximum velocity and the vertical walls is denoted by δ. (b) Evolution of Reh with Grac,
where Reh is the azimuthal Reynolds number averaged over the radial coordinates for each forcing magnitude: experimental
points (squares) and prediction (red curve and area). The square-root dependency on the Grashof number is obtained using
Eqs. (9) and (3) for β = 0.5, δ = 15 mm, L = 183 mm, K = 0.65 and x′ = 2.2, and the envelope (red area) is plotted for the
same parameter values but for β = 0.6 (lower bound) and β = 0.4 (upper bound).
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one resulting from the friction on the vertical walls yields:

Njets

Friction on
the lateral
jet surface︷ ︸︸ ︷
σjetSjet La︸︷︷︸

Lever
arm

∼ Njets

Wall
friction︷ ︸︸ ︷
σfSf

L

2︸︷︷︸
Lever
arm

, (6)

where L is the cavity width, La = L
√

2/4, and σjet and σf are the viscous shear stresses on the lateral jet surface Sjet

and on the wall friction surface Sf , respectively. Then, by assuming that the jet length Ljet is approximately equal

to the horizontal distance between two consecutive acoustic reflection points, i.e., Ljet ∼ L/
√

2:

σjetSjet ∼ µ
‖ujet‖
Ds
2

πDsLjet ∼
√

2µπL‖ujet‖ . (7)

As the wall friction surface actually involved in the torque balance is expected to be smaller than the area of a single
vertical wall, Sf is defined as Sf ∼ βHL, where H is the cavity height and β < 1 is a tuning parameter. Since the
velocity gradient length scale is δ at the wall (Fig. 5 (a)):

σfSf ∼ µ
2 〈uθ〉r,θ,y

δ
βHL , (8)

where 〈uθ〉r,θ,y is the mean value of the radial profile of azimuthal velocity for a given forcing. Using Eqs. (7) and

(8), the torque balance yields:

Reh ∼
π

2β

δ

H
Rejet , (9)

where Reh is the Reynolds number based on 〈uθ〉r,θ,y and is representative of the overall horizontal fluid flow. The

jet Reynolds number is obtained by evaluating Eq. (3) at a relevant distance from the jet origin, which is typically
x′ ≈ Ljet/ (2Ds), and introduces a square-root dependency of Reh on Grac, which is experimentally observed for
Grac ≤ 7.50 × 104. The discrepancy between the experimental points and the scaling law given by Eq. (9) however
increases at higher power. This trend may be attributed to the development of flow unsteadiness as Grac is increased,
which is not accounted for in the derivation of Eq. (9).

B. Evolution of the vertical fluxes with power

In addition to the swirling motion studied above, the jets are also responsible for vertical flows in both the upward
and downward directions. We shall now study these streams in more details, and quantify their dependency on Grac.

The helix-shaped forcing field induces a downward flow. This motion is sustained by the jets; it mainly occurs in
the bulk of the flow and marginally beneath each jet impingement (figure 6). In constant-y planes, these regions of
downward flow appear as large surfaces of negative vertical velocity. The associated flow rate Qdown and the areas
Adown of these surfaces are defined as:

Qdown(y) =

Ndown∑
n=1,

vn(y)<0

vn(y)∆x2 ,

Adown(y) = Ndown∆x2 .

(10)

In equation (10), the sum applies to the Ndown points for which vn = u · ey < 0 in a constant-y plane. Figure 7 (a)
shows the vertical distribution of Qdown for all forcing magnitudes. These profiles are normalized by the horizontal
flow rate Qhoriz, which is based on 〈uθ〉r,θ,y and on the area Ahoriz = HL/2. The downward flow rate increases from
zero at the bottom wall, to a maximum at a height that is similar to the entrance height of the beam. The maximum
of Qdown ranges between 0.6Qhoriz and 0.65Qhoriz for all Grac, i.e., the magnitude of the swirl motion dominates
the magnitude of the downward flow. At greater y, Qdown decreases until vanishing completely at the free surface.
Whereas this trend is reported for all Grac, a “bump” of Qdown at y ≈ −0.31 is visible only for Grac ≥ 11.28 × 104.
This feature is clearly not associated with a sudden change of Adown, since Adown is rather homogeneous over the
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y = 0 plane x = 0 plane

Grac = 1.78× 104:

Grac = 3.64× 104:

Grac = 7.50× 104:

Grac = 11.28× 104:

Grac = 15.12× 104:

FIG. 6. Horizontal (y = 0, left) and vertical (x = 0, right) slices of the time-averaged vertical velocity component Rev and
streamlines of the projected velocity field for different values of Grac. The purple star and arrow indicate the entry point of
acoustic beam in the VOI and its orientation, respectively. Red ’x’ symbols labelled Ii are the locations where the i-th jet axis
impinges the walls. Figures on a same row share the same color levels. Grey areas indicate the location of noisy data.



13

(a) (b)

FIG. 7. (a) Vertical profiles of the ratio between the downward and horizontal flow rates Qdown/Qhoriz (with Qhoriz =
〈uθ〉r,θ,yHL/2). The profiles, obtained using Eq. (10), are shown for Grac = 1.78 × 104 (blue), Grac = 3.64 × 104 (or-

ange), Grac = 7.50× 104 (yellow), Grac = 11.28× 104 (purple) and Grac = 15.12× 104 (green). The x-axis is reversed and that
Qdown is counted negatively for downward motion. (b) Dimensionless cross-sectional area of downward-moving fluid Adown.
The black dashed line locates the height at which the acoustic beam enters the cavity. The dots indicate the vertical positions
of impingements of jets 1, 2, 3 and 5 in descending values of y, respectively.

entire cavity height (figure 7 (b)). Instead, this “bump” is caused by the J-shaped vortical structure near the bottom
wall. This vortex creates local regions of important velocity, and is sufficiently elongated to significantly increase
Qdown there. Finally, the profiles of Qdown/Qhoriz nearly collapse on a single curve. This provides evidence that
Qdown nearly scales as

√
Grac, since Qhoriz derives from a velocity showing a similar scaling (equation (9)).

Because of mass conservation, any downward flow is necessarily accompanied by ascending motions. These motions
are mostly reported in two regions. First, along the walls, including in the corners of the VOI. Ascending flows occur
there for all Grac, and are essentially associated with the vortices arising from the vertical spreading of the jets at their
impingements (right panel of figure 6). Second, in the central chimney visible only Grac > 7.50× 104. This structure
may span almost the entire cavity height for Grac ≥ 11.28×104, and appears in a constant-y plane as a closed contour
of positive vertical velocity at the center of the plane. The area of that closed contour shall be referred to as Achimney.
The rate of fluid Qchimney flowing through Achimney is then computed similarly to Qdown (equation (10)); the only
difference being that only the points for which vn(y) > 0 in the chimney are of interest.

Vertical profiles of Qchimney/Qhoriz are shown in figure 8 (a) for Grac ≥ 7.50× 104. From the bottom of the cavity
to y ≈ 0.13, Qchimney oscillates, before steeply decreasing at heights corresponding to the forcing-free region. Just
as Qdown, the ascending flow rate in the chimney seems to scale approximately as

√
Grac for Grac ≥ 11.28 × 104.

(a) (b)

FIG. 8. (a) Vertical profiles of the normalized flow rate in the central chimney Qchimney. The quantity used to normalized is

Qhoriz = 〈uθ〉r,θ,yHL/2. (b) Dimensionless chimney radius Rchimney ≈
√
Achimney/π

L
. The profiles are shown for Grac = 7.50×104

(Pelec = 4 W) in yellow, 11.28× 104 (6 W) in purple and 15.12× 104 (8 W) in green. The black dashed line locates the height
at which the beam enters the VOI. The dots indicate the vertical positions of the impingements of jets 1 (upper dots) and 2
(lower dots).
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FIG. 9. Evolution with Grac of the Reynolds numbers (based on Ds) associated with the different motions observed in the
time-averaged flows. The Reynolds numbers of jets 1, 3 and 4 are measured at x′ = Ljet/(2Ds) = 2.2, where Ljet is the distance
between two consecutive acoustic reflection points, and are bounded by measurements at Ljet/(4Ds) and 3Ljet/(4Ds). The
blue envelope is obtained for x′ = 2.2. Eq. (9) is plotted for H = 160 mm, L = 183 mm, δ = 15 mm, K = 0.65 and x′ = 2.2.
Reynolds numbers based on the vertical flow rates of positive or negative velocity averaged over the vertical coordinates y
(upward in the central chimney, downward and upward outside the central region, deduced with mass conservation equation)
are also reported.

In addition, the overall increase of Qchimney with the forcing causes the chimney structure to become slightly wider
(Fig. 8 (b)). The radius Rchimney of the chimney is greater at the bottom of the VOI where it is fed with fluid, and
becomes thinner at higher y (above the dashed line in figures). The slope of each Rchimney profiles clearly changes
once the force-free part of the VOI is reached, where Rchimney is typically one tenth of the cavity size. Nevertheless,
at a given Grac, the maximum of Qchimney it at most 6 % of the largest |Qdown|. The vertical flow through the
chimney thus only constitutes a small fraction of the total ascending motions. This result could not be predicted
beforehand, and is key to us: it means that the dominant upward motions occur near the walls and at the corners of
the VOI with a flow rate Qup = −Qdown −Qchimney ∼ −Qdown. This key feature confirms the expected efficiency of
this configuration to mix the fluid outside the forcing region.

A complete picture of the helical flow can finally be drawn (Fig. 9). One can identify three distinct contributions to
the overall helical flow, each being characterized by different ranges of their associated Reynolds number Re. The jets,
for which Re is measured at the half distance between two consecutive beam reflections, constitute the primary flow:
their velocity magnitudes are the largest ones encountered in the fluid volume. The profiles of the mean jet velocities
confirm a scaling as

√
Grac in the form of Eq. (3), except at the lowest forcing where they do not perfectly fit within

the envelope. Having a Reynolds number several times smaller than those of the jets for each forcing, the overall fluid
rotation driven by the jets can be seen as a secondary motion in the global flow. It nevertheless dominates, in terms of

measured Reynolds numbers, the observed vertical flows, for which a single value of mean velocity 〈U〉y = 1
h

∫
h
Q(y)
A(y) dy

(h is the height over which the data for the vertical flow rates is available) is determined for each of the identified
global vertical motions. In these even weaker flows, the slowest ones are encountered in the central chimney.

V. NEAR-IMPINGEMENT FLOW: MEAN STRUCTURE AND DYNAMICS

Finally, since the principle we rely on to generate a forcing with complex geometry is to use the reflection of the
acoustic beam against the vessel wall, the regions around these reflections, where the jets impinge the wall, are key
features of this flow. We shall examine them in more details using a second light setup (right column in table I),
especially focusing on the region where the first jet impingement occurs (green-shaded volume in Fig. 1)

The local time-averaged flow structure near I1 is shown in Fig. 10 for Grac = 13.80× 104 (Pelec = 8 W). The axes
of the vortical structures have been determined using critical point theory: the measurement volume has been sliced
in each direction and points of zero planar velocity have been sought [55]. The focii detected in constant-x planes
(blue filament in Fig. 10) correspond to the axis of the roll resulting from the vertical spreading of jet 1 below I1 and
which is stretched by the overall rotating fluid motion. This structure is observed at lower values of Grac as well (not
shown). However, due to the small size of the measurement volume in the z-direction, the axis of this structure could
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FIG. 10. Time-averaged flow structure near the first jet impingement I1 (Grac = 13.80× 104) with streamlines and slices of the
vertical velocity component: isometric (left) and top (right) views. Colored spheres locate the focii (i.e., points of zero in-plane
velocity and around which streamlines display a spiralling pattern) in several planes: constant-x (blue), constant-y (red) and
constant-z (black) planes. Time-averaged inflow and outflow directions are identified by the purple arrows. The green square
at (x, y, z) = (−0.233, 0.053, 0.470) locates the point where the local dynamics are studied. The grey rectangle and thick black
lines locate the solid vertical walls. Positive vertical velocity refers to upwards fluid motion, and both figures share same color
levels.

only be partially recovered for these forcing magnitudes. This nevertheless indicates that increasing the acoustic
forcing confines this roll to the wall where impingement occurs. This, in turn, allows the central chimney to develop
when the acoustic forcing is increased (Fig. 6). Although the measurement volume is too small in the y-direction to
detect the axis of the vortices located above I1 and I5, the presence of these structures is inferred by the streamlines
plotted in the x = 0 mm plane (Fig. 10). Another roll of nearly vertical axis is observed for Grac ≥ 3.37× 104 in the
corner of the VOI as well (red filament in Fig. 10). One can also observe the presence of a third rotating structure in
the mean flow near I1 (black filament in Fig. 10). This roll swirls in constant-z planes and exists downstream I1 for
Grac ≥ 3.37×104. As its axis points slightly towards the bottom of the fluid domain in the downstream direction, this
structure might correspond to the upstream end of the vortex resulting from the impingement of jet 2 and located
below I2. A greater size of the measurement domain in the z-direction would be necessary to determine whether it is
the case. Nevertheless, as we will see in this section, this rotating structure fluctuates significantly.

The overall flow unsteadiness near I1 may be witnessed through the temporal evolution of the total kinetic energy
of the fluctuations:

e′k(t) =
1

Np(t)

Np(t)∑
n=1

1

2
u′(xn, t) · u′(xn, t) , (11)

where xn refers to the coordinates of the n-th grid point in the discretized measurement domain, u′(xn, t) = u(xn, t)−
u(xn) and Np is the total number of grid points. The overall level of e′k, shown in Fig. 11, clearly increases with Grac.
Furthermore, the temporal evolution of e′k features stronger fluctuations when acoustic forcing is enhanced and even
displays isolated sharp peaks. These short and high-intensity events are particularly visible for Grac ≥ 6.82 × 104

(Fig. 11). None of the observed signals are actually periodic over the recording duration, and for Grac = 13.8×104, for
instance, the short and high-intensity events are superimposed over significantly slower fluctuations. Unfortunately,
the time series are too short to clearly identify leading frequencies in the spectrum of these signals; the associated
dynamics would require significantly longer measurements to be thoroughly characterized. This situation has already
been encountered during the investigation of a similar configuration [38], for which it has been shown that hours of
observation were required to be able to characterize the flow dynamics [39]. Such recording durations are out of reach
of our experiment.

This rise of unsteadiness with the forcing magnitude can also be observed locally through the strong deformations
of the streamlines near I1. Their behavior is assessed by means of the angle θ between u(t) and u at a given grid
point ((x, y, z) = (−0.233, 0.053, 0.470)), represented by a green square in Fig. 10. This quantity, as well as its root
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FIG. 11. Temporal evolution of the space-averaged kinetic energy of fluctuations, e′k, as defined by Eq. (11) for Grac = 1.65×104

(Pelec = 1 W) (blue), Grac = 6.82× 104 (4 W) (yellow) and Grac = 13.80× 104 (8 W) (green).

mean square, are defined as:

θ(t) = arccos

[
u · u(t)

‖u‖ ‖u(t)‖

]
,

θRMS =

√√√√ 1

Ns

Ns∑
n=1

θ(tn)2 ,

(12)

where Ns refers to the number of snapshots. Note that both u and u(t) are three-dimensional in Eq. (12). The tempo-
ral evolution of θ is shown in Fig. 12 for both extreme values of power considered in this work. For Grac = 1.65×104, θ
displays isolated fluctuations of large amplitude. For this acoustic forcing, the mean streamlines indicate that, at the
probe location, the fluid flows mostly upwards. The peaks observed in the time-series of θ for Grac = 1.65×104 hence
correspond to short events during which, at this location in the VOI, the fluid abruptly starts to flow downwards before
returning back to the local mean flow direction (snapshots (a) and (b) in the left panel of Fig. 12). When the forcing
is further enhanced, more peaks are observed. Such events, however, correspond to a different phenomenon than the
one observed for Grac = 1.65× 104. Contrarily to the lowest-forcing case, the mean streamlines are nearly horizontal
at the probe location (Fig. 10). The large and short variations of θ observed in its time series for Grac = 13.80×104 in
Fig. 12 are due to the emergence of a vortex, similar to the one identified by the black filament in the time-averaged
velocity field near the impingement I1 (Figs. 10). This vortex, which enters the measurement domain from below
when θ is low (snapshot (d) in Fig. 12), moves upwards, causing a strong variation of θ as it passes close to the
probe, and is then advected away (see the movie for Grac = 13.80 × 104 in Ref. [56]). These rotating structures are
observed several times in constant-z planes near the first impingement for a given recording and for Grac ≥ 3.37×104.

These rolls (which are rotating about the z-axis in the counter-clockwise direction according to the point of view
adopted in Fig. 12) have been tracked in time for each value of Grac by locating the focii in constant-z planes at each
time step, as it was done previously for the time-averaged flow. As shown in Fig. 13 (a), these structures become
more numerous when the forcing is increased, and their number Nv displays a linear evolution with Grac. Only the
case of Grac = 1.65× 104 does not follow that trend: this behavior may be due to a too short recording duration to
be truthfully representative of the dynamics for that forcing.

Besides, by detecting when vortex core lines emerge and disappear from the measurement volume, one is able to
recover the mean residence time 〈tr〉 and vortex emergence frequency 〈f〉 associated with these structures, defined as:

〈tr〉 =
1

Nv

Nv∑
n=1

(tnout − tnin) , (13)
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Grac = 1.65× 104 Grac = 13.80× 104

FIG. 12. Temporal evolution of θ (top plots), defined as the local angle between the instantaneous and time-averaged veloc-
ity computed using Eq. (12), and instantaneous streamlines in the vertical z = 0.47 plane for Grac = 1.65× 104 (left) and
13.80 × 104 (right). The snapshots are extracted at the time stamps identified by the labelled vertical lines in the two upper
graphs. The angle θ is normalized by its RMS value computed over the entire time series (20 minutes). The green square at
(x, y, z) = (−0.233, 0.053, 0.470) in the vertical slices indicates the probe location where θ is measured. The red arrow represents
the projection in the vertical slice of the mean velocity vector measured at the probe.

1

〈f〉 = 〈Te〉 =
1

Nv − 1

Nv−1∑
n=1

(
tn+1
in − tnin

)
, (14)

where tnin and tnout are the timestamps at which the n-th vortex core line enters and leaves the measurement volume,
respectively, and 〈Te〉 is the mean vortex emergence period. All the times are normalized by a characteristic diffusive
time D2

s/ν.
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(a) (b) (c)

FIG. 13. Evolution with power of the statistics of the vortices rotating in the positive direction about the z-axis in the vicinity
of I1 over the recording duration (20 minutes). (a) Number of tracked vortices. (b) Mean emergence frequency 〈f〉, defined by
Eq. (14). (c) Dimensionless mean residence time 〈tr〉 of these vortices in the volume. Values of 〈f〉 are bounded using Eq. (15),
and those of 〈tr〉 by their standard deviation. The characteristic diffusive time D2

s/ν is used to make frequency and residence
time dimensionless.

From Eq. (14), 〈f〉 can be bounded by:

∆f = 〈f〉 σTe〈Te〉
, (15)

where σTe stands for the standard deviation of Te determined for each value of Grac. The evolution with power of
the frequency and the mean residence times are shown in Figs. 13 (b) and (c), respectively. Both quantities logically
appear to be faster than the diffusion time at the scale of the acoustic source. Frequency increases linearly with
acoustic forcing (however with a greater dispersion), meaning that no change of flow regime seems to occur in the
range of investigated acoustic forcing. On the other hand, 〈tr〉 decreases with Grac, and more significantly at low
than at high Grac. Nevertheless, the observed drop of this quantity with Grac indicates that, although they emerge at
a higher rate, vortices are rapidly swept away from the measurement domain when the forcing magnitude increases.
In other words, the helical flow driven by ultrasounds is far from being steady, and its unsteadiness significantly
intensifies when the acoustic forcing magnitude is increased.

VI. CONCLUSION

An experimental study of an acoustic streaming flow inside a water-filled cuboid cavity has been presented. Such
flow results from an energy transfer mechanism: the viscosity-induced dissipation occurring in the bulk of the fluid
converts the acoustic energy into mechanical energy. The weakly invasive nature of this phenomenon makes acoustic
streaming a viable alternative to more traditional ways of putting the fluid into motion (e.g., using a propeller), which
may be inappropriate due to tight packaging constraints or to the properties of the fluids to be stirred, for instance.

The investigated flow is driven by an ultrasonic beam (2 MHz) radiated by a plane circular transducer of 30 mm in
diameter. It enters a quasi-cubic water-filled aquarium made of glass in the upper part of a lateral, vertical wall. The
acoustic beam is given initial inclinations of 45◦ and 8◦ in the horizontal and vertical planes, respectively, forcing it
to perfectly reflect on each vertical boundary at its middle vertical line, while at the same time to travel downwards
the fluid volume. The path followed by the acoustic beam is made of five reflections before reaching the bottom of the
aquarium, where the sound waves are absorbed. On the contrary, the upper surface if left free. The acoustic field then
exhibits a helix-shaped structure, resulting in a complex three-dimensional flow. The corresponding velocity field is
measured in the entire fluid domain by means of Particle Tracking Velocimetry (PTV) for different forcing magnitudes,
controlled by the electrical power supplied to the acoustic source. The magnitude of the forcing is described by a
dimensionless quantity called acoustic Grashof number.

The time-averaged flow is made of several jets roughly following the acoustic beam and flowing towards the bottom
of the fluid volume. The velocity within each of these jets follows reasonably well the scaling law of an individual free

jet that would originate from the point of reflection given by Eq. (3): Rejet ≈ K
√

Gr′acx
′. This scaling law offers a

useful tool for the prediction of flows driven by acoustic beams reflecting on solid boundaries that may be used in
specific applications. These jets create a swirl at the scale of the entire cavity, about a vertical axis approximately
located at the center of the cavity. Its intensity varies linearly with that of the jets but remains considerably smaller,
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by a factor controlled by the ratio of the thickness of the wall boundary layers near the jets and the size of the box.
The jets split at the solid boundaries and this gives rise to vortices which are stretched by the large-scale rotation.
An important feature of the large scale flow structure is the return flow induced by the downward-pointing acoustic
force. To this end, the flows in both vertical directions, as well as their dependence on the forcing magnitude, have
been quantified as well: while downward motion mostly occurs in the surroundings of the jets, the fluid essentially
flows upwards close to the solid boundaries were jet impingements occur, as well as in the center of the cavity. The
latter region of ascending fluid, similar to a chimney, becomes particularly visible for Grac ≥ 7.50×104 (Pelec ≥ 4 W).
However, the rate of fluid flowing through the chimney is an order of magnitude lower than the one of ascending mass
of fluid near the vertical walls. This property may be very useful in mixing applications where stagnations regions,
that tend to form in the vicinity of boundaries, need to be avoided. Nevertheless, given the change in intensity of
the return flow with acoustic power, our study raises the questions of whether a much stronger return flow could be
obtained either at the centre or near the walls, by adjusting both acoustic and geometric parameters like the pitch of
the helical forcing resulting from the vertical tilting of the acoustic source.

The unsteady properties of the flow were studied locally only. Due to the limitations of time-resolved PTV in terms
of volume of investigation, we restricted our analysis to the critical near-wall region where the jets impingements
occurs and in particular, the first impingement. Aperiodic fluctuations of small amplitudes observed at the lowest
acoustic forcing magnitude are amplified when the acoustic power is increased, up to the point where short and
intense momentum bursts are witnessed for the highest forcing. These high-intensity events involve the emergence
and advection of vortical structures near the impingement of the first jet, and their origin may be closely related to
strong interactions with the fifth jet, which impinges the same surface at a lower height. Although these structures
do not appear periodically, their frequency of emergence (defined as the inverse of the mean time difference between
the emergence of two consecutive vortices) follows a linear dependence on the power injected into the fluid domain,
indicating a smooth evolution of the flow structure rather than an abrupt change of the flow regime. This linear increase
of the vortex emergence rate is accompanied by a decrease of their residence time in the volume encompassing the first
jet impingement, a consequence of the rise of an overall convective motion in the entire fluid volume when the forcing
is enhanced. While this tendency does not give an indication of how the flow evolves toward chaos and turbulence, it
offers a measure of unsteadiness and a prediction of the dominant flow frequencies that may be exploited to fine-tune
heat and mass transport in specific applications. Just like the average return flow, it remains to be understood how
these properties are affected by acoustic and geometric parameters.

In the end, this study shows that multiple reflections of a single monochromatic ultrasonic beam on the boundaries
of a fluid container can give rise to a large and complex three-dimensional flow. This is not only interesting for
regular stirring applications, but it is also relevant for industrial processes, such as solidification of metal alloys and
semi-conductors, in which the access to melts is highly constrained due to tight thermal insulation requirements. The
implementation of this technique into these individual processes requires predictions that may be obtained from the
observed scaling laws for the individual jet together with the scaling law of the global swirl we derived. The vertical
flow, on the other hand is harder to predict, both in shape and in intensity, but we showed that it increases with
the forcing in a non-trivial way. More precise predictions both for the return flow and the unsteady properties (main
frequency, fluctuation energy and statistics) would require further work on their dependence on both geometric and
acoustic parameters.
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