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A B S T R A C T 

We study of the properties of a new class of circumgalactic medium absorbers identified in the Ly α forest: ‘Strong, Blended 

Lyman- α’ (or SBLA) absorption systems. We study SBLAs at 2.4 < z < 3.1 in SDSS-IV/eBOSS spectra by their strong extended 

Ly α absorption comple x es co v ering 138 km s −1 with an inte grated log ( N H I / cm 

−2 ) = 16 . 04 

+ 0 . 05 
−0 . 06 and Doppler parameter b = 

18.1 

+ 0 . 7 
−0 . 4 km s −1 . Clustering with the Ly α forest provides a large-scale structure bias of b = 2.34 ± 0.06 and halo mass estimate 

of M h ≈ 10 

12 h 

−1 M � for our SBLA sample. We measure the ensemble mean column densities of 22 metal features in the 
SBLA composite spectrum and find that no single-population multiphase model for them is viable. We therefore explore the 
underlying SBLA population by forward modelling the SBLA absorption distribution. Based on covariance measurements and 

fa v oured populations we find that ≈25 per cent of our SBLAs have stronger metals. Using silicon only we find that our strong 

metal SBLAs trace gas with a log ( n H 

/cm 

−3 ) > −2.40 for T = 10 

3.5 K and show gas clumping on < 210 parsec scales. We fit 
multiphase models to this strong subpopulation and find a low ionization phase with n H 

= 1 cm 

−3 , T = 10 

3.5 K, and [X/H] = 

0.8, an intermediate ionization phase with log ( n H 

/cm 

−3 ) = −3.05, T = 10 

3.5 K and [X/H] = −0.8, and a poorly constrained 

higher ionization phase. We find that the low ionization phase fa v ours cold, dense super-solar metallicity gas with a clumping 

scale of just 0.009 parsecs. 

Key words: intergalactic medium – quasars: absorption lines – galaxies: formation – galaxies: evolution – galaxies: high- 
redshift. 
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 I N T RO D U C T I O N  

he history of the Universe can be thought of as an evolution through
 series of distinct epochs; the hot Big Bang, the dark ages, the
poch of the first stars, hydrogen reionization, the galaxy formative
ra reaching a crescendo when the star formation rate peaks at z

2 (Madau & Dickinson 2014 ), and finally a gradual decline in
tar formation activity (driven in-part by dark energy driving the
xpansion of the Universe) leading to the mature galaxies we see
oday. The star formation rate peak is often known as ‘cosmic
oon’. The period leading up to that epoch (which we might call
he ‘cosmic morning’) is one of the most active periods in the
istory of the Universe. This is the epoch where gas is actively
ccreting on to galaxies and fuelling imminent star formation. It is
lso the epoch where galaxies increasingly respond to star formation
nd eject outflows into their surrounding environments. The zone
here accretion and outflows occur is known as the ‘circumgalactic
 E-mail: matthew.pieri@lam.fr 

t  

a

Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
edium’ (CGM), in general regions outside galaxies are known as
he ‘intergalactic medium’ (IGM). 

The cosmic morning is also notable as the epoch where key ultra-
iolet (UV) atomic transitions are redshifted into the optical window
llowing us to study them from the ground-based observatories in
reat detail. In particular, the richly informative L yman- α (L y α)
orest is well-studied at z > 2, typically towards background quasars
Gunn & Peterson 1965 ; Lynds 1971 ). This leads to samples of Ly α
orest spectra going from a few hundred at z < 2 to a few hundred
housand at z > 2. 

This combination of high observability and high-information-
ontent is encouraging for developing an understanding of galaxy
ormation, ho we ver, progress has been held back by the fact that
t these high-redshift galaxies are faint and so have been observed
n much smaller numbers than the active galactic nuclei hosting
uasars. Wide-area surv e ys of galaxies at z > 2 are on their way
e.g. HETDEX; Hill et al. 2008 and PFS, Takada et al. 2014 ) but in
he meantime and in complement to them, we can study galaxies in
bsorption. 
© The Author(s) 2024. 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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The most widely known and accepted way of doing this is to
tudy damped Ly α systems (or DLAs; Wolfe, Gawiser & Prochaska 
005 ), which are systems with a column density N H I > 10 20 . 3 cm 

−2 

uch that ionizing photons cannot penetrate them. These systems 
re typically easy to identify in absorption through their wide 
amping wings. A wider category of systems (including DLAs) that 
o not allow the passage of ionizing photons (i.e. self-shielded) 
re named Lyman limit systems (LLSs), which have column den- 
ities N H I > 10 17 . 2 cm 

−2 . Partial LLSs with 10 16.2 cm 

−2 < N H I <

0 17 . 2 cm 

−2 absorb a sufficient fraction of ionizing photons and 
odify ionization fractions of species they host (though the lower 

oundary of this group is somewhat ill defined). DLAs are thought to
ave a particularly strong connection to galaxies since the densities 
nferred are approximately sufficient to provoke star formation (e.g. 
afelski, Wolfe & Chen 2011 ). LLSs are less clear, sometimes they
re thought to be closely associated with galaxies and in other cases
hey are thought to trace cold streams of inflowing g as (e.g. Fumag alli
t al. 2011 ). 

Self-shielded systems co v er a small co v ering fraction of the
GM (typically defined as regions within the virial radius of a 
alaxy hosting dark matter halo). The o v erwhelming majority of
GM regions are not detectable as LLSs but are optically thin with
0 14 cm 

−2 � N H I � 10 16 cm 

−2 (e.g. Fumagalli et al. 2011 ; Hummels
t al. 2019 ). Conv ersely, man y of these strong optically thin systems
re not CGM systems but instead probe diffuse IGM gas. In other
ords, these systems are critically important tracers of the CGM 

ut their CGM/IGM classification is challenging. Furthermore given 
hat lines with N H I � 10 14 cm 

−2 are on the flat part of the curve of
rowth (e.g. Charlton & Churchill 2000 ) and therefore suffer from
e generac y between column density and line broadening even the 
olumn density itself is a non-trivial measurement. 

We explore a wider sample of CGM systems that are not opti-
ally thick to ionizing photons, nor do they require a challenging 
stimation of column density for confirmation. The sample requires 
nly that the absorption in the Ly α forest be strong and blended.
his population has already been studied in Pieri et al. ( 2010 ) and

ollowed up in Pieri et al. ( 2014 ) through spectral stacking. We return
o this sample with a refined error analysis of the stacked spectra, a
ormalized measurement of column densities, halo mass constraints, 
nd more e xtensiv e interpretation, in particular modelling of the 
nderlying metal populations in the stack of spectra. 
There are various observational studies of the CGM that provide 

as details such as thermal properties, density, metallicity, sometimes 
ith respect to a galactic disc, often as a function of impact
arameter to the likely closest galaxy (e.g. Steidel et al. 2010 ;
ouch ́e et al. 2013 ; Werk et al. 2014 ; Augustin et al. 2018 ; Qu et al.
022 ). SINFONI and MUSE inte gral field unit data hav e pro vided a
articular boost to the detail and statistics of CGM observations (e.g. 
umagalli et al. 2014 ; P ́eroux et al. 2016 ; Fossati et al. 2021 ). 
Despite the exquisite detail offered by these data sets, an unbiased, 

arge statistical sample of spectra is needed in order to develop a
lobal picture of the CGM. Obtaining such samples with this level 
f detail remains a distant prospect. Hence, we take a brute force
pproach. We identify CGM regions as a general population with 
iverse gas properties studied simultaneously. These samples number 
n the 10s or even 100s of thousands recovered from Sloan Digital
k y Surv e y (SDSS) spectra of z > 2 quasars. The selection function is
imple (see Section 3 ), but the challenge resides in the interpretation
f this rich but mixed sample. Complexity exists not only in the
nresolved phases, but also in the diversity of systems selected. 
In previous work (Pieri et al. 2010 , 2014 ; Morrison et al. 2021 ;

ang et al. 2022 ), the focus has been to interpret the multiphase
roperties of a hypothetical mean system that is measured with high
recision in the composite spectrum of the ensemble. We revisit these
easurements, and go further to study the underlying populations 

f metals features: both their individual expected populations and 
he degree of covariance between them. We focus in particular 
n a strong population of metals that we infer and find signal of
etal-rich, high-density, cold gas clumping on remarkably small 

cales. Much remains to be explored but we offer a framework for
tudying the CGM in the largest Ly α forest samples. In light of the
mpro v ed understanding outlined here, we define these absorption 
ystems (initially disco v ered in Pieri et al. 2010 ) as a new class of
GM absorption systems defined by the both absorption strength 
nd clustering on ∼ 100 km s −1 scales, and we name them ‘Strong,
lended Lyman α’ (SBLA) absorption systems. Over the coming 
ecade quasar surv e ys at z > 2 will grow and will increasingly be
ccompanied by galaxy surv e ys at the same redshifts, making this
tatistical population analysis an increasingly powerful tool. 

This publication is structured as follows. We begin by describing 
he data set (including quasar continuum fitting to isolate the 
oreground transmission spectrum). In Section 3 , we describe various 
ays of selecting SBLAs for different purity and absorption strength 
efore settling on an analysis sample in subsequent sections. We 
hen re vie w the stacking methodology in Section 4 and follow this
n Section 5 with a comprehensive end-to-end error analysis of the
esulting composite spectrum of SBLAs. In Section 6 , we present
arge-scale structure biases for SBLAs and inferences regarding their 
alo masses. In Section 7 , we begin to explore our results with
easurements in the composite H I and metal column densities, the 

ensitivity to physical conditions and the covariance between metal 
ines. We then go on to model and constrain the underlying absorber
opulations and explore the properties of the strong metal population 
n Section 8 . We follow up with an e xtensiv e discussion Section 9
nd conclusions. 

We also provide appendices on the correlation function methodol- 
gy used to measure structure bias (Appendix A ), details on the error
nalysis (Appendix B ), SBLAs studied in high-resolution spectra 
Appendix C ), and finally measurements of the covariance between 
ur metal features (Appendix D ). 

 DATA  

DSS-IV (Blanton et al. 2017 ) carried out three spectroscopic 
urv e ys using the 2.5-m Sloan telescope (Gunn et al. 2006 ) in New

e xico. These surv e ys included APOGEE -2 (an infrared surv e y of the
ilky Way Stars), Extended Baryon Oscillation Spectroscopic Sur- 

 e y (eBOSS; an optical cosmological surv e y of quasars and galaxies),
nd MaNGA (an optical IFU surv e y of ∼10 000 nearby galaxies).
BOSS, an extension of the SDSS-III (Eisenstein et al. 2011 ; Dawson
t al. 2013 ) BOSS surv e y, utilizes the BOSS spectrograph. 

The BOSS instrument (Smee et al. 2013 ) employs a twin spec-
rograph design with each spectrograph separating incoming light 
nto a blue and a red camera. The resulting spectral co v erage is
 v er 3450–10 400 Å with a resolving power ( λ/ �λ) ranging between
1650 (near the blue end) to ∼2500 (near the red end). We discard

egions with a 100 pixel boxcar smoothed signal-to-noise ratio (S/N) 
 1, in order to exclude from our analysis regions of sharply falling
/N at the blue extreme of SDSS-IV quasar spectra. Pixels flagged
y the pipeline, pixels around bright sky lines and the observed
alactic Ca II H&K absorption lines were also masked throughout 
ur stacking analysis. 
We use a high-redshift quasar sample derived from the final data

elease of eBOSS quasars (Lyke et al. 2020 , hereafter DR16Q ) from
MNRAS 532, 32–59 (2024) 
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Figure 1. Redshift distribution of the 198 405 quasars in our initial sample 
is shown in black. The thick grey solid curve represents the distribution of 
all z ≥ 2 quasars from DR16Q . Also shown are the 4 samples of SBLAs 
FS0 (light green dashed line), FS1 (light red dashed dotted line), FS2 (orange 
dotted line), and P30 (dashed double dotted line) as discussed in Section 3 . 

Table 1. Emission-line masks and buffer regions used in cubic-spline 
continuum estimation. All wavelengths listed are in quasar rest frame. 

Emission line λrest λmask ±λbuffer 

( Å) ( Å) ( Å) 

Ly β 1033.03 1023–1041 5 
Ly α 1215.67 1204–1240 10 
O I 1305.42 1298–1312 5 
Si IV 1396.76 1387–1407 10 
C IV 1549.06 1533–1558 10 
He II 1637.84 1630–1645 5 
C III 1908.73 1890–1919 10 
Mg II 2798.75 2788–2811 5 
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DSS-IV Data Release 16 (Ahumada et al. 2020 ). The spectra of
bjects targeted as quasars are reduced and calibrated by the SDSS
pectroscopic pipeline (Bolton et al. 2012 ) which also classifies and
etermines the redshifts of sources automatically. Unlike the quasar
atalogues from DR12Q (P ̂ aris et al. 2017 ) and earlier, the additional
uasars in DR16Q are primarily selected via the automated pipeline,
ith a small visually inspected sample for validation. 
Ensuring the availability of enough Ly α forest pixels required for

n accurate continuum estimate restricts the minimum redshift of our
uasar sample to z em 

≥ 2.15. We also discard DR16Q quasars with
edian Ly α forest S/N < 0.2 pixel −1 or median S/N < 0.5 pixel −1 

 v er 1268–1380 Å giv en the difficulty in the accurate estimation of
ontinua for very noisy spectra. Since the presence of BAL troughs
ontaminate the Ly α forest with intrinsic quasar absorption and
ikely affects continuum estimation, we discard quasars flagged as
AL quasars in DR16Q . Pixels which were flagged by the pipeline as
roblematic during the extraction, flux calibration or sky subtraction
rocess were excluded from our analysis. Spectra of DR16Q quasars
ith more than 20 per cent pixels within 1216 <λrest < 1600 Å or in

he Ly α forest region flagged to be unreliable by the pipeline were
iscarded. 
DLAs and their wings (where the estimated flux decrement is
 5 per cent ) in our data were masked using the DLA catalogue

nternal to the DR16Q catalogue, presented in Chabanier et al. ( 2022 )
nd based on the Parks et al. ( 2018 ) convolutional neural network
eep learning algorithm designed to identify and characterize DLAs.
pectra with more than one DLA are entirely discarded throughout
ur analysis. 
Further steps are taken to prepare the data for the selection of Ly α

ystems to be stacked and the spectra to be stacked themselves. Steps
aken for the calculation of forest correlation functions are explained
eparately in Section 6 ). 

.1 Preparation for Ly α absorber selection 

e take two approaches for the normalization of the quasar continua
n our stacking analysis. For SBLA detection we follow the method
escribed in Lee et al. ( 2013 ) o v er 1040–1185 Å in the rest frame.
he modified version of the MF-PCA technique presented in Lee,
uzuki & Spergel ( 2012 ) fits the 1216 <λrest < 1600 Å region of a
uasar spectrum with PCA templates providing a prediction for the
ontinuum shape in the Ly α forest. The predicted continuum is then
e-scaled to match the expected evolution of the Ly α forest mean
ux from Faucher-Gigu ̀ere et al. ( 2008 ). The above definition of the
orest region a v oids contamination from higher order Lyman series
ines and conserv ati v ely e xcludes the quasar proximity zone. 

We discard any spectrum for which the estimated continuum turns
ut to be ne gativ e. Metal absorption lines are masked using a 3 σ
terative flagging of outlier pixels redwards of the Ly α forest from
 spline fit of the continua. With all the cuts mentioned abo v e, we
re left with an analysis sample of 198 405 quasars with a redshift
istribution shown in Fig. 1 along with the distribution of all z ≥ 2
uasars from DR16Q . 

.2 Preparation of spectra to be stacked 

he mean-flux regulated PCA continua described abo v e pro vide
obust estimates of the Ly α forest absorption and are therefore well-
uited for the search and selection of SBLAs for stacking. Ho we ver,
hese continua are limited to < 1600 Å in the quasar rest frame and
resent discontinuities due to the mean-flux re gulation process. F or
NRAS 532, 32–59 (2024) 
pectra to be stacked, we required wide wavelength coverage without
iscontinuities and so we use spline fitting. 
We split each spectrum into 25 Å chunks o v er the entire observed

pectral range and calculate the median flux in each spectral chunk
efore fitting a cubic spline to these flux nodes. Pixels falling 1 σ
elow the fit within the Ly α forest or 2 σ below outside the forest
re then rejected and the flux nodes are recalculated followed by a
e-e v aluation of the spline fit. This absorption-rejection is iterated
ntil convergence to estimate the quasar continuum. 
The cubic spline fitting breaks down in regions with large gradients

n the continuum, usually near the centres of strong quasar emission
ines. We, therefore, mask data around the peaks of emission features
ommonly seen in quasar spectra before the continuum fitting is
erformed. In addition, as sharp edges (caused by missing data as a
esult of masking the emission peaks) can induce instability in the fits
sing the smooth cubic spline function, we discard a buffer region
round the emission-line masks. The extents of the masked region
 λmask ) and the corresponding buffer ( ±λbuffer ), in the quasar rest
rame, depend on the typical strength of the emission line concerned
nd are listed in Table 1 along with the rest-frame locations of the
mission-line centres. 

 SELECTI ON  O F  STRO NG,  BLENDED  LY  α

OREST  ABSORPTI ON  SYSTEMS  

hen analysing the absorption in the Ly α forest, typically two
pproaches are taken. One may treat the forest as a series of discrete
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Table 2. Possible 2.4 < z < 3.1 SBLA samples, their flux transmission 
boundaries (in 138 km s −1 bins and their purity to true (noiseless) flux 
transmission of F Ly α < 0.25. 

Sample F lower F upper 

Purity 
(per cent) Number of systems 

FS0 −0.05 0.05 89 42 210 
FS1 0.05 0.15 81 86 938 
FS2 0.15 0.25 55 141 544 
P30 −0.05 0.25 a , b 63 335 259 
P75 −0.05 0.25 a 90 124 955 
P90 −0.05 0.25 a 97 74 660 

Notes. a Hard limit. True maximum is a function of S/N tuned for desired 
minimum purity. 
b Redshift limited version of sample used in P ́erez-R ̀afols et al. ( 2023 ). 
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dentifiable systems such can be fit as Voigt profiles and therefore de-
ive their column densities and thermal and/or turbulent broadening. 
lternatively, one may treat the forest as a continually fluctuating 
as density field and therefore take each pixel in the spectrum and
nfer a measurement of gas opacity (the so-called fluctuating Gunn–
eterson approximation). For the former, the assumption is that the 
as can be resolved into a discrete set of clouds, which is physically
ncorrect for the Ly α forest as a whole but a useful approximation
n some conditions. For the latter, it is assumed that line broadening
ffects are subdominant to the complex density structure as a function 
f redshift in the Ly α forest. 
In this work, we take the second approach, selecting absorption 

ystems based on the measured flux transmission in a spectral bin 
n the forest, F Ly α . The absorbers in our sample are selected from
avelengths of 1040 Å < λ < 1185 Å in the quasar rest frame. This

ange was chosen to eliminate the selection of Ly β absorbers and 
 xclude re gions of ele v ated continuum fitting noise from Ly β and
 VI emission lines at the blue limit, and absorbers proximate to the 
uasar (within 7563 km s −1 ) at the red limit. 
We follow the method of Pieri et al. ( 2014 , hereafter P14 ) to

enerate their three strongest absorber samples, which they argued 
elect CGM systems with varying purity. We limit ourselves to 2.4 
 z abs < 3.1 to retain sample homogeneity with varying wavelength. 
ithout this limit there would be limited sample o v erlap across the

omposite spectrum (the blue end of the composite would measure 
 xclusiv ely higher redshift SBLAs and the red end would measure
 xclusiv ely lower redshift SBLAs). Specifically, P14 chose this 
edshift range to allow simultaneous measurement of both the full 
yman series and Mg II absorption. We take main samples explored 

n P14 using a signal-to-noise per pixel > 3 over a 100 pixel boxcar.
f the 198 405 quasars available, 68 525 quasars had forest regions
f sufficient quality necessary for the reco v ery of Strong, Blended
y α absorbers. 
These samples are: FS0 with −0.05 ≤ F Ly α < 0.05, FS1 with 0.05
F Ly α < 0.15, and FS2 with 0.15 ≤ F Ly α < 0.25. The numbers

f systems identified are given in Table 2 . This is approximately
uadruple the number of SBLAs with respect to P14 (though they 
ere not given this name at the time). We also consider samples
efined by their purity as discussed below. 
All remaining absorbers (after the flagging discussed in the 

revious section) are assumed to arise due to the Ly α transition with
.4 < z < 3.1, and are available for selection. Given the strength of
bsorbers selected here this is a fair assumption and in cases this is not
rue, the effect is easily controlled for (e.g. ‘the shadow Si III ’ features
iscussed in P14 ). The spectral resolution of the BOSS spectrograph 
aries from R = 1560 at 3700 Å to R = 2270 at 6000 Å. For chosen
edshift range, the resolution at the wavelength of the selected Ly α
bsorption is R ≈ 1800 and this is therefore our ef fecti ve spectral
esolution throughout this work. This equates to 167 km s −1 or 2.4
ixels in the native SDSS wavelength solution. This allows us to rebin
he spectra by a factor of 2 before selection of our Ly α absorbers
o reduce noise and impro v e our selection of absorbers. It has the
dded benefit of precluding double-counting of absorbers within a 
ingle resolution element. This results in the selection of absorbers 
n velocity scales of ∼ 138 km s −1 . Given that Ly α absorbers have
 median Doppler parameter of b ≈ 30 km s −1 (and σ = 10 km s −1 ;
u et al. 1995 ; Rudie et al. 2012 ) our absorber selection is both a

unction of absorber strength and absorber blending. More detail is 
rovided on the meaning of this selection function in P14 . 
One of the key results of P14 was that regions of the Ly α

orest with transmission less than 25 per cent in bins of 138 km s −1 

re typically associated with the CGM of Lyman break galaxies 
using Keck HIRES and VLT UVES spectra with nearby Lyman 
reak galaxies). The metal properties in the composite spectra 
ere strongly supportive of this picture. We further reinforce this 
icture with impro v ed metal measurements, constraints on their halo
ass both from large-scale clustering, and arguments regarding halo 

ircular velocities (Section 6 ). Given the weight of evidence that
hese systems represent a previously unclassified sample of galaxies 
n absorption, we chose to explicitly define them as a new class and
ame them ‘Strong, Blended Lyman- α’ (SBLAs) forest absorption 
ystems. The preferred definition here is a noiseless transmitted 
y α flux F Ly α < 0.25 o v er bins of 138 km s −1 for consistency
ith this Lyman break galaxy comparison and comparison with 
14 . Refinement of this class of SBLAs and/or alternative classes of
BLAs are possible with modifications of transmission or velocity 
cale. In the arguments that follow, statements regarding purity refer 
pecifically to the successful reco v ery of this idealized SBLA class. 

As pointed out in Section 2 , DLAs from DR16Q (presented in
habanier et al. 2022 ) are masked in our selection of SBLAs,
o we ver, no catalogue of LLSs are available and are therefore
otentially among the SBLA sample. As P14 discussed at length, 
ven if one assumes that all LLS are selected (which is not a given)
o more than 3.7 per cent of SBLAs should be a LLS. SBLAs are
uch more numerous and this is not surprising in light of simulations

e.g. Hummels et al. 2019 ) showing that the co v ering fraction of
LS (including DLA) is small compared to regions of integrated 
olumn density ≈10 16 cm 

−2 we find here. The presence of even small
umbers of LLSs can be impactful for our ionization corrections, 
o we ver, and we return to this topic in Sections 7.4 and 8 . 

.1 Using Ly α mocks to characterize sample purity 

he FS0 sample provides higher purity SBLA selection than FS1 or
S2 ( P14 ). Ho we ver, we note that there exists sets of systems that
o not meet these requirements but have equi v alent or better purity
ompared to subsets of FS0 systems with limiting S/N or flux. For
xample, systems with F Ly α = 0.06 and S/N/ Å = 10 will have a
igher SBLA purity than systems with F Ly α = 0.04 and S/N/ Å ≈
, even though the latter meets the requirements for sample FS0 and
he former does not. 

We have therefore explored the optimal combination of interde- 
endent S/N and flux transmission thresholds to obtain a desired 
imiting purity. We used the official SDSS BOSS Ly α forest mock
ata set produced for DR11 (Bautista et al. 2015 ) without the
ddition of DLAs (which are masked in our analysis) and metal
bsorption lines (which are rare, particularly for the strong, blended 
bsorption studied here). The signal-to-noise was calculated using 
MNRAS 532, 32–59 (2024) 
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 100-pixel boxcar smoothing of the unbinned data (replicating the
election function in the data), and then was rebinned to match the
esolution used in our selection function. We then compared the
bserved (noise-in) Ly α flux transmission in the mocks with the
rue (noiseless) flux transmission of these system in various ranges
f observed flux transmission and S/N. The purity is the fraction of
ystems selected which meets the SBLA definition of true (noiseless)
ux transmission F Ly α < 0.25. We then accept ranges that meet a
iven purity requirement. 
We estimated the purity for a grid of S/N/ Å > 0.4 (and step size

f 0.2) and −0.05 ≤ F < 0.35 (and step size of 0.05). The flux and
/N/ Å of the selected lines in the real data are compared to this grid

o give an estimate of the purity of the selection. By building samples
n this way we are not limited to the high signal-to-noise data used
n P14 . Though we focus on FS0 for consistency with ( P14 ), we
emonstrate here how expanded samples can be prepared. 
Using this approach, we propose three additional samples defined

y their limiting SBLA purities. Noting that the mean purity
f the FS0 sample of ≈ 90 per cent , we produce a sample of
0 per cent minimum purity, which we label P90. We do indeed
btain a more optimal sample with both higher mean purity and
early double the number of SBLAs with sample P90 compared
o FS0. We further produce samples with minimum purity of 75
er cent and 30 per cent, labelled P75 and P30, respectively.
he numbers and resulting mean purity taken from these mock

ests are showing in Table 2 . These tests indicate that there are
round 200 000 SBLAs between 2.4 < z < 3.1 are present in
ata. 
Our companion paper, P ́erez-R ̀afols et al. ( 2023 ) use a version

f our P30 sample without a redshift limit to measure large-
cale structure clustering. This provided us with 742 832 SBLAs.
ssuming that our inferred purity for P30 is correct for this sample

lso, we obtain around half a million true SBLAs in our most
nclusive sample. This is more than an order of magnitude more
GM systems than our DLA sample. 

 STAC KING  P RO C E D U R E  

e follow the method originally set out in Pieri et al. ( 2010 , hereafter
10 ) and further elaborated in P14 for building composite spectra
f Ly α forest absorbers through the process of stacking SDSS
pectra. F or ev ery selected Ly α absorber with redshift z α the entire
ontinuum fitted quasar spectrum is treated initially as if it were
he spectrum of that system alone. In practise, one produces a rest
rame spectrum of that absorber by dividing the wavelength array
y (1 + z α). This is done many times for many different selected
bsorbers (sometimes using the quasar spectra more than once).
his ensemble of SBLA rest-frame spectra constitutes the stack of
pectra to be analysed. Typically, one collapses this stack to a single
alue at every wavelength using some statistic. In P10 and P14 ,
wo statistics were applied; the median and the arithmetic mean
though in some circumstances the geometric mean may be the
ore suitable choice). In Section 8 , we will explore what we can

earn from the full population of absorbers and relax the implicit
ssumption that all systems in a given sample are the same. In this
ork, we will focus on the arithmetic mean with no S/N weighting for

easons which will become clear in Section 8 . Stating this explicitly,
e calculate the mean of the stack of spectra (or ‘mean stacked

pectrum’) as 

 S ( λr ) = 

n ∑ 

i= 1 

F i ( λr ) /n, (1) 
NRAS 532, 32–59 (2024) 
here λr indicates the wavelength in the rest frame of the
BLA system selected and the set of i = 1, n indicates SBLAs

hat contribute a measurement at the specified rest-frame wave-
ength. 

Following the method of P10 and P14 , in order to calculate the
rithmetic mean, we sigma clip the high and low 3 per cent of the
tack of spectra to reduce our sensitivity to outliers. We also allow that
he o v erwhelming majority of the absorption in the spectra are not
ssociated with the selected SBLAs. These unassociated absorbers
o not generate any absorption features correlated with our selected
y α, but they do have an impact on the mean stacked spectrum.
hen a mean stacked spectrum is calculated, a broad suppression

f transmitted flux is seen (see Fig. 2 ). Since this absorption is not
ssociated with the selected systems, it is therefore undesirable in the
ursuit of a composite absorption spectrum of the selected systems. 
The stacked flux departs from unity even in regions where Lyman-

eries and metals features are not expected despite the fact that each
pectrum was continuum normalized before being stacked Fig. 2 .
hese broad flux variations result mainly from the smoothly varying
 verage contrib ution of uncorrelated absorption. The artefacts of
he stacking procedure are unwanted in a composite spectrum
f the selected systems but vary smoothly enough that one can
istinguish them from absorption features of interest. Since they
re analogous to quasar continua, P10 gave these artefacts in the
tacked spectra the name ‘pseudo-continua’. They argued that the
ffect of this contamination in the mean stacked spectrum can be
est approximated by an additive factor in flux decrement. This
s because quasar absorption lines are narrower than the SDSS
esolution element and hence would typically be separable lines in
erfect spectral resolution. These uncorrelated absorbers are present
n either side of the feature of interest and it is reasonable to assume
hat they will continue through the feature of interest contributing
o the absorption in every pixel of the feature on average without
ypically occupying the same true, resolved redshift range. In this
egime, each contributing absorber makes an additive contributions to
he flux decrement in a pixel. The alternative regime where absorption
s additive in opacity, leads to a multiplicative correction, but weak
bsorption features (such as those we measure here) are insensitive
o the choice of a multiplicative or additive correction. In light of
hese two factors, we continue under the approximation of additive
ontaminating absorption. 

We therefore arrive at a composite spectrum of SBLAs by
orrecting the stacked spectrum using 

 C ( λr ) = F S + (1 − P ) , (2) 

here (again) F S represents the mean stacked flux and (1 − P )
epresents the flux decrement of the ‘pseudo-continuum’ and can
e estimated by fitting a spline through flux nodes representing this
seudo-continuum. 
To calculate these nodes, we first manually select regions of the

tacked spectrum in areas where signal from correlated absorption
s not seen and/or expected. Then for each such ‘pseudo-continuum
atch’, we define the corresponding node using the mean of flux
nd wavelength values of all stacked pixels within this patch. In
stimating the pseudo-continuum, we typically use ∼10 Å wide
patches’ of spectrum. Ho we ver, smaller continuum patches were
sed in regions crowded by correlated absorption features, while
uch wider segments were selected for relatively flat regions of

he stacked spectrum. Fig. 2 shows the pseudo-continuum along
ith the regions used to estimate it for the mean stacked spectrum

orresponding to FS0. The corresponding composite spectrum is
hown in Fig. 3 . 
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Figure 2. The stacked spectrum of the SBLA system sample FS0 (systems selected with flux in the range −0.05 ≤ F < 0.05) is plotted with solid blue curve. 
The stacked spectrum show broad continuum variations resulting from uncorrelated absorption. The o v erlaid orange curv e represents this pseudo-continuum. 
The regions used to estimate the pseudo-continuum are shown as green-shaded regions within vertical green dashed lines. 
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 IMPROV ED  ESTIMATIONS  O F  

E ASUREMENT  U N C E RTA I N T Y  

n this work, we explore a more inclusive treatment of measurement 
ncertainty than P10 and P14 allowing more reliable fits and more 
uantitative model comparison. We will initially summarize the 
revious method in order to expand on our more precise error
stimations. 

.1 Quick bootstrap method 

n P10 and P14 , the errors were estimated for the stacked spectrum
lone, i.e. prior to the pseudo-continuum normalization step abo v e. 
n taking this approach, they did not formally include the potential
ontribution to the uncertainty of the pseudo-continuum normaliza- 
ion. Instead, they took the conserv ati ve choice to scale the errors
enerated by the bootstrap method by a factor of root-2, assuming
hat pseudo-continuum fitting introduced an equal contribution to the 
ncertainty of the final composite spectrum. 
Errors in the stacked spectrum were estimated by bootstrapping 

he stack of spectra. At ev ery wav elength bin in the stack, 100
ootstrap realizations were produced and the error was calculated 
s the standard deviation of the means calculated from those random
ealizations. This was performed independently for each bin. In 
he process of exploring improved estimates of uncertainty in the 
omposite spectrum of Ly α forest systems, we have learned that 100
MNRAS 532, 32–59 (2024) 
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M

Figure 3. Composite spectrum of the SBLA system sample FS0 (systems selected with flux between −0.05 ≤ F < 0.05) produced using the arithmetic mean 
statistic. Error bars are shown in blue. Vertical dashed lines indicate metal lines identified (Morton 2003 ; Cashman et al. 2017 ) and dotted vertical lines denote 
the locations of the Lyman series. Note the scale of the y -axis in each panel: this is our lowest S/N composite spectrum and yet we measure absorption features 
with depth as small as 0.0005. 
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ealizations is not a sufficient number for precision error estimates.
ased on these convergence tests we advocate generating 1000

ealizations to have high confidence of accuracy. See Appendix B
or more detail on this choice. 

.2 End-to-end bootstrap method 

n this work, we wish to relax the assumption of P14 that pseudo-
ontinuum fitting introduces an uncertainty to the composite spec-
rum equal to, but uncorrelated with, the combination of other sources
f error. In order to do this, we seek to estimate the errors from
he telescope all the way to final data analysis step of producing a
omposite spectrum. In order to build an end-to-end error estimation
ramework we begin by bootstrapping the sample of SBLAs and their
ccompan ying spectra. F or each random realization of the sample,
e construct a realization of the stacked spectrum following the same

pproach as that in the quick bootstrap method. The key difference
s that we do not simply calculate an uncertainty in the stacked
pectrum and propagate it forward analytically through the pseudo-
ontinuum normalization to the composite spectrum. Instead, we
nclude this process in the bootstrap analysis by performing the
seudo-continuum fit and normalization upon each realization. 
The patches used to fit the pseudo-continuum of our observed

tacked spectrum (as described in Section 4 ) were applied to each
f the bootstrap realizations to obtain spline nodes for a unique
seudo-continuum per realization. This created an ensemble of 1000
NRAS 532, 32–59 (2024) 
ootstrapped realizations of the (pseudo-continuum normalized)
omposite spectrum, ( ˜ F C ) i , where i denotes the i th bootstrap re-
lization at every wavelength. Finally, the error in the composite flux
F C is estimated to be the standard deviation of the ensemble ( ˜ F C ) i at
v ery wav elength. The resulting uncertainties in the composite flux
erived using the end-to-end error estimation method are shown in
ig. 3 using blue error bars. 
Fig. 4 illustrates the end-to-end error estimation mechanism

aking a region of the stack around the Si II λ1260 absorption
ignal. The stack is shown in the top panel of the figure along
ith a pair of continuum patches on either sides of the absorption

eature as well as the pseudo-continuum estimate. This panel also
arks the locations of three pixels chosen as example to illustrate

he method: the pixel at the centre of the absorption feature and
he pixels at the middle of the continuum patches on the ‘blue’
nd ‘red’ side of the feature. The panels in the bottom row of
ig. 4 show the distribution of realizations for the stacked spec-

rum (open histogram) and composite spectrum (filled histogram).
 or conv enience of comparison, each distribution is plotted with
espect to that distribution’s mean (i.e. f pix ,i = ( ˜ F C ) i − 〈 ˜ F C 〉 or
 pi x ,i = ( ˜ F S ) i − 〈 ˜ F S 〉 ). The wavelength for each distribution is

ndicated by the vertical dot–dashed line of matching colour in
he top panel. The interval described by the standard deviation
f each distribution is indicated using vertical solid lines for the
tacked spectrum ( ±σF S ) and vertical dashed lines for the composite
pectrum ( ±σF ). 
S 
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Figure 4. Illustration of the end-to-end error estimation mechanism using a regions of the FS0 stack around the Si II λ1260 absorption feature. Top row: The 
stacked spectrum around the absorption feature centred at 1260 Å is shown using a black curve. The shaded gre y re gions represent a pair of continuum patches 
on either sides of the feature. The pseudo-continuum is also shown using the orange dashed curve. The green, blue, and red vertical lines mark the locations 
of three pixels chosen for illustration: the pixel at the centre of the absorption feature and the pixels at the mid-points of the continuum patches located on the 
left and right of the feature, respectively. Bottom row: Each panel shows the distributions of the stacked and composite flux across all the realizations at one of 
the pixels marked in the upper panel. The wavelength of each distribution is indicated by their colour and the colour of the dot–dashed line in the top panel. 
The distributions are shown on a linearly shifted flux scale so that the mean of each distribution corresponds to f pix = 0. The stacked flux distribution is shown 
using an open histogram while the composite flux distribution is shown using a shaded histogram and their corresponding standard deviations are shown using 
vertical solid and dashed lines, respectively. 
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We can further compare the uncertainty derived for the composite 
pectrum and the stacked spectrum through the ratio ε = σF C /σF S ) 
s a function of wavelength. An ε > 1 indicates that uncertainty is
ncreased by the pseudo-continuum fitting, whereas ε < 1 indicates 
hat pseudo-continuum fitting is suppressing variance. We again 
ake the example of Si II λ1260 and show ε as a function of
avelength in Fig. 5 . As illustrated for Si II λ1260, line absorption 

eatures show an additional uncertainty and the regions between them 

ho w v ariance suppression. The latter is to be expected because
he pseudo-continuum fitting suppresses large-scale deviations in 
ncorrelated absorption by erasing low-order modes in the spectra. 
n the other hand, the absorption features themselves are free to 
eviate and show the increased uncertainty of interest. The value 
f ε for every measured metal line measurement bin is provided, 
s we shall see in Table 4 . The pseudo-continuum normalization 
rocess does increase the uncertainty at the absorption locations, 
ut the increase is smaller than the 41 per cent increase implied
y the root-2 assumption of P14 . Only C III λ977 and Si II λ1190 
how a greater than 10 per cent increase in errors and so o v erall a
ore accurate (but less conserv ati ve) error estimate would have been

o neglect the contribution of pseudo-continuum fitting. We note, 
to the locations of the pixels marked in Fig. 4 . 
MNRAS 532, 32–59 (2024) 
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M

Figure 6. Cross-correlation function averaged over the full angular range 0 
< | μ| < 1 for the fitting range 10 < r < 80 h −1 Mpc . The solid line shows 
the best-fitting model. 
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o we ver, that the degree of noise suppression in feature free regions
nd the degree of noise inflation at absorption feature centres are
oth dependent on the placement and width of patches are used to
enerate spline nodes (shown in Fig. 2 ). Therefore we advise caution
f using quick bootstraps with these ε measurements as correction
actors, if precise error estimates are needed. The placement of these
atches may change if absorption features are broader/narrower than
he results presented here, leading to changes in ε. 

 MEASUREMENT  O F  T H E  SBLA  H A L O  MASS  

e cross-correlate the main FS0 sample of SBLAs with the Ly α
orest in order to measure large-scale structure bias, and constrain
BLA halo mass. The Ly α forest is prepared in a distinct way for

his analysis using the standard method developed for correlation
unction analyses, as outlined in our companion paper (P ́erez-R ̀afols
t al. 2023 , hereafter PR23 ). We summarize the data preparation
riefly in Appendix A and refer the reader to that paper for a detailed
iscussion. 
Fig. 6 shows the measured cross-correlation and the best-fitting
odel. The best fit has χ2 = 5060.602 for 4904 degrees of freedom

probability p = 0.058). The best-fitting value of the SBLA bias
arameter is 

 SBLA = 2 . 34 ± 0 . 06 , (3) 

here the quoted uncertainty only includes the stochastic errors. The
eco v ered b SBLA value is consistent with that found by PR23 . If all
BLAs were sited on haloes of a single mass, this mass would be

7 . 8 × 10 11 h 

−1 M �. Ho we ver, SBLAs are likely found in haloes
ith a range of masses. Following what P ́erez-R ̀afols et al. ( 2018 )
roposed for DLAs (see their equations 15 and 16 and their fig. 8), a
lausible distribution of the SBLA cross-section, 
( M h ), is a power
aw in halo mass, starting with some minimal halo mass: 

 ( M h ) = 
 0 

(
M h 

M min 

)−α

( M h > M min ) . (4) 

sing this cross-section, the mean halo mass is computed as 

 h = 

∫ ∞ 

M min 
n ( M ) 
( M ) M d M ∫ ∞ 

M min 
n ( M ) 
( M )d M 

, (5) 
NRAS 532, 32–59 (2024) 
here n ( M ) is the number density of haloes for a given mass. For
lausible values of α = 0.50, 0.75, and 1.00 this yields a mean mass
f 1 . 3 × 10 12 h 

−1 M �, 9 . 4 × 10 11 h 

−1 M �, and 7 . 6 × 10 11 h 

−1 M �,
espectively. We note that a detailed study of this cross-section using
imulations is necessary to make more accurate mass estimates,
ut our finding indicate that SBLAs reside in haloes of mass

10 12 h 

−1 M �. 
It is informative to compare this with order of magnitude estimates

f the halo mass derived by assuming that the width of the SBLA
ine blend is driven by the circular velocity of virialized halo gas
ndergoing collapse. This connection between halo circular velocity,
alo virial mass, and galaxy populations has been well-explored (e.g.
houl & Weinberg 1996 ). Specifically, we apply the relationship
etween maximal circular velocity and halo mass modelled by Zehavi
t al. ( 2019 ). Using these relations, we infer that a circular velocity
f 138 km s −1 at z ∼ 2.4 leads to halo mass estimate of M h ∼
 × 10 11 h 

−1 M �. This value is broadly consistent with our findings
rom SBLA clustering, supporting our assumption that blending scale
s associated with halo circular velocity and so halo mass. This may
hed some light on the reason why SBLAs are CGM regions. 

 AV ER AG E  SBLA  A B S O R P T I O N  PROPERTIES  

s one can see in Fig. 3 , absorption signal is measurable in the
omposite spectrum from a wide range of transitions: Lyman-series
ines (L y α–L y θ ) and metal lines ( O I , O VI , C II , C III , C IV , Si II ,
i III , Si IV , N V , Fe II , Al II , Al III , and Mg II ), but care must be taken

o measure them in a way that is self-consistent and without bias.
lthough these features appear to be absorption lines, they are in

act a complex mix of effects that precludes the naive application of
tandard absorption line analysis methods appropriate for individual
pectrum studies. 

P14 demonstrated that the main difference in interpretation of the
hree potentially CGM-dependent samples (which we have named)
S0, FS1, and FS2 was the purity of CGM selection in light of spectral
oise given the large excess of pixels with higher transmission that
ight pollute the sample. Since FS0 has the lowest transmission,

t is the purest of these samples. Hence, in this work directed at
nderstanding CGM properties, we focus on interpreting FS0 sample
roperties. 
Throughout this work, we only present lines measured with

 σ significance or greater. N V , for example, fails to meet this
equirement and is not included in the measurements presented
elow. 

.1 Line-of-sight integration scale 

here are two approaches to the measurement of absorption features
een in the composite spectra (as identified in P14 ); the measurement
f the full profile of the feature and the measurement of the central
ixel (or more accurately resolution element). In order to understand
his choice, it is necessary to reflect, briefly, on the elements that give
ise to the shape and strength of the features. 

The signal present for every absorption feature is a combination
f 

(i) the absorption signal directly associated with the selected Ly α
bsorption, 

(ii) possible associated absorption comple x es e xtending o v er
arger velocities (typically associated with gas flows, often with many
omponents), and 
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Figure 7. Test of H I Lyman series upper limits (starting with Ly α as an upper 
limit and progressively adding higher order Lyman lines) for convergence to 
determine best fit model parameters for the FS0 composite. The shaded bands 
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(iii) sensitivity to large-scale structure (including redshift-space 
istortions) reflected in the well-documented (e.g. Chabanier et al. 
019 ) fact that Ly α forest absorption is clustered, leading to potential
lustering in associated absorbers also (e.g. Blomqvist et al. 2018 ). 

In large-scale structure terminology, the first two points are ‘one- 
alo’ terms and the last one is a ‘tw o-halo’ term. This tw o-halo effect
s clearly visible in the wide wings of the Ly α absorption feature
 xtending o v er sev eral thousand km s −1 . Since the metal features
een are associated with Ly α every one must present an analogous 
albeit weak) signal due to the clustering of SBLA. Although this
arge-scale structure signal is present in the composite, our stacking 
nalysis is poorly adapted to the measurement of large-scale structure 
ince the signal is degenerate with the pseudo-continuum fitting used, 
nd the preferred measurement framework for this signal is the Ly α
orest power spectrum (McDonald et al. 2006 ). 

As outlined in Section 3 , the selection of SBLAs to be stacked
ncludes clustering and therefore both comple x es and large-scale 
tructure. Therefore even the central pixel includes all the above 
ffects to some extent but limiting ourselves to the measurement 
f the central pixel sets a common velocity integration scale for
bsorption measurement. In fact, since the resolution of SDSS is 2.4 
ixels, the appropriate common velocity scale is two native SDSS 

ixels. We therefore take the average of the two native pixels with
avelengths closest to the rest frame wavelength of the transition in 
uestion as our analysis pixel. This sets the integration scale fixed 
o 138 km s −1 . This mirrors the Ly α selection function bin scale
hich is also a 2-pixel average (see Section 3 ). The error estimate for

he flux transmission of this double width wavelength bin is taken as
he quadrature sum of the uncertainty for the two pixels in question
a conserv ati v e approximation that ne glects the fact that errors in
eighbouring pixels are correlated due to pipeline and analysis steps 
uch as pseudo-continuum fitting). Here, after we will use ‘central 
in’ to refer to this 2-pixel average centred around the rest frame
avelength of the transition of interest. 
In contrast, P14 showed that measuring the full profile of the 

eatures leads to a different velocity width for every feature indicating 
ither varying sensitivity to these effects or tracing different extended 
omple x es. Critically this means that some absorption must be 
oming from physically different gas. Since the objective of this 
ork is the formal measurement and interpretation of the systems 

elected, we limit ourselves to the central analysis pixels at the 
tandard rest-frame wavelength of each transition. We note, ho we ver, 
hat information is present in the composite spectra on the velocity 
cale of metal comple x es and this demands further study if it can be
isentangled from large-scale structure. 

.2 Measuring the H I column density 

ere, we compare Lyman series line measurements in the composite 
pectrum with a variety of models in order to constrain the column
ensity and Doppler parameter. As we have stressed throughout this 
ork, our SBLA samples are a blend of unresolved lines contributing 

o a 138 km s −1 central bin. As a result a range of H I column
ensities are present in each SBLA. While the full range of H I

olumns contribute to the selection, it is reasonable to presume that 
 high column density subset dominate the signal in the composite. 
t is, therefore, natural that the further we climb up the Lyman series,
he more we converge on a signal driven by this dominant high-
olumn subset. Here, we exploit this expected convergence to jointly 
onstrain the integrated dominant H I column density ( N H I ) of lines 
n the blend and their typical Doppler parameter ( b ). 
In the following, the results are presented as equi v alent widths to
ollow standard practise, but the measurements are in fact central 
in flux decrements (1 − F C ) multiplied by the wavelength interval
orresponding to the 138 km s −1 central bin interval. In effect, the
qui v alent widths presented are the integrated equi v alent widths of
ll lines contributing to that central bin measurement. 

We build a grid of model 1 equi v alent widths for the eight strongest
yman transitions o v er the range 13 . 0 ≤ log N H I ( cm 

−2 ) ≤ 21 . 0 with
nterval δ log N H I ( cm 

−2 ) = 0 . 01, and 5 . 0 ≤ b( km s −1 ) ≤ 50 . 0 with
nterval δb = 0 . 1 km s −1 . These models are built for the composite
pectrum wavelength solution and include instrumental broadening 
f 167 km s −1 . 
In order to measure the dominant H I contribution, we must 

etermine which of the Lyman series lines should be treated as upper
imits progressively, starting with Ly α and moving up the series until
 converged single line solution of satisfactory probability is reached. 
or each line considered as upper limit, if the model prediction lies
 σ equi v alent width error abo v e the measured equi v alent width, the
ine contributes to the total χ2 for the model and one degree of
reedom gets added to the number of degrees of freedom for the
odel. If the model prediction lies below this threshold, it does not

ontribute to the total χ2 and the number of degrees of freedom for the
odel remain unchanged. This process ‘punishes’ the o v erproducing 
odels instead of rejecting them. 
The probability for each model is calculated based on the total

2 and the updated number of degrees of freedom. The best-fitting 
odel for a given upper-limit assignment scheme is determined by 
aximizing the probability. The best-fitting probabilities, N and b - 

alues corresponding to the different upper-limit assignment schemes 
re compared to determine the number of lowest order Lyman lines
ssigned to upper limits ( N ul ) necessary to achieve a converged
robability. 
The convergence for the FS0 sample is shown in Fig. 7 . The model

hat corresponds to the convergence is chosen as the best-fitting 
MNRAS 532, 32–59 (2024) 
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Figure 8. The best-fitting H I model ( green solid line) and the limiting 
±1 σ allowed models ( orange dashed line) compared to Lyman series 
equi v alent width measurements for the FS0 sample. The upper limits reflect 
the convergence described in the text and illustrated in Fig. 7 . 

Table 3. Inferred H I column densities from Lyman series measurements. 

Sample log N H I ( cm 

−2 ) b( km s −1 ) N ul Prob 

FS0 16.04 + 0 . 05 
−0 . 06 18.1 + 0 . 7 −0 . 4 5 0.04 

FS1 15.64 + 0 . 04 
−0 . 04 12.3 + 0 . 6 −0 . 4 3 0.6 

FS2 15.11 + 0 . 06 
−0 . 07 8.5 + 1 . 10 

−0 . 5 5 0.13 

P30 15.49 + 0 . 06 
−0 . 03 10.8 + 0 . 4 −1 . 5 5 0.4 

P75 15.67 + 0 . 04 
−0 . 03 13.5 + 0 . 3 −0 . 8 5 0.27 

P90 15.79 + 0 . 05 
−0 . 04 14.6 + 0 . 6 −1 . 2 5 0.37 
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odel for the H I column density and Doppler parameter for that
ample. Fig. 8 shows the measured equi v alent widths ( W ) normalized
y the oscillator strength ( f ) and rest frame wavelength ( λ) for each
ransition for the FS0 sample. Also shown is the best-fitting model,
long with models for the 1 σ upper and lower confidence intervals
n the dominant H I column density. Note that when plotted this
ay, unsaturated lines would produce a constant W /( F λ), and so

he dominant H I population is only beginning to show unsaturated
roperties for the highest Lyman series transitions measured. 
Table 3 shows the fit results for this procedure. The differences in
easured column densities between FS0, FS1, and FS2 demonstrate

hat, along with decreasing purity of noiseless F Ly α < 0.25, higher
ransmission bands also select lower column densities. The P90,
75, and P30 samples show a similar trend but show a weaker
ariation in H I column density along with a weaker decline in mean
urity. This combined with the large numbers of systems selected
ndicates that these purity cuts do indeed provide more optimal SBLA
amples. While we chose to focus on FS0 in order to preserve sample
ontinuity for comparison with previous work, we recommend a
ransition to such optimized selection in future work. This supports
he choice taken in P ́erez-R ̀afols et al. ( 2023 ) to use the P30 sample.

.3 Average metal column densities 

nlike the H I measurement abo v e, metal features in the composite
re sufficiently weak that several metal transitions are not necessary
o establish a reliable column density. Ho we ver, the combination of
ine strength and measurement precision means that the small opacity
pproximation (that the relationship is linear between equi v alent
NRAS 532, 32–59 (2024) 
idth and column density) is inadequate for our needs. Again given
hat we lack a large number of metal transitions with a wide dynamic
ange of transition strengths for each metal species, a suite of model
ines (as performed for H I ) is not necessary. We instead fit them
irectly with column density the only free parameter, treating each
eature as fully independent or one another. We assume a Doppler
arameter value taken from the H I measurement (see below). We fit
he mean of the pair of pixels nearest to the transition wavelength with
nstrumental broadening set to 167 km s −1 using VPFIT . Since VPFIT

as not designed to reliably assess the uncertainty in the column
ensity from a single pixel at time, we pass the upper and lower 1 σ
rror envelope through VPFIT for every line to obtain N min and N max ,
espectively. The measurements for our main sample (FS0) are given
able 4 . 
We exclude from our analysis all transitions where there is a

ignificant contribution to the central 138 km s −1 by the broad wing
f a neighbouring feature. In principal, it is possible to fit the
uperposed features, correct for the profile of the unwanted feature
nd measure the 138 km s −1 central core of the desired line, but these
lended features are incompatible with the population modelling
rocedure that follows and so are of limited value. Examples of
ases where a broad feature wing contaminates the desired feature
entre (and are hence discarded) are O I λ989, N III λ990 and Si II
990, and C II λ1036 and O VI λ1037. On the other hand O I λ1302
nd Si II λ1304 are retained in our analysis despite being partially
lended in our composite spectrum. The contribution of the Si II
1304 feature wing to the central O I analysis bin is 3 per cent of the
bserved flux decrement. The O I feature wing contributes 6 per cent
o the observed flux decrement to the Si II λ1304 measurement. This
s illustrated in Fig. 9 . In each case spectral error estimate is similar
o the size of the contamination. As we shall see in Section 7 the
rror estimates of the composite are too small for any true model fit
nd instead the limiting factor is the much larger uncertainty in the
opulation model fits of Section 8 . 
Another consequence of our inability to resolve the individual

ines that give rise to our metal features (and our lack of a dynamic
ange of transition strengths) is that we lack the ability to constrain
he Doppler broadening parameter. Ho we v er, we do hav e a statistical

easurement of the Doppler parameter of systems that dominate the
lend selected. This is the value of the Doppler parameter obtained
rom the H I measurement. While the measurement of narrow lines
n wide spectral bins is often insensitive to the choice of Doppler
arameter, in our measurements it does matter. The theoretical
 v ersampled line profile is a convolution of the narrow line and the
ine spread function. Our choice of two spectral bins is much larger
han the former but does include the entire line spread function. This
eans that the choice of Doppler parameter in the model does have an

mpact. F or e xample, changing the Doppler parameter by 5 km s −1 

enerates a change of � (log N ) � 0.1 (the strongest features are
losest to this limit, e.g. C III ). Normally this degree of sensitivity
ould be considered small but in the context of the extremely high
recision of the average column density statistic, the choice of using
he H I Doppler is a significant assumption. Again we shall see in
ection 8 that the population analysis implies larger column density
rrors. 

.4 Modelling average metal column densities 

n order to interpret our measurements of SBLA sample FS0 (both for
he ensemble SBLA mean and the population properties in Section 8 )
e follow the simple framework in P10 and P14 . We will review this

nalytic framework here, and for further details see P14 . 
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Table 4. Mean metal columns for the main sample, FS0. 

Ion Wavelength ( Å) Ionization potential (eV) F C σF C ε log N (cm 

−2 ) log N max (cm 

−2 ) log N min (cm 

−2 ) 

O I 1302.17 13.6 0.9743 0.0011 1.084 13.470 13.449 13.489 
Mg II 2796.35 15.0 0.9376 0.0031 1.034 12.450 12.424 12.474 
Mg II 2803.53 15.0 0.9404 0.0031 1.043 12.729 12.703 12.754 
Fe II 1608.45 16.2 0.9956 0.0007 1.020 12.509 12.433 12.573 
Fe II 2344.21 16.2 0.9878 0.0009 1.042 12.499 12.467 12.530 
Fe II 2382.76 16.2 0.9807 0.0009 1.032 12.252 12.231 12.272 
Fe II 2586.65 16.2 0.9932 0.0013 1.041 12.415 12.321 12.493 
Fe II 2600.17 16.2 0.9798 0.0014 1.031 12.361 12.329 12.390 
Si II 1190.42 16.3 0.9709 0.0010 1.147 12.780 12.765 12.795 
Si II 1193.29 16.3 0.9643 0.0010 1.165 12.574 12.561 12.586 
Si II 1260.42 16.3 0.9481 0.0012 1.082 12.422 12.411 12.433 
Si II 1304.37 16.3 0.9823 0.0010 1.076 13.044 13.017 13.069 
Si II 1526.71 16.3 0.9780 0.0006 1.032 12.886 12.872 12.899 
Al II 1670.79 18.8 0.9740 0.0007 1.020 11.806 11.795 11.817 
C II 1334.53 24.4 0.9428 0.0010 1.019 13.410 13.401 13.418 
Al III 1854.72 28.4 0.9904 0.0005 1.031 11.805 11.780 11.828 
Al III 1862.79 28.4 0.9965 0.0005 1.035 11.661 11.590 11.722 
Si III 1206.50 33.5 0.8904 0.0010 1.057 12.690 12.685 12.696 
Si IV 1393.76 45.1 0.9367 0.0007 1.016 12.838 12.832 12.844 
C III 977.02 47.9 0.8180 0.0025 1.259 13.444 13.434 13.455 
C IV 1548.20 64.5 0.8764 0.0008 1.029 13.586 13.582 13.590 
O VI 1031.93 138.1 0.8994 0.0014 1.084 13.799 13.792 13.807 

Figure 9. The contribution of Si II λ1304 to the central bin measurement of 
O I λ 1302 and vice versa. The blue curve is the fit to the portion of the O I 

feature that is Si II -free (the blue-side of the profile). The red curve is the fit 
to the portion of the Si II feature that is O I -free (the red-side of the profile). 
The green curve is the joint fit of the full profiles of both features. The full 
profile fit is only used to measure the contribution to the measurement bin 
of the neighbouring line. As discussed in Section 7.1 , we do not use the full 
profile measurement of features in this work. 
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A key supporting assumption for what follows is that the gas 
tudied follows the optically thin (to ionizing photons) approxima- 
ion. This assumption is supported by various arguments. First of 
ll, as stated in Section 3 Damped Ly α systems in the DR16Q
ample are masked. Secondly, the mean H I column density found 
see Section 7.2 ) is that of optically thin gas. Thirdly, the population
nalysis (see Section 8 ) indicates that Ly ε is homogeneous indicating 
hat the H I population does not deviate significantly from this 

ean. Finally DLAs and LLSs are not sufficiently numerous to 
ignificantly modify our mean results (as discussed in Section 3 ).
o we ver, as we shall see in Section 8 when one delves further into

he metal population behind the mean one finds that such small
opulations can have an important contribution if the absorption is 
ufficiently strong. Metal lines consistent with such small populations 
re identified in Section 8 and omitted from further analysis in this
ork. 
In order to model the column density of each metal line from

he measured the H I column density we need a simple sequence of
onversion factors: the neutral hydrogen fraction is needed to obtain 
he hydrogen column density, the metallicity (and an abundance 
attern baseline) is needed to obtain the metal element column 
ensity, and finally the metal ionization fraction is needed to obtain
he required metal column density. The ionization fractions are 
rovided under the optically thin approximation by runs of the 
LOUDY (C23; 2 Ferland et al. 1998 ) with varying gas density and

emperature using a quasar + galaxy UV background model (Khaire 
 Srianand 2019 ). For relative elemental abundances, we assume a

olar abundance and take the solar abundance pattern of Anders &
revesse ( 1989 ). The UV background and abundance patterns used

re significant simplifying assumptions (see Section 9.2 for further 
iscussion). 
In this work, we focus on the constraining density and temperature

rom these ionization models with metallicity as an additional free 
arameter (acting as an o v erall normalization of projected metal
olumn densities). We give the gas density in terms of hydrogen
tom number density, but this can be converted to gas overdensity
y scaling up by 5.04 dex for a standard cosmology at z = 2.7. In
he process of interpreting these metal features, we take into account
hat all these features should build up a coherent picture either as
 multiphase medium, or multiple populations of systems or both. 
y ‘multiphase’, we mean that an individual SBLA in our sample
ay be associated with multiple phases of gas that are unresolved

n our data. Interpreting our average metal properties in a purely
ultiphase way presumes that all SBLAs stacked are the same. 
e will initially explore this straw-man model before going on to

xplore the underlying population, and combined multipopulation 
nd multiphase fits in Section 8 . 
MNRAS 532, 32–59 (2024) 
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Figure 10. Metal column densities models for the FS0 sample. Model curves 
are displayed assuming gas is optically thin, H I columns shown in Table 3 , 
and a solar abundance pattern. Models to fit the column densities of O I 

( top panel ), Si III ( middle panel ), and O VI ( bottom panel ) are shown with 
varying density. Metallicities are tuned in order to fit to the chosen species 
for a given density and temperature. A preferred value of density for a 
fixed temperature (10 4 K) attempting to a v oid overproducing any species 
and a v oiding unjustified extremes of density. Density is varied around this 
preferred value ( black line ) in the middle and bottom panels. In the top panel, 
we are not able to do this since the maximum density is the fa v oured one 
( blue dashed line ) and we are only able to vary the density downwards. 
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Figure 11. As in Fig. 10 metal column densities models are shown for the 
FS0 sample. Models to fit the column densities of O I ( top panel ), Si III ( middle 
panel ), and O VI ( bottom panel ) are shown with varying temperature around 
the value 10 4 K corresponding to the preferred values of Fig. 10 . Metallicities 
are again varied to provide the best fit to the chosen species for a given density 
and temperature. 
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One cannot fit a model to each of the ionization species in isolation
ecause a fit to one metal column density implies a prediction for
nother. We illustrate this point in Figs 10 and 11 . In each panel
e attempt to fit one of O VI , Si III , or O I , varying the metallicity to
aintain the fit while exploring density and temperature. In Fig. 10 ,
e a take reasonable density for each of the three species and a

easonable temperature of T = 10 4 K, and we vary the density around
his value. In Fig. 11 , we vary instead the temperature around these
easonable values. The temperature, T = 10 4 K, is a standard estimate
or a photoionized and photo-heated gas. The central densities are
stimates intended to span the range of conditions required without
 v erproduction of other species (where possible). Note that the
ropagated errors associated with the uncertainty in the H I column
ensity are approximately the width of the model lines shown and
NRAS 532, 32–59 (2024) 
o can be neglected. In this plot (and all subsequent plots of this
ection), the measured column densities are those shown in Table 4 .

In this plot (and all subsequent plots of this section), the measured
etal column densities are those shown in Table 4 . Note also that the

ropagated errors associated with the uncertainty in the H I column
ensity is approximately the width of the model lines shown and so
an be neglected. In each panel we attempt to fit one of O VI , Si III ,
r O I . In Fig. 10 , we a take reasonable density to reproduce each of
hese three species and a reasonable temperature of T = 10 4 K, and
e vary the density around this value. In each panel, we vary the
etallicity to maintain fit to the intended species. In Fig. 11 , we vary

nstead the temperature around these reasonable values. We include
 model of extreme high temperature in the O VI panel to show
ollisional warm-hot properties (note that at these temperatures the
 VI is weakly dependent on density). 
Assuming that the gas is multiphase, contributions to the column

ensity are additive. In other words, one must not significantly o v er-
roduce column densities from any given phase, but underproducing
s acceptable so long as the short-fall can be made up by other
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Figure 12. The column densities of metal ionization species in order of 
decreasing ionization potential the FS0 sample as in Fig. 10 . The best 
three models to fit the column densities of O I , Si III , and O VI are shown. 
A combined model is showing reflecting the multiphase scenario where 
each system stacked has same properties and three phases of associated 
gas. By summing the columns from the three models without correction we 
are assuming that the H I is distributed equally in each phase. Each sample 
receives a third the H I column and therefore the metallicity is a three times 
larger than values shown in the legend for the model. 
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hases (that do not themselves lead to significant overproduction of 
ther metal column densities). One can see by eye that two to three
hases are sufficient to generate all the ionization species in broad 
erms. Fig. 12 shows the resulting o v erall model fit from summing
hese three phases for the reasonable densities and temperatures of 
igs 10 and 11 . While not a full parameter search, it is clear that this
ultiphase model produces the general trend required by the data 

ut only with extremely high density and metallicity for the CGM. 
Ho we ver, it completely fails to offer acceptable statistical agree- 
ent required by the very small measured uncertainties. While one 
ight attempt to generate instead four, five, six or more phases 

indeed a plausible physical model would not be discrete at all), 
ut each of our current three phases makes strong productions 
or multiple species and the model lacks the freedom to meet the
tatistical requirements of the data. For instance, producing more 
l III without o v erproducing Si III , C II , and Al II seems implausible. 
imilarly producing more Si IV without o v erproducing Si III or further 
 v erproducing C III seems implausible. 
Indeed, the data is also not self-consistent in this purely multiphase 

icture. F or e xample, the fiv e Si II features measured are statistically
ivergent from one other. A natural solution to this puzzle presents
tself; not all SBLAs are alike and treating the composite spectrum 

s a measurement of a uniform population of lines with multi-phase 
roperties is unrealistic. 

.5 The co v ariance between SBLA metal features 

n order to explore the absorbing population beyond the mean, we 
an study the properties of the stack of spectra used to calculate the
ean composite spectrum. Naturally, there is variance in the metal 

opulation giving rise to any given feature. In order to exploit these
etal populations, we must develop an understanding of whether 

ine strengths vary together. For example, it is expected that Si II
1260 will be covariant with C II given the predictions of models 
hown in Figs 10 and 11 . On the other hand, it is far from clear
f Si II λ1260 will be similarly covariant with O I , Si III , or even 
 VI . Insignificant covariance would imply that population variance 

s negligible. Similar and significant covariance between all species 
rrespective of ionization potential would indicate that metallicity 
ariation is the main driver for population variation. On the other
and, significant differences in covariance of low, medium, and high 
ons with themselves and each other are a sign of more complex

ultipopulation properties. 
In order to explore this, we calculate the covariance of the

ransmitted flux between our metal features normalized by their line 
trengths. The procedure used is set out in Appendix D . Fig. D2
ho ws the cov ariance between pairs of lines measured at line centre
ormalized to the product of the associated mean absorption signal 
or each line (corresponding to the flux decrement in the composite
pectrum at line centre). This normalization is performed in order 
o allow meaningful comparisons of the covariance between lines of 
ifferent intrinsic strengths. In general, covariance is approximately 
s large as the absorption strength or up to 4 × larger. 

In top panel of Fig. D2 , we focus once again on transitions of
ur three indicative species: O I , Si III , and O VI , for low, medium
nd high ionization species, respectively. We show the trend of 
ovariance with the best-measured carbon lines, the best-measured 
ilicon lines and remaining low ionization species in subsequent 
anels. We find that high ions are covariant with other ions with little
r no signs of ionization potential dependence. Medium ions ( Si IV ,
i III , Al III , and to an extent C III and C II ) also show an increased
albeit weaker) covariance with low ions and no signs of raised
ovariance with each other. We can conclude that SBLAs are not
ll alike with respect to their mix of detected metal lines. High
ons appear to be relatively homogeneous, low ions appear to be
nhomogenous. Medium ions lie between and their inhomogeneity 
eems to be linked to the inhomogeneity of low ions. Low ions
enerally show high levels of covariance with each other aside 
rom the peculiar lo w cov ariance between Mg II and O I despite 
heir closely related ionization properties. Ho we ver, Section 8 shows
hat the Mg II population is poorly constrained and is (marginally) 
onsistent with a separate small self-shielded population. 

Overall, it seems evident from the line covariance alone that more
han one population exists in the ensemble of SBLA properties, 
nd that metallicity variation alone is not sufficient to explain it.
v erall, co v ariance with lo w ionization species is high. It is at least

s high as the covariance between high ions, between medium ions
nd between high ions with medium ions. Hence, we conclude that
he strong population(s) of low ions is also accompanied by strong
opulations of all species. 

 SBLA  ABSORPTI ON  POPULATI ON  

he standard stacking approach of calculating a mean or a median in
rder to understand the ensemble properties of the sample neglects 
ariation in the ensemble. In this section, we seek to explore
he underlying properties of the population probed in our fiducial 
omposite spectrum by using the full distribution in the stack at metal
ine centres. This is a non-trivial matter since the flux transmission
istribution provided by this stack of spectra is a mix of different
ffects. In addition to the metal strength distribution we seek to probe, 
ne can expect contributions from the observing noise (mostly read 
oise and photon shot noise), contaminating absorption fluctuations 
absorption in the spectra not associated with the selected system but
evertheless coincident with them), any smooth residual continuum 

ormalization errors in the individual quasar spectra, and finally 
ny errors in the subtraction of the overall mean level of uncorrelated
bsorption (i.e. the pseudo-continuum). It is not possible to pick apart
hese v arious ef fects from the data alone but we may forward-model
otential metal populations and compare them with the observed 
MNRAS 532, 32–59 (2024) 
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Table 5. Population model fits. We exclude all species where the statistics were insufficient to provide any useful constraint. 

Ion λ ( Å) f pop f mo v e C boost σ p σ n χ2 DOF Prob 

Ly ε 937.803 0.91 + 0 . 09 
−0 . 05 0.050 + 0 . 221 

−0 . 050 1.005 + 0 . 087 
−0 . 005 0.000 0.002 81.309 76–4 0.212 

Si II 1260.422 0.36 + 0 . 08 
−0 . 18 0.42 + 0 . 11 

−0 . 25 1.75 + 0 . 41 
−0 . 25 0.21 0.009 210.7 178–4 0.030 

Si III 1206.500 0.590 + 0 . 030 
−0 . 037 0.298 + 0 . 010 

−0 . 019 1.21 + 0 . 03 
−0 . 21 0.30 0.003 214.1 183–4 0.038 

Si IV 1393.760 0.202 + 0 . 071 
−0 . 068 0.526 + 0 . 053 

−0 . 069 3.08 + 0 . 93 
−0 . 71 0.12 0.037 117.2 94–4 0.028 

C II 1334.532 0.26 + 0 . 18 
−0 . 16 0.67 + 0 . 09 

−0 . 20 2.9 + 2 . 7 −1 . 3 0.15 0.037 127.5 98–4 0.012 

C III 977.020 0.430 + 0 . 079 
−0 . 068 0.870 + 0 . 067 

−0 . 046 2.15 + 0 . 29 
−0 . 32 0.043 0.009 253.4 130–4 0.000 

C IV 1548.205 0.373 + 0 . 039 
−0 . 050 0.593 + 0 . 024 

−0 . 032 2.00 + 0 . 22 
−0 . 11 0.15 0.043 150.5 126–4 0.041 

Mg II 2796.354 0.05 + 0 . 22 
−0 . 03 0.39 + 0 . 49 

−0 . 17 8.1 +∞ 

−6 . 2 0.059 0.010 18. 22–4 0.444 

Fe II 2382.764 0.010 + 0 . 011 
−0 . 010 0.38 + 0 . 12 

−0 . 09 39. +∞ 

−32 . 0.000 0.028 152.6 129–4 0.047 

O I 1302.168 0.19 + 0 . 14 
−0 . 13 0.96 + 0 . 04 

−0 . 40 5.0 + 3 . 3 −2 . 0 0.043 0.004 84.1 81–4 0.271 

O VI 1031.926 0.79 + 0 . 09 
−0 . 25 0.55 + 0 . 11 

−0 . 03 1.15 + 0 . 35 
−0 . 15 0.043 0.000 446.0 258–4 0.000 

Al II 1670.789 0.045 + 0 . 043 
−0 . 017 0.341 + 0 . 085 

−0 . 068 8.3 + 1 . 5 −3 . 8 0.14 0.022 103.4 91–4 0.111 
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istribution. One could seek to study each effect in detail and generate
ynthetic spectra, but a much simpler and more robust method
resents itself; we use the data itself as the testbed for our population
odelling by adding model signal to null data. 

.1 The null sample 

he stack of spectra itself provides the ideal signal-free null sample:
he close blueward and redward portions of the stack of spectra
eyond the full profile of the feature of interest. These proximate
ortions of the spectral stack represent a close approximation of the
ffects present at line centre excluding the metal signal of interest.
otential linear variation as a function of wavelength in these effects
re dealt with by attempting to mirror as much as possible the null
ixels selected on both the blueward and redward sides. 
These nulls wavelength bins are drawn from the sample used in

seudo-continuum fitting as shaded in green in Fig. 2 . We take eight
avelength bins on the red-side and eight wavelength bins on the
lue-side for all metal lines except Si III (where the close proximity
f the broad Ly α absorption feature limits us to four bins on each
ide). We then average together the flux transmission in red-blue pairs
rom closest to furthest to the metal transition in order to generate the
sual 138 km s −1 integration scale of the central bin and to cancel
ut linear evolution with wavelength between red and blue. This
eaves us with eight null bins (or four nulls for Si III ) for every metal
eature central bin. In all cases the sampling of the null distribution
s sufficient to allow the errors in the true measurement to dominate.

Finally, before assembling our null pixels we rescale them by any
esidual offset from the pseudo-continuum in the mean spectrum. As
 result the nulls show only dispersion and no zero-point offset from
he pseudo-continuum before mock signal is added. 

.2 The population model 

e model the populations underlying the average metal absorption
ignal of each feature independently with two main fitted parameters
nd two further marginalized parameters. These main parameters
enerate bimodality in the metal populations constrained by a prior
hat the population mean arrived as is that given by the unweighted
rithmetic mean composite spectrum. In effect, this unweighted
rithmetic mean provides a flux decrement ( D m = 1 − F C ) ‘metal
bsorption budget’ to be allocated in a way such that the ensemble
ean is preserved. Specifically our main parameters are as follows: 
NRAS 532, 32–59 (2024) 
(i) f pop , the fraction of systems with strong metal absorption, and 
(ii) f mo v e , the proportion of the flux decrement by which to reduce

he weak metal absorption population and reallocate to the strong
opulation. 

The two parameters combined define the degree of asymmetry
etween the two populations. 

We initially attempted to fit with only f pop and f mo v e as free
arameters but found that two forms of random scatter were required
nd must be marginalized o v er. The first is a Gaussian scatter in the
trong absorption flux decrements with a standard deviation, σ p . The
econd is a Gaussian random noise added to the entire sample (both
trong and weak components) with a standard deviation, σ n . This
dditional noise term is typically small (see Table 5 ) but appears to
e necessary in some cases for an acceptable fit. The addition is a
ogical one since the pseudo-continuum fitting leads to an asymmetry
n the noise properties between the metal measurements and nulls.
he null pixels are part of the pseudo-continuum fitting and therefore

he mean of the noise distribution is suppressed. This suppression is
einforced by our choice to rescale the zero-point of the nulls. In this
ay, we chose to generate a random noise in the nulls rather than

arry-forward a potential different noise deviation already present in
he nulls. 

Overall, these two normally distributed random variables are
ufficiently flexible to account for any scatter in the weak population
lso, since the sum of two independent normal random variables
s also normal. The resulting model represents the simplest that
rovides an acceptable fit to our data. 
More explicitly, a mock absorption sample is built by taking every

ull pixel in the ensemble of nulls and applying the model as follows.
or strong absorbers, the flux decrement applied is 

 

′ 
strong = D m 

+ 

D m 

f mo v e (1 − f pop ) 

f pop 
G(0 , σp ) + G(0 , σn ) , (6) 

hereas the weak absorbers flux decrement is modelled as 

 

′ 
weak = D m 

(1 − f mo v e ) + G(0 , σn ) , (7) 

here G(0 , σ ) denotes a Gaussian random number with zero mean
nd a standard deviation σ . The Gaussian random number that
epresents scatter in the strong population is bounded such that
(0 , σp ) < D m 

in order to ensure that the strong sample ne ver sho ws
nph ysical neg ative absorption. In principal, this could lead to an
symmetry in the generated Gaussian numbers, a non-conservation
f the ‘metal budget’ and therefore an incorrect mean metal strength
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Figure 13. An estimate of the probability distribution function of the flux 
in the stack of spectra corrected for the pseudo-continuum (for consistency 
with the composite spectrum) at the spectral pixel closest to the rest-frame 
wavelength of Si II λ 1260 ( black line ). The red line shows the distribution 
function of the best-fitting model (see Table 5 ). 
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or the ensemble. In practise, ho we ver, fa v oured values of σ p 

re sufficiently small that this regime is not reached. The mock 
bsorption sample combines together every null pixel from every 
ember of the stack of spectra. 
We randomly assign weak or strong absorber status to each pixel 

using a uniform random number generator) in line with the trial f pop 

nd proceed following equations ( 6 ) or ( 7 ) as necessary. 
F or ev ery model (specified by our four parameters) we compare the 

ux transmission distribution of the mock sample with the measured 
ux transmission distribution function for the feature of interest. De- 
pite our large number of null pixels, our model distribution functions 
an be unstable. Hence, we make at least 100 random realizations 
f these mocks and the model distribution function carried forward 
s the average of these random realizations. More realizations are 
roduced when it is clear that the flux distribution is more complex
r if the fa v oured models are those with small f pop , which therefore
equire additional statistics to offset the intrinsically smaller sample 
ize. In each case, we compare the averaged simulation histogram 

ith the measured true one, by performing a χ2 test. An example of
his is shown in Fig. 13 , which compares the distribution function
f the flux transmission for the central bin of Si II λ 1260 with the
istribution of the preferred model. 
In the development of these mocks and their comparison to data, it

ecame apparent that outliers in the noise distribution lead to high χ2 

alues. In order to limit the impact of these outliers, we sigma-clip by
Figure 14. The χ2 scans of both f pop ( left ) and f mo v e
emoving the top and bottom 3 per cent of the distribution from the χ2 

est. This could in principal impair our ability to constrain very small
bsorbing populations but this is not true in practise. Furthermore, 
he fa v oured models are largely unaffected. This suggests that the
ails of the distributions are dominated by noise outliers as expected. 
he range of flux transmission shown in Fig. 13 shows for example,

he range used in the model comparison. 
We search parameter space from 0.01 ≤ f pop < 1 and 0.01 < f mo v e 

 0.99 allowing σ p and σ p to float freely to preferred values in each
ase following the results of the χ2 test. We also add grid points
n this four-dimensional parameter space in order to better sample 
he region with �χ2 < 12. We then find the minimum χ2 in this
arameter space and calculate the � with respect to this minimum
or the entire χ2 surface. We estimate confidence interval for our two
arameters of interest by marginalizing o v er the other 2 in order to
roduce a χ2 scan as shown in Fig. 14 . Since we are performing a
ombined fit of the two parameters of interest the standard deviation
8.3 per cent confidence interval is provided by the region where
χ2 < 2.30. This 1 σ interval is marked in Fig. 14 . 

.3 Population analysis results and measuring the strong metal 
opulation 

able 5 shows the resulting fa v oured model parameters including 1 σ
onfidence intervals for our two parameters of interest and the fit
robability. Since the constraint is statistically and computationally 
emanding, we limit ourselves to the most constraining transition for 
ach ionization species. We present only species that have generated 
tatistically meaningful parameter constraints for any feature. 

We study one further parameter, which is a quantity derived from
ur two parameters of interest. This is the ‘boost factor’ 

 boost = 

f mo v e (1 − f pop ) 

f pop 
+ 1 , (8) 

hich represents for each feature the level of boost in line strength
hat must be applied to the flux decrement measured in the composite
pectrum in order to generate the metal strength of the strong
opulation fa v oured by the population model search. Note that the
est fit C boost is derived from the best fit f pop and f mo v e , while the error
stimate in C boost is the range given by marginalizing o v er the 1 σ
onfidence of f pop and f mo v e . 

.4 Inferred column densities for the strong metal population 

e now have a population analysis fit, as shown in Table 5 and
he covariance analysis result in Section 7.5 , and so we are able to
MNRAS 532, 32–59 (2024) 

 

( right ) marginalized o v er all four parameters. 

r 2024
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Table 6. Strong population column densities. F Corr is the corrected flux transmission for the strong population of lines derived from the population analysis in 
Section 8.4 . N strng is the integrated metal column density associated with SBLAs with strong metals. 

Ion Wavelength F Corr F Corr,min F Corr,max log N strng (cm 

−2 ) log N strng,max (cm 

−2 ) log N strng,min (cm 

−2 ) 

O I 1302.17 0.8708 0.7867 0.9214 14.287 14.653 14.008 
Mg II 2796.35 0.4951 0.0000 0.8805 15.334 ∞ 12.798 
Fe II 2382.76 0.2484 0.0000 0.8602 18.023 ∞ 13.248 
Si II 1260.42 0.9091 0.8878 0.9218 12.707 12.825 12.628 
Al II 1670.79 0.7844 0.7454 0.8832 12.991 13.165 12.557 
C II 1334.53 0.8359 0.6817 0.9097 14.005 14.748 13.645 
Si III 1206.50 0.8676 0.8644 0.8904 12.802 12.817 12.690 
Si IV 1393.76 0.8052 0.7463 0.8499 13.513 13.770 13.322 
C III 977.02 0.6085 0.5550 0.6667 14.638 15.098 14.207 
C IV 1548.20 0.7530 0.7260 0.7664 14.125 14.257 14.065 
O VI 1031.93 0.8845 0.8498 0.8994 13.879 14.041 13.799 
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uild up a picture of the dominant strong absorber population with
ealistic associated measurement errors statistically, even though we
ake no attempt to reco v er the subpopulation on a case-by-case

asis. The population analysis parameter C boost allows us infer the
ypical corrected transmitted flux, F Corr , associated with this strong
opulation for each feature (see Table 6 ). Since the uncertainty C boost 

s much larger than the uncertainty in F , the error margin in C boost 

an be carried forward as the error margin in the flux transmission.
his uncertainty is indicated in Table 6 as a minimum and maximum

ransmitted flux, respectively given by F Corr,min and F Corr,max . 
The corrected transmitted fluxes shown in Table 6 for the strong

opulation are averaged across a 138 km s −1 velocity window and
hile this information alone does not tell us how many individual

omponents exist, we know there must be at least one component
hat is strong enough to produce a minimum flux at least this low
f resolved. We can conclude therefore that all these lines should be
tatistically significant in high S/N and high resolution. We do not
ule out the possibility that the weak population for an y giv en metal
ine is detectable, but they are not the focus of this work. 

The size of the strong populations (indicated by f pop ) is not
onsistent among all features. Higher ionization lines typically show
arger and weaker strong populations. Given the picture, drawn from
ovariance, that strong higher ions trace a wider range of conditions,
his is to be expected. Ho we ver, it is also true that each feature shows
heir highest covariance with low ions. The key conclusion of the
ovariance analysis is that strong low ions appear to be accompanied
y medium and high ions. We can therefore treat this subpopulation
f ≈25 per cent as being traced by all our fitted metal features and
t a multiphase model to all these features. 
The metal column densities (and their measurement uncertainties)

ssociated with this common strong absorbing population are derived
rom the corrected transmitted flux (and its error margin), using the
ame method as set out in Section 7.3 . We recompute each column
ensity value as before using this strong absorber corrected flux
ransmission. The column densities of the strong population features
re given as N strng in Table 6 , with associated upper low limiting
olumn densities given by N strng,max and N strng,min , respectively. Note
hat while Fe II has a very high best-fitting column density, the
ncertainty is large and the 1 σ lower envelope is a fairly typical
ntegrated column density for strong metal SBLAs. 

.5 Modelling the column densities for the strong metal 
opulation 

ow that we have a series of column densities measurements for
 single strong population with multiple phases, we are ready to
NRAS 532, 32–59 (2024) 
eassess the model comparisons shown in Section 7 and thus test the
nusually high densities that our comparisons demand. 
As explained in the previous section, our metal column density
odels are dependent on density , temperature, metallicity , the UV

ackground models and abundance pattern. We make standard
ssumptions for the latter two and explore density and temperature,
ith metallicity setting the o v erall normalization. A challenge of
odelling our measurements lies in the production of the lowest

onization potential species without o v erproducing others, driving us
owards unusually high minimum densities. 

Thus far we have used this model comparison purely for il-
ustration since no statistical fit to a single mean population was
ossible. Here, we attempt statistical constraints for the dominant
trong metal population. We begin with the most conserv ati ve
hoice; we relax the assumption of a solar abundance pattern and
xplore the minimum density required by multiple species of a
ingle element. This is possible for both carbon and silicon where
e have reliable population analysis results for three ionization

pecies each. Optically thin, photoionized gas is typically heated
o ∼10 4 K in hydrodynamic simulations (Rahmati et al. 2016 ), but it
s theoretically possible for it to reach T < 10 3.7 K in unresolved gas
hat is sufficiently metal rich. As a result we consider models with
emperatures as low as 10 3.5 K. 

Figs 15 and 16 illustrate these limits for silicon and carbon
especti vely. Only allo wed models are shown and in each case
he metallicity is tuned such that the low ion is only marginally
roduced, by treating the lower 1 σ error bar as the target. The
ensity is then allowed to vary such that it remains below the 1 σ
pper error bar of the high and intermediate ions. The minimum
ensity in each figure is given by the red dot–dashed line and the
ensity is free to increase up to and beyond the density indicated
y the blue dashed line. Given that this is a multiphase model,
ny short-fall in projected column density for the high and inter-
ediate ions can be made up by other phases of gas with a lower

ensity. 
As one can see from Figs 15 and 16 , silicon provides the more strin-

ent density limited of log ( n H /cm 

−3 ) > −1.65 assuming 10 4 K gas
equi v alent to an o v erdensity of log ( ρ/ ̄ρ) > 3 . 39) or log ( n H /cm 

−3 ) >
2.40 assuming 10 3.5 K gas if one allows the temperature to reach the

owest temperature considered here (equivalent to log ( ρ/ ̄ρ) > 2 . 64).
he limit arises from marginally (1 σ ) producing enough Si II without
arginally (again 1 σ ) o v erproducing Si III . Similarly, carbon requires

og ( n H /cm 

−3 ) > −2.85 assuming T = 10 3.5 K gas and log ( n H /cm 

−3 )
 −2.50 assuming T = 10 4 K gas. 
Since the models imply a hydrogen neutral fraction, the total

ydrogen column density can be derived. The characteristic gas
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Figure 15. Constraining the minimum density of metal strong SBLAs using 
silicon species alone. Silicon column densities are modelled as in Fig. 10 . The 
data has been corrected to take into account the column density of the strong 
metal systems based on the population modelling (including associated model 
uncertainty). Here, we test the minimum density allowed by measurements of 
Si II and Si III . Si IV is also shown for completeness but does not constrain the 
analysis since no model produce it in significant amounts and it is evidently 
produced by gas in a different phase. We conservatively take the 1 σ lower 
error bar of our lowest column density measurement of Si II as the target 
and then tune the density to change the slope while renormalizing with the 
metallicity. The red dash–dotted line shows he lowest density allowed at the 
1 σ level. The top panel shows the result for the lowest density considered of 
10 3.5 K and the bottom panel shows a more standard photoionized temperature 
of 10 4 K. 
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Figure 16. Constraining the minimum density of metal strong SBLAs using 
carbon species alone by following the same procedure used in Fig. 15 for 
silicon. In this case all of C II , C III and C IV provide useful limits. Again the 
red dash–dotted line shows he lowest density allowed at the 1 σ level. The 
top panel shows the result for the lowest density considered of 10 3.5 K and 
the bottom panel shows a more standard photoionized temperature of 10 4 K. 
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lumping scale can be obtained from 

 c = N H /n H , (9) 

here N H is the total hydrogen column density and n H is the
ydrogen density (requiring the observed H I column density, the 
odel ionization fraction and the model gas density). For silicon this
aximum scale is just l c = 15 parsecs assuming a gas temperature

f T = 10 4 K and l c = 210 parsecs for a gas temperature T = 10 3.5 K.
ur carbon-only limits produce weaker constraints of 730 parsecs 

nd 1.6 kpc respectively. 10 3.5 K is rather a low temperature for
hotoionized gas but as we shall see below, we appear to be forced
o allow such low temperatures. 

Finally, we perform a statistical fit for three gas phases in these
ominant strong metal systems by including all species and assuming 
 solar abundance pattern. We scan through density, temperature and 
etallicity for two different gas phases: high density and moderate 

ensity. As explained below, it was not possible to scan through the
hird, lower-density phase. Temperature is allowed to vary between 
0 3.5 and 10 4.5 K in both phases. In the moderate density phase,
e searched densities from log ( n H /cm 

−3 ) = −4.8 to log ( n H /cm 

−3 )
 −2.8. In the high-density phase, we scan through log ( n H /cm 

−3 )
 −0.8 to log ( n H /cm 

−3 ) = 0. As usual, metallicity is a free
arameter that scales up and down the all projected metal columns
imultaneously. 

Extreme small populations may arise due to LLSs in our sample of
BLAs and require more complex ionization corrections. P14 argued 

hat this contamination is likely to be at the level of � 1 per cent and
o higher than 3.7 per cent of our SBLAs. We conserv ati vely require
hat any strong population that is statistically consistent with 3.7 
er cent contamination should be omitted from our investigation of 
 as ph ysical conditions. This leads to the rejection of species Mg II ,
l II , and Fe II from further interpretation using the optically thin to 

onizing photons approximation. This is partly a consequence of poor 
tatistical precision and given more data and more refined population 
odelling these species could be included in future analyses. 
In the process of performing this fit with three phases, it became

pparent that only O VI requires the lowest density phase. With one 
ata point and three unknowns (density, temperature and metallicity), 
his third phases is unconstrained aside from being (by construction) 
f lower density. As a result, we proceeded with a two phase fit
xcluding O VI . 

Fig. 17 provides the best-fitting model based on this parameter scan 
f the strong metal population. The fit is of acceptable statistical
uality with a χ2 = 5.5 for 7 points with 6 degrees of freedom
rising from the 6 fitted parameters, equi v alent to a probability of
tatistical consistency between the model and data of 2 per cent. The
a v oured conditions for these strong absorbers are log ( n H /cm 

−3 ) =
, temperature 10 3.5 K and super-solar metallicities of [X/H] = 0.77.
n the intermediate density phase we find log ( n H /cm 

−3 ) = −3.05,
gain temperature of 10 3.5 K and metallicity [X/H] = −0.81. Again,
 the lowest density phase is required but unconstrained. It should
e noted that the fa v oured density for the dense phase is the limiting
MNRAS 532, 32–59 (2024) 
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Figure 17. The results of a parameter search for a two phase fit for metal 
strong SBLAs limited to species confirmed to arise in optically thin gas 
(shown as black data points) assuming that the strong populations o v erlap. 
The fit probability is 2 per cent. Species showing small populations of only 
f pop � 5 per cent are excluded from the fit since they may arise from a self- 
shielded contaminating population ( Fe II , Mg II , and Al II ). The measurement 
of strong O VI is also excluded from the fit since it requires a third (more 
ionized) phase that is poorly constrained. This is because one can only set a 
lower limit on density based on the absence of associated C IV (comparing 
with Fig. 10 , one may see that this density is log ( n H ) � −4.3). These four 
species not included in the fit are shown as grey points for completeness. 
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alue of our parameter scan of log n H = 0. This is driven by the
easurement of O I . A higher density in the high density phase may

rovide a better fit to the O I column density, but only to a limited
xtent since it will lead to a worse fit to C II and Si II . 

Again we can infer a gas clumping scale by dividing the hydrogen
olumn density by the hydrogen density from this final, joint fit of
pecies that reliably probe diffuse, photoionized gas. Our dense gas
hase corresponding to n H = 1 cm 

−3 requires a clumping scale of
nly l c = 0.009 parsecs. If we marginalize the density of this dense
omponent and take the 1 σ minimum value for a 6 parameter fit
 �χ2 = 7.04) we obtain a minimum density of log ( n H /cm 

−3 ) =
0.62 equi v alent to a maximum (1 σ ) clumping scales of l c = 0.08

arsecs. 
The intermediate density gas is expected to have structure pre-

ominantly on 4 kpc scales. Once again the low density phase traced
y O VI is unconstrained. 

 DISCUSSION  

10 and P14 argued that the presence of high density gas (inferred
rom the relative strength of low ionization species) indicates the
resence of cold dense clumps 10s of parsecs in size, embedded in
 more diffuse medium. We have reviewed and revisited this claim
y improving the methodology, challenging several assumptions and
nterpreting the results more deeply, while quadrupling the amount
f data updating from SDSS-BOSS DR9 (Ahn et al. 2012 ; Dawson
t al. 2013 ; Lee et al. 2013 ) to SDSS-eBOSS DR16. Specifically, we
ave 

(i) explored the statistical robustness of the mean composite
pectrum error estimation, 

(ii) made robust statistical measurements of H I column density
nd verified its homogeneity, 

(iii) impro v ed the robustness of metal column densities, 
(iv) explored metal line dependence on density and temperature, 
(v) measured the covariance and populations of metal species, 
NRAS 532, 32–59 (2024) 
(vi) inferred the properties of the dominant strong metal popula-
ion, 

(vii) placed limits on the density derived from a single element
carbon and silicon) for the strong metal population, 

(viii) performed a fit to models of density and temperature for the
trong metal population. 

From silicon alone we find that gas clumping on scales of at most
6 parsecs is required assuming temperatures of at least 10 3.5 K.
o we ver, when we include C IV , C II , Si IV , Si III , C II , Si II , and O I

e find that a clumping scale of 0.009 parsecs is fa v oured (with
 1 σ upper limit of 0.38 parsecs) and super-solar metallicities are
equired. 

We discuss this chain of reasoning its weak points further below. 

.1 Metal populations and the nature of SBLAs 

ur covariance measurements and population models carry wider
mplications for the nature of SBLAs than simply gas property

easurements. Perhaps some SBLAs probe the CGM (with low ions
nd medium/high ions) and others probe the metal enriched IGM
showing only medium/high ions). Alternatively perhaps all SBLAs
robe the CGM with medium/high ions, and when the line of sight
appens to pass through a dense clump, low ions are also seen. 
The former implies a high impact cross-section to at least one

ense clump with covariance being driven by CGM/IGM separation.
he latter, implies a lower impact cross-section to dense clumps and
ov ariance dri ven by the lines of sight passing through the CGM
ith or without intersecting a dense clump. 
Naturally these two scenarios are not mutually e xclusiv e. This

s self-evident since we cannot exclude the possibility that a metal
ich IGM surrounding the CGM plays a significant role. Nor can we
rgue that there is a perfect association between our SBLA samples
nd CGM regions. This is likely to be a factor in why the high
on covariance is non-zero, but we cannot rule out the possibility
hat some CGM is relati vely dif fuse or metal poor (e.g. inflows).
n practise the variation in ion strengths must arise due to some
ombination of SBLA purity, CGM selection purity of SBLAs and
he impact cross-section to various phases. The first term is known
ince we have measured the FS0 sample purity to be 89 per cent.
eglecting this minor correction, the fractional size of the low ion

trong population, ≈30 per cent, provides the cross-section to high
ensity phases modulated by the CGM purity. We make this assertion
ecause these low ionization species are not expected to occur in
ignificant quantities outside of the CGM. 

.2 Inferring gas properties from SBLA metals 

ollowing on from P10 and P14 , we focus on the surprising
ppearance of low ionization metal species in forest absorbers that are
ptically thin to ionizing photons. All the metal line measurements
re of interest but the low ionization species drive our interpretation
owards a quite narrow set of physical conditions. Specifically, the
eed for high densities and therefore small-scale clumping. 

Our goal in this work has been to update the measurements of P14
ith the final BOSS/eBOSS dataset, to make error estimates more

obust and to perform a thorough multi-phase and multi-population
nalysis of our measurements in order to generate statistically robust
onstraints. 

Despite our inclusive error analysis, the error estimates on the
etal column densities remain so tight that no single population,
ultiphase model is satisfactory. This in combination with an



Studying the circumgalactic Medium with SBLAs 51 

a  

s
t  

a  

s

w
a
q  

s  

s
S
t  

h  

t

a
p
F
t  

n
c

1  

g
r
c
S
e
d  

n  

s

a
a
o
m
o
i  

k
i
b
o
T  

h  

L
E
i
p

s
s
s
w  

t  

c
(  

b
a  

p
s  

a

 

p  

A  

b  

T
i

 

e
t  

c
o
m

g  

s  

s
o  

(  

t
u  

a
o  

a
h
v  

Q  

g

9

W
s
t  

H  

T  

w
p
p  

f
o  

e  

c

i
r
r  

s  

i
d
h  

t  

b
=  

r  

h  

m

d  

v
T  

z  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/532/1/32/7692038 by guest on 26 Septem
ber 2024
nalysis of the metal line covariance has led us to go beyond the
tudy of mean properties in the composite spectrum and explore 
he full properties of the stack. Hence, we forward model the metal
bsorbing population for each of our metal species using the full
tack. 

The quality of fit provided by the population is largely acceptable, 
ith more complex models unjustified by current data. Exceptions 

re C III λ977 and O VI λ1032, both of which offer 0 per cent 
uality of fit. This is not surprising since these are two of our four
trongest metal features. It seems likely that this is a sign that more
ophisticated population models are required by larger samples of 
BLAs and/or higher signal-to-noise spectra. It is also possible that 

he metal populations are an exceptionally poor fit in these two cases,
o we ver, neither species’ strong line fits are critically important for
he main results presented in this article. 

For each of the metal species we obtain (among other quantities) 
 constraint on the absorbing population size. All species with a 
opulation modelling constraint are included in the fit except Al II , 
e II , and Mg II since their strong populations are sufficiently small 

hat they could plausibly arise in self-shielded gas (although it is
otable that Fe II and Mg II column density constraints are statistically 
onsistent with preferred models). 

Given the measured column density of log ( N H I / cm 

−2 ) = 

6 . 04 + 0 . 05 
−0 . 06 for the FS0 sample, the lack of any significant inhomo-

eneity in the H I population, the small potential interloper incidence 
ate, and our efforts to exclude metal species that show populations 
onsistent with the interloper rate, we robustly conclude that our 
BLA analysis is not sensitive to complex self-shielding effects 
xpected for LLSs, or indeed partial LLSs. The inferred column 
ensity is at the limit where these effects are considered to be
egligible and therefore the sample under study can be treated as
trong, blended groupings of optically thin Ly α forest absorbers. 

The measurements of covariance indicate that strong low ion 
bsorption is also associated with strong medium and high ion 
bsorption, so we proceeded with measurements of the properties 
f these strong metal SBLA systems in various forms. Measure- 
ents of carbon-only and silicon-only were made independent 

f assumptions about abundance patterns providing lower limits 
n gas density and so upper limits on gas clumping on sub-
pc scales, but full fits become possible where all elements are 
ncluded. These fits require three phases. Two phases to provide 
oth low and medium ions (defined broadly to include C IV ) and 
ne additional unconstrained phased providing only O VI absorption. 
he derived density of n H = 1 cm 

−3 for the dense phase is notably
igh even for the CGM (corresponding to an o v erdensity of 10 5 ).
eading to a measurement of 0.009 parsecs cold dense clumps. 
ven if one considers the 1 σ lower limit on density allowed 

n this fit, the analysis requires subparsec scale clumping (0.38 
arsecs). 
Parsec-scales are required by silicon alone but the sub-parsec 

cales are driven by O I absorption. We cannot dismiss the mea- 
urement of O I absorption since no other metal lines contribute 
ignificantly to the measurement spectra bin. Si II λ1304 is closest but 
hen one fits the full Si II line profile one sees that the contribution

o the O I line centre is negligible (as shown in Fig. 9 ). Note that
harge-exchange driving the O I ionization fraction to that of H I 

Draine 2011 ) does not apply in this case. This effect occurs at the
oundaries of H I and H II regions and as we have discussed, SBLAs 
re optically thin to H I ionizing photons and no boundary region is
resent. We must, therefore, conclude that we are probing clumps on 
cales as low as 1 per cent of a parsec due to our measurement of O I

bsorption. 
Small increases in the fa v oured density abo v e n H = 1 cm 

−3 are
ossible since the fa v oured density is the one selected as a prior.
lso lower temperatures than our prior of 10 3.5 K are also possible
ut would stretch the limits of plausibility for a photoionized gas.
he relationship between density and temperature warrants further 

nvestigation in simulations. 
It should be noted that this work assumes a solar pattern of

lemental abundances (taken from Anders & Grevesse 1989 ) for 
he final results in Fig. 17 . If the relative abundances of oxygen,
arbon and silicon differ significantly from solar in SBLAs then 
ur results would require modification. Our carbon and silicon only 
easurements are, of course, unaffected. 
Furthermore we assume photoionization reflecting a ‘quasar + 

alaxy’ UV background following Haardt & Madau ( 2001 ). Morri-
on et al. ( 2019 ) and Morrison et al. ( 2021 ) demonstrated that large-
cale inhomogeneities exist in the UV background at these redshifts 
n scales of 10s or even 100s of comoving Mpc. Morrison et al.
 2021 ) in particular explored the spatial variation in metals species
hrough large-scale 3D quasar proximity in eBOSS DR16. There we 
sed a mixed CGM sample including the superset of FS0 + FS1 + FS2
nd found 10–20 per cent variations in O VI and C IV absorption 
n 100 comoving Mpc h −1 scales with similar variations in Si IV
nd Si III also possible but unconstrained. It seems clear that the 
igh ionization species studied here are susceptible to large-scale 
ariation while the low ionization species have not yet been explored.
uestions remain about the potential impact of the local galaxy (or
alaxies) of these CGM systems. 

.3 Comparison with simulations 

ind tunnel simulations indicate that cold clumps of gas should 
urvive entrainment by a hot galactic wind despite concerns that 
hey might be destroyed before they can be accelerated by Kelvin-
elmholtz instabilities (McCourt et al. 2015 ; Gronke & Oh 2018 ;
an, Oh & Gronke 2023 ). These simulations are broadly consistent
ith our findings that such high-densities, low-temperatures (for a 
hotoionized medium) and small-scales are plausible. Indeed many 
hysical effects with characteristic scales of order a parsec are key
or the ejection, propagation, entrainment and subsequent accretion 
f gas in the CGM with important consequences for further galaxy
volution (Hummels et al. 2019 ; Faucher-Giguere & Oh 2023 and
itations therein). 

For detailed observational predictions, high resolution cosmolog- 
cal simulations are required and cosmological simulations do not 
esolve below 10-pc-scales even with zoom-in regions or adaptive 
efinement (Lochhaas et al. 2023 ; Rey et al. 2024 ). CGM scales as
mall as 18 pc have been studied by Rey et al. ( 2024 ) for a single
solated dwarf galaxy although this is currently computationally 
emanding. They found that increasing resolution does indeed reveal 
igher densities ( n H ≈ 0.5 cm 

−3 ) and more extreme temperatures in
he CGM (both 10 3.6 and 10 6.5 K). It is notable that temperatures
elow our minimum prior of 10 3.5 K or our high density prior of n H 
 1 cm 

−3 were not required in this simulation. Ho we ver, we cannot
ule out that that more extreme temperatures will be required by yet
igher resolutions needed to probe the 0.01 pc scales inferred by our
ultiphase, strong population, multi-element fit. 
Although it seems that no simulations currently exist that repro- 

uce the full range of conditions we infer for SBLAs, they can
alidate our findings that extreme small-scales are a requirement. 
his can be achieved by simply passing lines of sight through CGM
oom-in simulations and selecting those which meet our with H I
MNRAS 532, 32–59 (2024) 
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roperties (an H I column of ≈10 16 cm 

−2 and distributed in compo-
ents o v er 138 km s −1 to generate flux transmission < 25 per cent)
nd comparing with the metal populations we infer. 

Cosmological simulations can also address the potentially less
emanding task of helping us understand the relationship between
ur selection of strong, blended Ly α absorption and the galaxies and
ark matter haloes identified by it. In particular, to learn whether it
an be optimized to better reco v er these systems or be modified to
dentify others. Such tests would greatly enhance our understanding
f how the Ly α forest traces IGM and CGM properties. 

.4 Individual systems and SBLA analogues 

s explained in Section 7.1 , we advise caution in the interpre-
ation of column densities measured in this work. The features

easured here are integrated and averaged quantities. Our popu-
ation analysis seeks to correct for the impact of averaging SBLAs
howing weaker metal absorption with SBLAs showing stronger
etal absorption, but the integrated nature of our measurements

er SBLA is una v oidable. SBLAs themselves arise due to the
lending of Ly α lines o v er 138 km s −1 and we cannot rule out
hat they correspond to multiple close CGM regions of multiple
lose galaxies (‘close’ here referring to both impact parameter and
edshift). Furthermore within one CGM region we cannot resolve
ndividual metal lines. We do not measure metals o v er the full
bserved feature profile as explained in Section 7.1 , but even
ithin the narrower 138 km s −1 velocity window the measurements

re integrated quantities. They cannot be trivially compared to
ndividual metal line components that one might fit in an individual
pectrum. 

If one interpreted the measured signal as arising from single lines
he metals would be strong and quite evident in high-resolution
nd high signal-to-noise studies of individual quasar absorption
pectra. Those systems drawn from the strong population we have
nferred would be even more evident once one takes into account the
ssociated line strength boost, leading to quite high column densities
 F strng in Table 6 ) but once again we stress that these are integrated
olumn densities. 

We illustrate this argument with Appendix C in which we identify
BLAs at 2.4 < z abs < 3.1 in 15 high resolution and high signal-to-
oise KODIAK spectra by taking 138 km s −1 bins and the noiseless
efinition of SBLAs ( −0.05 ≤ F Ly α < 0.25; where in this work we
imit ourselves to −0.05 ≤ F Ly α < 0.05 to prioritize SBLA purity in
ight of the SDSS noise). 

Fig. C1 shows the distribution of flux transmissions in native Keck
IRES wavelength bins at the position of Si II λ1260 in the SBLA

est frame. Distributions are also shown for pixels on both the red and
lue side of the Si II feature (selected as usual to be at wavelengths
way from lines and on the pseudo-continuum). Error bars show
he 75 per cent spread of these null distributions. At the level of
hat one can discern by eye the Si II λ1260 pixel distribution could
av e been dra wn from the null distributions. Based on our analysis,
round a third of SBLAs should show ‘strong’ Si II absorption with an
ntegrated column density of N strng = 10 12.7 cm 

−2 . Assuming that this
ignal is present in association with this KODIAK SBLA sample, it
ust be weak enough to not be clearly detected here. In other words,

he Si II absorption signal must be weak and distributed among the
ativ e pix els in the 138 km s −1 SBLA window and not a single
arrow Si II line with N = 10 12.7 cm 

−2 . 
One might reasonably ask, then, what SBLAs should look like

n individual spectra of high quality. The inferred column densities
NRAS 532, 32–59 (2024) 
ay be integrated column densities but the strong metal population
hould nevertheless be individually significant. 

Ho we ver, high confidence individual line identification is not
imply a matter of observing a significant absorption line. They
ust also be unambiguously assigned an absorption transition and

edshift. This may be complex task when lines are weak and there
re no lines from the same species with which to confirm. It is made
ore difficult at high redshift where the line density in quasar spectra

s generically higher, particularly in the Ly α forest. O I is particularly
hallenging since Si II absorption is expected to be nearby and could
e caused by the same galaxy or galaxy group. Our measurement of
tatistical excess here is robust and unambiguous because all sources
f contaminating absorption are included in our error analysis both
n the mean composite and the multipopulation decomposition. 

We are aware of what appears to be one strong metal SBLA
nalogue at z > 2 in the literature, published in Nielsen et al.
 2022 ). Following up on systems in their catalogue of Mg II absorbers
he y disco v ered an associated compact group of galaxies and DLA
bsorption. Among many interesting structures seen, there is an group
f seven H I absorbers with velocities offset bluewards from the
entral velocity by between 350 and 450 km s −1 . The H I column
ensity of these lines is between ≈10 13.5 and ≈10 15.8 cm 

−2 , with a
roup total of approximately 10 16 cm 

−2 . The velocity range of this
tructure and the resulting integrated column density are consistent
ith our SBLA sample. In Nielsen et al. ( 2022 ), this SBLA seems to
ave been found because of its association with this wider clustering
f strong H I and strong Mg II . It should be noted that this system
ould not have been selected by our methods because the SBLA
y α absorption is masked by the wide damping wing of the close
LA in the spectrum. Of course SBLAs in groups with DLAs will
e missing from our sample in general, but the loss will be minimal
ecause, as mentioned elsewhere (e.g. Section 3 ), SBLAs are much
ore numerous than DLAs. Nielsen et al. ( 2022 ) measure the H I

olumn densities of these individual lines using higher order Lyman
ines. 

The average metal absorption strengths o v er a 138 km s −1 window
s similar to our strong metal population in all the lines which are
easured by both studies: Si II , Si III , C III , Si IV , and C IV . Their

ntermediate metal ion models are also broadly similar to what
e find. For low ionization species Nielsen et al. ( 2022 ) infer

hat components are present with solar or super-solar metallicities,
igh densities (between −2 < log n H < −1), low temperatures (3
 log T ( K ) < 4.5) and sub-parsec gas clouds. They do not infer

ensities as high as here nor gas clouds as small but they do not
resent detailed O I measurements, which are the main driving factor
ur e xtreme inferences. The y point out that the observ ed O I column
ensity of the DLA portion of the group is high compared to their
odel, but they are not able to measure O I for the SBLA (pri v ate

ommunication). 
The analysis of KODIAQ data presented in Lehner et al. ( 2022 )

resumably include SBLAs among their sample, but when they
efine their sample of strong Ly α absorption systems (or ‘SLFS’
s they call them) they do not include the blending requirement
ritical for SBLAs selection and CGM properties that we, P10 , P14 ,
nd Yang et al. ( 2022 ) have seen. Instead, their SLFS appear better
haracterized as IGM systems. Ho we v er, the y do show an e xample
hich superficially seems to quality for SBLA selection, and it

ppears to be an example of a weak metal system in contrast to
he strong metal system case discussed abo v e. 

Studies of individual low ionization systems in photoionized
 N H I ≈ 10 16 cm 

−2 ) are more common at low redshift. Examples
f such works are Lehner et al. ( 2013 ), Sameer et al. ( 2021 ), and
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spectrum); therefore, the weighting applied at the metal line is a complex mix 
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u et al. ( 2022 ). These works also produce a similar picture of
ultiphase gas showing small clumps (or clouds or shells) on parsec 

cales with temperatures of around 10 4 K. 
Studies such as these (that focus on the detailed properties of

ndividual absorbers) have particular virtues compared to our work, 
ncluding probing detailed velocity structure and temperature from 

ine widths. Ho we v er, the y cannot (yet) study the statistical properties
f well-defined and unbiased large samples of CGM systems with our 
ide range of metal species. Our work demonstrates that the Nielsen 

t al. ( 2022 ) SBLA with super-solar metallicity and high densities is
ot simply an isolated oddity but a member of a population of around
25 000 in current surv e ys (taking a ∼25 per cent strong population
.5 million SBLAs expected in eBOSS). 
Simulators aiming to reproduce the results of these studies can 

eek to generate gas clouds that reproduce these properties among the 
louds in their simulations. Whereas simulators can aim to compare 
he global properties of their CGM systems by simply reproducing 
ur simple selection function. In this sense, our statistical work com- 
lements the detail gas properties derived from those observations. 

.5 Comparison with other obser v ations based on stacking 

e have referred P10 and P14 throughout this work. They showed 
vidence of dense, parsec-scale, photoionized gas, and the goal 
as been to build upon their stacking methods, impro v e on the
xploitation of their composite spectra, and verify their conclusions. 
here is a another study, Yang et al. ( 2022 ), that has been inspired to
pply these methods to SDSS-IV/eBOSS DR16 data. 

Our work is different in many respects from that publication. 
eferring back to the list at the beginning of this section, only
oint (iv) regarding investigating the density and temperature of 
as pro v ed by the composite spectrum is in common between the
wo papers. In a sense, Yang et al. ( 2022 ) follows on directly from
14 in that they take a range of composite spectra for different
y α absorption strengths and explore more sophisticated ionization 
odels to interpret them. P14 measured both the full profile of

he metal features and the core of the absorption profile associated 
ith the 138 km s −1 velocity window ‘central pixel’ matched to 

he Ly α selection. The former is a more inclusive integration and 
herefore generates a higher column density for both metals and 
 I (see for example the comparison between their tables A1 and 
3). Yang et al. ( 2022 ) take the full profile approach only, while
e take the central pixel approach only. The moti v ation for our

hoice is set out in Section 7.1 . Yang et al. ( 2022 ) will, therefore,
aturally present higher metal column densities than us derived from 

he composite spectrum. This difference makes direct comparison 
ifficult. 
There are further complications from differences in analysis 

hoices. We select and stack Ly α absorbers and their associated 
pectra in precisely the same way as P14 in bins of flux transmission
and so take advantage P14 progress on understanding SBLAs with 
ests on hydrodynamic simulations and comparison with Lyman 
reak galaxy samples). On the other hand, Yang et al. ( 2022 )
elects Ly α samples in windows of flux transmission contrast (see 
ppendix A ), have a different S/N requirement for selection, apply 
o strong redshift cut (sacrificing sample homogeneity for statistics 
n the process) and weight their stack of spectra to compute the
omposite. On this final point regarding weighting, we do not weight 
he spectra by S/N because we wish to preserve the equal contribution
f every system stacked, which simplifies our population analysis. 
e are also conscious of the fact that weighting the stacking by
/N would bias us towards stronger Ly α absorption in complex in
ifficult to control ways. 3 

With all these caveats in mind, the results of Yang et al. ( 2022 ) and
ur measurements of the mean composite spectrum present broadly 
he same picture of multiple gas phases in the CGM exhibiting
ow ionization species tracing at least one high density phase, 
igh ionization species tracing at least one low density phase, and
ntermediate ionization species probing intermediate densities. They 
o not go into a detailed error analysis to understand what is allowed
tatistically, and so did not conclude (as we do) that column densities
nd their small error estimates force us to go beyond fits to the
omposite spectrum and study the underlying population behind the 
ean. When we do this, we appear to disagree with some of the
ndings of Yang et al. ( 2022 ). Our population analysis leads us to
ule out a significant higher column density H I subpopulation, forces 
s to higher densities, subparsec clumping and lower temperatures 
or agreement with low ionization species. We are also forced to
imilarly low temperatures for intermediate/high ionization species 
excluding O VI ) along with ele v ated densities and metallicities. 

In this work, we explored a more precise and demanding error
nalysis method compared to P14 and included not just the statistical
rrors in the stacking but also absorbed uncertainty in the pseudo-
ontinuum fitting to generate the final composite spectrum. P14 
onserv ati vely assumed that the errors in the final step were equal
o the rest of the errors combined and scaled their error estimates
f the stacked spectra by 

√ 

2 for the composite spectra. Our end-
o-end bootstrap error analysis shows that the pseudo-continuum 

tting step contributes weakly to the errors. This is quantified by ε
s shown in Table 4 . Assuming that the pseudo-continuum fitting
s performed with similar care to this work, this contribution can
ypically be neglected and the step of pseudo-continuum fitting an 
ntire suite of bootstrapped realizations of the stack can be foregone.
his is assuming that the error estimate need only be known to
round 10 per cent precision. A notable exception is C III , for
hich the error contribution is estimated at 26 per cent due to

he challenge of separating it from absorption by Lyman series 
ines. Overall, we advocate moving beyond studies of the mean (or
edian) composite spectra alone and in doing so make the need

or precise error estimates redundant. Instead we advocate a focus 
n forward modelling the underlying population, and measuring 
ovariance between the metal features in order to obtain a deeper
nderstanding of the SBLA population studied. 

.6 Future sur v eys 

espite the extreme high signal-to-noise in the composite spectrum 

resented here, our work demonstrates that more data is needed. 
ur population analysis requires not only high S/N in the composite

pectrum but excellent sampling over the entire SBLA ensemble to 
uild high a S/N measurement of the distribution function of the flux
or every metal line studied. Only the metal transitions presented here
ere sufficiently well-sampled to obtain a population estimate. On 

he other hand, the distributions functions of some metal transitions 
MNRAS 532, 32–59 (2024) 
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re sufficiently well-measured that our 5 parameter fit does not appear
o capture the characteristics of the population and a more complex
arametrization is required. 
More quasar absorption spectra are required to both widen the

ange of transitions (and species) measurable and help define im-
ro v ed metal populations for a more e xtensiv e round of forward
odelling. The DESI surv e y (DESI Collaboration 2016 ) be gan in

021 and is expected to grow to produce around 700 000 z > 2.1
uasar spectra. The WEAVE-QSO surv e y (Pieri et al. 2016 ; Jin et al.
023 ; Pieri et al. in preparation) is expected to begin imminently
nd will observe around 400 000 z > 2.1 quasar spectra. 4MOST (de
ong et al. 2019 ) is also in preparation and looks set to include z >
.1 quasars among its spectroscopic sample. These surv e ys will also
enerate greater numbers of the moderate-to-high signal-to-noise
pectra (S/N � 3) spectra required to identify SBLAs. 

These next generation surveys will also provide spectral resolution
hat is twice (DESI and 4MOST), three-times (WEAVE-QSO LR)
r even ten-times (WEAVE-QSO HR) the resolution BOSS spectra.
his will allow us the freedom to treat the velocity scale of the
election blend as a free parameter. In this work, we noted the striking
imilarity between the inferred halo mass derived from the large-
cale 3D clustering of the Ly α forest with SBLAs and the virial mass
nferred by treating the velocity-scale of the blend as the halo circular
elocity. This may be a coincidence but if there is some connection
t raises the attractive possibility of identifying specific galaxy
opulations or halo populations from Ly α absorption blends/groups
lone. This warrants further study using next generation surveys and
imulations with accurate small-scale IGM and CGM Ly α clustering.

The diversity of environmental properties for IGM/CGM gas
tudied in the Ly α forest is also expected to grow substantially in
he coming years. Maps of the cosmic web are expected using IGM
omography applied to data from WEAVE-QSO (Kraljic et al. 2022 ),
ESI, PFS (Takada et al. 2014 ; Greene et al. 2022 ), and further to the

uture MOSAIC (Japelj et al. 2019 ) and a potential DESI-II surv e y,
llowing us to study SBLA properties in filaments, sheets and voids
f structure. Furthermore, large z > 2 galaxy surv e ys are expected
 v er the coming years associated with these surv e ys allowing us
o study gas properties near confirmed galaxies of known impact
arameter with galaxy properties. These surv e ys promise to shed
ew light on the formative epoch of galaxy formation in the build-up
owards cosmic noon. 

0  C O N C L U S I O N S  

n this work, we have sought to establish the potential of Strong,
lended Ly α, or SBLA, absorption systems for the study of the
GM. In this work, we define ‘strong’ as a flux transmission less

han 25 per cent and ‘blended’ as average absorption in bins of
38 km s −1 . We build on the work of P14 in various ways such that
e conclude a new widespread class of circumgalactic system must
e defined and we explore the properties of these CGM systems. 
Specifically we find, 

(i) SBLA samples can be defined various ways to prioritize sample
ize of sample purity, though we focus on the main sample of P14
or continuity, we which label FS0. 

(ii) We make the first statistical constraint of the H I column
ensity of the FS0 SBLA sample and find it to be log ( N H I / cm 

−2 ) =
6 . 04 + 0 . 05 

−0 . 06 with a Doppler parameter of b = 18.1 + 0 . 7 
−0 . 4 km s −1 . This is

ot an individual line measurement but a constraint of the dominant
 I column density in the 138 km s −1 spectra window driven by a

onvergence to a solution ascending the Lyman series. 
NRAS 532, 32–59 (2024) 
(iii) By studying the mean composite of the FS0 sample we find
hat at least 3 phases of gas are present in SBLAs but that no single

ultiphase solution can be found that would agree with the tight
rror bars and so a multiphase and multipopulation model is needed.

(iv) We explore the SBLA population by forward-modelling trial
opulations using portions of the stack of spectra without correlated
bsorption as a null test-bed. In doing this we find good agreement
ith a bi-modal population, and we exclude from further study metal

ransitions which are consistent with populations small enough to
lausibly arise from rare LLS interlopers. 
(v) We find that low ionization metals (traced by optically thin gas)

re present in a 1/4 of SBLAs while higher metal ionization species
re typically more common in SBLAs (present in 40–80 per cent
ases). We also find that H I shows a high degree of homogeneity as
easured from the Ly ε population. 
(vi) We study the covariance between our metal features and

nd that metals species are significantly covariant with one another
panning all ionization potentials. In general low ions show a high
 xcess co variance with one another, moderately e xcess co variance
ith intermediate ions and a mild e xcess co variance with high ions.
his is consistent with the picture presented by the population
nalysis where low ions appear 25 per cent of the time and tend
o appear together, while other ions are more common in SBLAs. It
lso indicates that when SBLAs are strong low ions, they are strong
n all metal ions and so defines a sub-class of metal strong SBLAs. 

(vii) By conserv ati vely focusing only silicon species Si IV , Si III ,
nd Si II we find densities in metal strong SBLAs of at least
og ( n H /cm 

−3 ) > −2.45 are required assuming > 10 3.5 K. This
orresponds to gas clumping on < 255 parsecs scales. 

(viii) Focusing conserv ati vely only carbon species C IV , C III ,
nd C II we find that densities in metal strong SBLAs of at least
og ( n H /cm 

−3 ) > −2.95 are required assuming > 10 3.5 K. This
orresponds to gas clumping on < 2.5 kpc scales. 

(ix) We fit a mixture of three gas phases to all metal lines
ssociated with the metal strong SBLA sub-population (excluding
pecies that could arise due to self-shielding). The highest ionization
hase is required by O VI but it unconstrained. The intermediate
onization and low ionization phases both require our minimum
emperature of T = 10 3.5 K. The intermediate ionization model shows
 density of log ( n H /cm 

−3 ) > −3.35 (equi v alent to 15 kpc clumping)
ith metallicity [X/H] = −1.1. The fa v oured low-ionization phase
odel has a density of n H = 1 cm 

−3 corresponding to scales of only
.009 parsecs and metallicity [X/H] = 0.8. The minimum allowed
ensity for this phase is log n H > −0.93 (at 1 σ ) corresponding to
 clumping of 0.38 parsecs. These extreme and yet common CGM
onditions required further study in simulations. 
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PPENDIX  A :  C O R R E L AT I O N  F U N C T I O N  

E T H O D O L O G Y  

e use the same general data quality requirements as set out in
ection 2 with two exceptions; the boxcar smoothing S/N cut is
ot used but no data is used with λ < 3600 Å, and DLA wings
re not masked but corrected for. The sample of Ly α forest
uasars is selected from DR16Q in the redshift range 2.05 < z

 3.5. For computational convenience, we combine three adjacent
pectral pixels into wider analysis pixels while determining the
ontinuum normalization. Forests containing less than 20 analysis
ixels are discarded. Finally, we normalise the continuum to each
pectrum using the method described in Blomqvist et al. ( 2019 )
nd de Sainte Agathe et al. ( 2019 ) which evolved from ‘method
’ of Busca et al. ( 2013 ). Note that this normalization is not
 fit of the continuum. A mean quasar spectrum is fit to each
pectrum and what results is a fit to both the quasar continuum
nd the mean flux of the forest (or ‘mean flux decrement’ as
t is sometimes called). Given that the normalization is not to
he 100 per cent transmission level of each quasar but to the
ean, what is actually obtained is a flux transmission contrast, δ

often called ‘flux transmission fluctuations’ or simply the ‘delta
eld’). 
Stated briefly, this involves fitting a mean quasar spectrum to the

orest with only 2 free parameters for amplitude and slope. The
otal number of Ly α forests included in the final sample for cross-
orrelation studies is 335 259. 

Our procedure for measuring the Ly α forest flux-transmission
eld and its cross-correlation with the SBLA distribution, to which a

heoretical model is fitted to measure the SBLA bias parameter b SBLA ,
losely follows the methods established by the BOSS collaboration
Slosar et al. 2011 ; Busca et al. 2013 ; Kirkby et al. 2013 ; Slosar et al.
013 ; Font-Ribera et al. 2014 ; Delubac et al. 2015 ; Bautista et al.
NRAS 532, 32–59 (2024) 
017 ; du Mas des Bourboux et al. 2017 , 2020 ). The particularities of
sing the SBLA sample are described in detail in PR23 . To measure
he correlation functions we use version 4 of the publicly available
ode package PICCA . 4 The fits for the SBLA bias are done using the
ackage VEGA . 5 

Here we summarize the procedure used but we refer the reader
o PR23 for details. The correlation between the flux transmission
ontrast δ in the Ly α forest and the SBLA distribution is estimated
s 

A = 

∑ 

( i,k) ∈ A 
w i δi 

∑ 

( i,k) ∈ A 
w i 

, (A1) 

here the sum runs o v er all pairs of deltas i and SBLAs k in a
eparation bin A . The weights w i are defined as the inverse of the
otal variance of the delta field and take into account both instrumental
oise and the large-scale structure contribution. Our coordinate grid
s defined by square bins of size 4 h 

−1 Mpc in comoving separations
long the line of sight r � and transverse to the line of sight r ⊥ 

.
ach bin has an associated redshift defined as the weighted mean

edshift of the included pixel-SBLA pairs. The ( r ⊥ 

, r � ) separations
re calculated assuming a flat � CDM model with parameter values
aken from the Planck 2015 result (using the TT + lowP combination;
lanck Collaboration XIII 2016 ): �c h 2 = 0.1197, �b h 2 = 0.0222,
νh 2 = 0.0006, h = 0.6731, N ν = 3, σ 8 = 0.8298, n s = 0.9655, �m 

 0.3146. The coordinates are equi v alently expressed in terms of ( r ,

), where r = 

√ 

r 2 ⊥ 

+ r 2 ‖ and μ = r � / r . 

Following du Mas des Bourboux et al. ( 2017 ), Blomqvist et al.
 2018 ), and du Mas des Bourboux et al. ( 2020 ), the covariance
atrix is estimated using a subsampling technique in which the

ky is divided into small regions defined by HEALPIX pixels (G ́orski
t al. 2005 ). 

We fit the measured forest-SBLA cross-correlation to a physical
odel adapted from the forest cross-correlation with quasars (du
as des Bourboux et al. 2017 ) and DLAs (P ́erez-R ̀afols et al.

018 ). Besides the standard linear-theory prediction involving the
ias and redshift-space distortion parameters (Kaiser 1987 ) for
he Ly α forest and the SBLAs, the model also takes into ac-
ount the effect of absorption by high-column density system
nd smoothing of the correlation function due to the 4 h 

−1 Mpc
inning. The linear matter power spectrum is obtained from CAMB
Lewis, Challinor & Lasenby 2000 ) for the fiducial cosmology
t reference redshift z ref = 2.334. Distortions of the correlation
unction due to the continuum fitting procedure are corrected for
sing the ‘distortion matrix’ (Bautista et al. 2017 ; du Mas des
ourboux et al. 2017 , 2020 ). Correlations arising from absorption
y metals in the Ly α forest are modelled using a linear bias
arameter for each metal line and mapped onto the Ly α coor-
inate grid using the ‘metal distortion matrix’ (Blomqvist et al.
018 ). 
We perform a joined fit using the correlations in the Ly α

nd Ly β regions. We limit the fit to separations in the range
0 < r < 180 h 

−1 Mpc , co v er the full angular range −1 < μ < 1
nd remo v e pix els with r ⊥ 

< 30 h 

−1 Mpc , corresponding to 4940
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PPENDIX  B:  TEST  O F  T H E  BOOTSTRAP  

EALIZATIONS  

s described in Section 5 , the error in the stacked flux was
alculated as the standard deviation of the flux distribution across 
000 realizations of the stack created by bootstrapping the Ly α
bsorber sample. The assumption that for a given wavelength bin, 
he distribution of flux realizations captures the uncertainty of the 
tacked flux, also requires the mean of the distribution to equal the
tacked flux value. The degree to which they are unequal can be
haracterized by the bootstrap bias, 

( λr ) = 

∣∣∣∣F S − 〈 ˜ F S 〉 
F S 

∣∣∣∣ , (B1) 

here F S and 〈 ˜ F S 〉 are the mean stacked flux, and the mean of the
ootstrap realizations of the mean stacked flux, respectively. 
The bootstrap bias can differ at every rest-frame wavelength and 

o verify that the number of realizations is sufficient for our analysis
e must verify that the bias is low at all rest-frame wavelengths. To

his end, we have calculated the bias for 900 < λr < 2900 Å (since this
ncompasses all the rest frame wavelengths used in our work). We 
lot the fractional cumulative distribution function of these biases in 
ig. B1 . Over 98 per cent of the stacked pixels have a bootstrap bias
maller than 0.01. It is evident from Fig. B1 that the suite of 1,000
ealizations of the stack adequately represents the noise for most of
he stacked pixels. 
igure B1. Fractional cumulative distribution function of the bootstrap bias 
or the mean stacked spectrum of SBLA sample FS0. 
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PPENDI X  C :  C O M PA R I S O N  WI TH  

BSORBERS  IN  H I G H  RESOLUTI ON  SPECTRA  

ere we explore the resolved pixel properties of metals associated 
ith SBLAs using 15 high resolution and high S/N Keck HIRES

pectra (Table C1 ) taken from the K eck Observ atory Database
f Ionized Absorption toward Quasars (KODIAQ; Lehner et al. 
014 ; O’Meara et al. 2015 , 2017 ). KODIAQ pro vides e xtracted,
ontinuum-normalised, and combined public HIRES spectra of 
uasars. The KODIAQ spectra have high S/N but in order to build
n SBLA sample of extremely high purity, we impose the flux
oundaries of FS0, namely −0.05 ≤ F Ly α < 0.05. In the process
e conserv ati vely focus on the strongest SBLAs in our sample. We

ollow all the usual requirements of SBLA selection here; we rebin
he Ly α forest to bins of 138 km s −1 width and for continuity
e limit ourselves to 2.4 < z abs < 3.1. This yields 108 SBLAs
ith an incidence rate of d n /d z = 12.4. The incidence rate of the
MNRAS 532, 32–59 (2024) 

igure C1. The probability distribution of resolved flux transmission equiv- 
lent to our measured of Si II 1260 absorption reco v ered in Keck HIRES 
pectra. The pixels included span the wavelength bin we call the ‘central 
ixel’ and include the information usually lost due to the moderate resolution 
f SDSS spectra. For comparison 10 local equi v alent null samples centred 
n ±7, 8, 9, 10, 11 Å are also analysed. These null pixels sample the 
ame uncorrelated absorber population contaminating the Si II measurement. 
he Si II sample and associated nulls samples are derived from 108 SBLAs 
btained from 15 HIRES spectra in 138 km s −1 -wide bins. The error bars on 
he null distributions correspond to 75 per cent the spread the nulls. 

able C1. HIRES quasars used from KODIAQ. 

uasar z Keck program 

134004 + 281653 2.517000 U17H, D.Tytler 
220852-194400 2.558000 C55H, W.Sargent 
094202 + 042244 3.284050 U35H, Wolfe 
083933 + 111207 2.696000 U11H, A.Wolfe 
103456 + 035859 3.388386 H13H, A.Cowie 
234451 + 343348 3.053000 U46H, Wolfe 
113130 + 604420 2.905892 U131H, Wolfe 
124610 + 303117 2.560000 U02H, D.Tytler 
155152 + 191104 2.822700 C168Hb, Steidel 
110610 + 640009 2.202364 U17H, D.Tytler 
121134 + 090220 3.291703 U34H, Wolfe 
005700 + 143737 2.648508 N033Hb, Bida 
142438 + 225600 3.620000 H12H, A.Cowie 
003501-091817 2.422646 A185Hb, Pettini 
235050 + 045507 2.633003 N033Hb, Bida 
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Figure D1. The covariance matrix of the stacked spectrum (and therefore 
of the composite spectrum) centred on ( black cross ) the covariance of flux 
transmission measurements of O I λ1302 and C II λ1335. Also shown as 
open circles are the local positions in the covariance matrix used as null 
measurements providing an estimate of measurement error (see the text). 
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BLA population as a whole ( F Ly α < 0.25 assuming that the data is
f fecti vely noise-free) at these redshifts is d n /d z = 23.4. 

We then take all the (native resolution) pixels that fall within
he central pixel of Si II λ1260 using our main analysis wavelength
olution. In doing this we are exploring what we would find if we
ere able to resolve the absorption that yields our Si II λ1260 central
ixel measurement. The black, solid curve in Fig. C1 shows the
esulting flux transmission PDF. The blue (dotted) and red (dashed)
DFs and represent the null measurements as measured by the
ean (and the 75 per cent spread) of 5 samples each collected
 v er a velocity width 138 km s −1 ( ±7, 8, 9, 10, 11 Å) from the
entral pixel measurements. These results are consistent with the
istrib ution fa v oured by the population analysis; a strong population
f Si II absorption with ≈90 per cent flux transmission. There is no
ndication of a small but very strong population that would lead
s to conclude that the signal arises from LLSs. Here, equi v alent
omposite spectrum flux transmission is F C = 0.97 compared to our
ain eBOSS measurement of F C = 0.9481 to be explained by the

arger errors due to uncorrelated absorption evident in the difference
etween the redside and blueside nulls in Fig. C1 . 

PPENDIX  D :  MEASURING  META L  FEATURE  

OVA R I A N C E  

n this work, we have demonstrated that there is significant variance
n the underlying metal populations that give rise to the signal
easured for each metal transition measured in the composite

pectrum of SBLAs. These populations have been forward modelled
ndependently for each metal transition. Here, we explore the degree
o which these populations vary together from SBLA to SBLA
accepting that for any given SBLA unresolved phases may be
resent). 
We complete the full covariance matrix of our stack of spectra

orrected for the 

ov( F C ( λ1 ) , F C ( λ2 )) = 

1 

n 

n ∑ 

i= 1 

(
F i ( λ1 ) − F S 

)(
F i ( λ2 ) − F S 

)
, 

(D1) 

oting that the covariance in the composite spectrum is equal to the
omposite of the stacked spectrum since the outcome is invariant of
he fixed contribution of the pseudo-continuum normalization step. 

The covariance matrix is computed for the entire wavelength range
f the composite spectrum but of particular interest are the positions
iving the covariance between wavelength transitions of interest. An
xample is given in Fig. D1 for O I λ1302 and C II λ1335. Note that
o covariance calculation is possible between Si II λ1260 and O I

1302 because we never measure both for the same systems. This is
ecause Si II λ1260 is only measured in the forest and O I λ1302 is
NRAS 532, 32–59 (2024) 
ever measured in the forest and because we suppress pixels within
he quasar proximity zone (including the Ly α emission line itself). 

In order to ascertain whether the covariance measurements be-
ween every pair of metal transitions considered are statistically
ignificant, we also sample covariance matrix at 64 local posi-
ions corresponding to 8 local pixels for both lines (see Fig. D1 ).
hese local pixels are determined using the same method as set
ut in Section 8.1 . The error on each covariance measurement is
erived from the standard deviation of the ensemble of 64 null
alues. 

Finally in order to allow meaningful comparison of the measured
ovariance from one pair of transitions to another, we normalize
ur measurements (and the local null measurements) signal in the
omposite for the two lines 

ov n ( X 1 , X 2 )) = 

Cov( X 1 , X 2 )) (
1 − F C ( X 1 ) 

)(
1 − F C ( X 1 ) 

) (D2) 

here X 1 and X 2 correspond to the two metal transitions of interest.
ig. D2 shows the normalized covariance for every pair transitions
sed in the population analysis. 
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Figure D2. The normalized covariance with error estimates (derived from 

local null points in the covariance matrix) for every pair of lines used in our 
population analysis. The top panel shows the main 3 fiducial lines considered 
as typical low, intermediate and high ions in this work, the second panel 
shows ions of carbon, the third panel shows ions of silicon, and the bottom 

panel shows the low ions that (to varying degrees) presented populations 
small enough to be plausibly derived from self-shielded gas in Table 5 and 
associated text. 
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