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Abstract:
District heating networks have proven their higher conversion efficiency, economic viability and environmental benefits when compared to decentralized and individual heating systems. These benefits are achieved through the ability to incorporate a wide variety of production means, including renewable intermittent sources but also via the use of short-term and/or inter-seasonal storage.

Due to the numerous interactions between these components, their different dynamic aspects and operating constraints, physical simulations are computationally heavy so that running optimization tasks become prohibitively expensive and time consuming. Therefore, new control optimization schemes need to be drawn up to accelerate the predictive control and to facilitate the decision-making process.

In the present work, we assess the application of geometric deep learning as a surrogate modeling framework for district heating simulations. Beyond processing non-Euclidian data, this deep learning approach aims to encode geometric and topological understandings of data as inductive biases in deep learning models. More precisely we trained Graph Neural Networks to emulate a thermo-hydraulic simulator of district heating network. This statistical inference method allows us to drastically reduce simulation time, hence unlocking further optimization loops and parametric space exploration. In addition, their permutation equivariance and stability to perturbations are assessed to discuss their scalability to more complex network topologies and control schemes.
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Nomenclature

<table>
<thead>
<tr>
<th>Letter symbols</th>
<th>Greek symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$ specific heat, $J/(kgK)$</td>
<td>$\gamma$, $\phi$ differentiable functions</td>
</tr>
<tr>
<td>$T$ temperature, $K$</td>
<td>$\omega$ learnable parameters (weights) of inference function</td>
</tr>
<tr>
<td>$\dot{m}$ mass flow rate, $kg/s$</td>
<td>$\sigma$ non-linear activation function</td>
</tr>
<tr>
<td>$N$ number of nodes</td>
<td></td>
</tr>
<tr>
<td>$N_b$ number of branches</td>
<td></td>
</tr>
<tr>
<td>$M$ incidence matrix, $\in \mathbb{R}^{N \times N_b}$</td>
<td></td>
</tr>
<tr>
<td>$KS$ area independent heat transfer coefficient of pipe, $W/K$</td>
<td></td>
</tr>
<tr>
<td>$V$ volume of the fluid contained in the control volume, $m^3$</td>
<td></td>
</tr>
<tr>
<td>$F_\omega$ inference function</td>
<td></td>
</tr>
</tbody>
</table>

Subscripts and superscripts

| i node | l at layer | t time-step or learning step |
| s relative to soil | b relative to branches | ext relative to exterior |
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1. Introduction

Anthropic activities have increased net greenhouse gas emissions since 2010 in all major sectors (industry, energy, transport, agriculture, construction). A study by IPCC Group III [1] investigated ways to mitigate climate change and reduce greenhouse gas emissions. According to their report, switching from fossil fuels to low-carbon energies is essential to limit climate change. In Europe, the production of heat and cold represents half of the energy consumption and is mainly based on fossil fuels [2]. Since the last century, district heating networks (DHN) have been deployed mainly due to their economical and efficiency benefits. For example, having a joint production process, a higher conversion rate and less maintenance allows to decrease the operating and maintenance costs. Moreover, DHN are well suited for areas of mixed use with strong anchor clients [3]. In recent years, due to the rapid development of renewable energy technologies, the 4th generation of DHN have been identified as a viable option to decarbonize the heat production sector [4, 5]. First, they operate at lower temperatures, hence reducing heat losses and increasing the efficiency of conversion systems. They also take advantage of various heat sources including renewable and recycled ones such as biomass, geothermal, solar thermal, and waste heat. Finally, coupling these sources with thermal energy storage (TES) and optimal control should allow a better peak management. However, the use of TES and various heat sources, some of which are intermittent, adds a new complexity to the system including the stochastic character of some variables such as resources availability, weather conditions and electricity price, which therefore implicitly integrate a predictive character in the control and optimization methods of these systems.

In order to successfully operate these advanced thermal networks, an intelligent control strategy is required. A detailed review on control strategies for DHN can be found in [6]. This study shows that the current tendency is to use hybrid control schemes based on multi-agent systems and model predictive control (MPC). This method falls in two parts: first, solving an operational optimization centrally i.e. energy planning, and then it is distributed to other decentralized agents related to consumers and the different producers connected to the network. This strategy involves the simulation of the dynamic behavior of the considered DHN. In fact, the controller needs to understand and predict the behavior of the system and its response to various scenarios of control variables which requires multiple simulations over variable large time horizons. To accomplish this, accurate models of the network's different components and their interactions are required. Several studies have been carried out to develop numerical models of DHN [7–11]. They can be classified in two main categories: dynamic and pseudo-dynamic models. The latter approach considers only the thermal transient and assumes instantaneous hydraulic changes as fluid dynamic perturbations (i.e. pressure variations) are quickly transferred to the whole network, about 1000 times faster than temperature variations [8]. More importantly, when considering intermittent heat sources like solar thermal, it is crucial to use an adapted small time-step for the simulations. Consequently, this makes running iterative optimization methods computationally heavy and time consuming.

One solution to overcome this limitation is the formulation of a numerically efficient and stable surrogate model of DHN simulations. There are several surrogate modeling approaches [12] such as reduced order models, Gaussian kriging, radial basis functions, etc. But lately and due to extensive research and advances in computing technologies, different studies investigated the application of machine learning algorithms as surrogate models for different engineering systems including energy conversion and distribution processes [13–17]. For example, the study in [16] consisted on training a graph neural network to approximate the optimal solution of power flow optimization problem for electric grids. The results showed that the surrogate model is $10^5$ faster than the interior point optimization method and it exhibits much better scalability to larger networks. A tutorial review on using neural network for MPC is given in [17]. More specifically, it highlights the use of recurrent neural networks (RNN) to predict the state of the process model. The authors applied this approach to drive the reactants concentration of a non-isothermal continuous stirred-tank reactor (CSTR) to the optimal steady-state point by controlling heating rate and inlet concentration. It was found that the physics based RNN-MPC system converges faster and requires less computational time.

In the field of DHN design optimization and control, machine learning was applied at two different levels. The first one focuses on predicting the thermal load [18, 19] and the second, more recent, on applying deep reinforcement learning to train autonomous agents to optimal DHN operation [20]. However, to the best author’s knowledge, no attempt to formulate a surrogate model of DHN simulation using machine learning have been made. Therefore the primary contributions of this work are as follows:

- A flexible physical pseudo-dynamic simulator of district heating network has been developed based on graph theory.
- To the best author’s knowledge, this is the first attempt to apply GNN as surrogate model for physical district heating network transients.
- This approach is validated through the prediction of district heating network behavior as the temperatures evolution in each node of the network.
- Using this framework allows to significantly reduce simulation time from hours to seconds, $\sim 10^4$ faster.
This opens the possibility to further develop quasi instantaneous optimal control schemes.

The remaining of the paper is organised as follows: Section 2. describes the physical model that has been developed to simulate transient dynamics in DHN. Section 3. briefly introduces fundamentals of machine learning with a focus on GNN and the final architecture of our surrogate model. Then, section 4. presents the application case that was chosen to evaluate our approach. Finally, the results, limitations and future developments are presented in section 5.

2. Physical model

The physical model that has been developed is intended to serve as a data generator for DHN simulations similarly to what has been done on the electrical network side with the MATPOWER test cases project [21]. The choice of pseudo-dynamic resolution is justified as the time-step of DHN simulations is generally around one hour and recently minutes with the development of IoT sensors. The hydraulic changes are in fact quick and are transferred to the whole network in a period of time of seconds.

The model has been developed in Python language. We used TESPy (Thermal Engineering Systems in Python) package [22], an open-source physical solver previously validated on different use cases [23–25]. To simulate steady and transient dynamics of DHN, a customised code layer has been built upon this physical solver. Mainly, the first step consisted on defining the topology of the network using graph theory, then physical properties were assigned to each component in order to run the simulations.

2.1. Graph representation

The topology of each DHN is defined using graph theory. Let \( G = (V, E) \) be a graph with a set of \( N \) nodes \( V \) and a set of \( N_e \) edges \( E \). Physically, the edges are the pipes of the network, while the nodes can be either consumers, producers or distribution/control valves. As the flow direction is an important variable, DHN are represented as directed graphs. Therefore, the simulator needs two variables to completely define the DHN. The first is the oriented incidence matrix \( M \in \mathbb{R}^{N \times N_e} \), which has a row for each node \( i \) and a column for each edge \( j \) such as \( m_{ij} = 1 \) if edge \( j \) enters the vertex \( i \), \( m_{ij} = -1 \) if the edge leaves the node and \( m_{ij} = 0 \) if the two elements are not connected. The second variable is the nodes vector \( V_0 \in \mathbb{R}^N \) that defines the type of each node with regard to a predefined set of supported node types schematized in Fig.1.

Currently, the consumer nodes are considered to be heat sinks without modeling the sub-station part, producer nodes can be one of the heat sources implemented at this time: gas boiler, biomass boiler and solar thermal collectors. Finally, two types of distribution valves are modeled, 3 ways valves and cascading consumers valve. The next step is to assign the suitable physical characteristics to each component. The methodology and the physical models implemented are detailed in appendix A.

Current page: 2.2. Numerical methods

Following the graph representation of DHN, the simulator solves the corresponding thermo-hydraulic equations based on the pseudo-dynamic regime assumption. Via a control volume approach, simulating transient dynamics of DHN yields to the following equations for the hydraulic part (see [9]):

\[
M \cdot G + G_{ext} = 0,
\]

Figure 1: The components of each node type supported by the physical simulator
\[ M^T \cdot P = R \cdot G - W. \]  

(2)

In Eq. 1, \( G \in \mathbb{R}^{N_b} \) is the vector containing the flow of each branch, \( G_{ext} \in \mathbb{R}^N \) the vector containing the extractions or injections of flows that occur at the nodes.

In Eq. 2 \( R \in \mathbb{R}^{N_b \times N_b} \) is a diagonal matrix containing the hydraulic resistance of each pipe, \( W \in \mathbb{R}^{N_b} \) contains the pressure increases due to the work of the pumps and \( P \in \mathbb{R}^N \) the vector containing the values of the total pressure in each node. It should be noted that equations 1 and 2 form a non-linear system given that \( R \) depends on \( G \). This system is solved using Newton-Raphson algorithm, \( G \) and \( P \) being the unknowns of the system.

After the steady hydraulic regime is solved, i.e. the pressure and mass flow rate in each node are known, the thermal transient regime is obtained by following the direction of flow in the network and considering each pipe as a control volume with the outlet temperature as unknown (Fig. 8a):

\[ \rho c_p V_j \frac{dT_j}{dt} = c_p G_j (T_{i-1} - T_i) - K S_j \left( \frac{T_{i-1} + T_i}{2} - T_s \right) \]  

(3)

In case of more than one pipe entering a node \( i \), the temperature of this node is calculated considering a perfect mixture assumption. The heat losses are calculated considering the average temperature of each pipe, this assumption is generally applied in numerical models considering that the temperature drops very slightly along a single pipe segment between two nodes [27]. Formulating Eq. 3 for the whole network leads to a linear system that is solved using Euler implicit scheme.

### 3. Surrogate model

In this section we introduce the surrogate model (SM) architecture that was used for our imitation learning problem. The output of the model can be any variable of interest, but without loss of generality, in this work the SM is trained to predict the evolution of the return temperature at each node given the network topology, its physical characteristics, heat demand and a set of control laws.

#### 3.1. Supervised learning

The aim is to train the SM to emulate the thermo-hydraulic simulator of a DHN. More precisely, let \( X \) be the set of inputs given to the physical model and \( Y \) the outputs through the physical equations detailed in section 2.2. The SM takes the same inputs and imitate the physical simulator by constructing an inference function \( F_\omega \) such that \( Y_\omega = F_\omega (X) \) where \( \omega \) is a vector of parameters, called weights, that are adjusted during the training step to minimize a specific loss function \( L_\omega \) (i.e. residual function), for example the \( L_2 \) norm (i.e. Euclidean norm) \( L_\omega = \| Y_\omega - Y \|_2 \).

This is known as a supervised learning problem since we have both the input and output data, unlike unsupervised learning where the goal of the model is to find patterns in the input data to classify them for example. More schematically, the learning process corresponds to an optimization loop where the weights of the model are corrected iteratively in order to reach a global minimum of the loss function as illustrated in Fig. 2. The figure also introduces the first hyper-parameter of the SM: the learning rate \( \alpha \) which modulates the convergence speed of the model.

\[ X = \begin{cases} 
\text{network topology} \\
\text{physical characteristics} \\
\text{heat demand} \\
\text{control laws}
\end{cases} \rightarrow \text{Physical model} \rightarrow Y = \text{temperature vector} \]

\[ Y_\omega = F_\omega (X) \rightarrow L_\omega = \sum \| Y_\omega - Y \|_2 \]

Optimizing \( \omega \) using stochastic gradient descent

\[ \omega^{(t+1)} = \omega^{(t)} - \alpha \cdot \nabla L_\omega \]

- \( t \) : learning step
- \( \alpha \) : learning rate

Figure 2: Supervised learning loop of a surrogate model
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3.2. Multi-Layer perception networks

The task of constructing the inference function $F_y$ is an active research area in machine learning. However, deep learning is a particular sub-domain of machine learning where extensive developments are being made continuously. This framework is mainly based on artificial neural networks (ANN) as the learning structure. The simplest ANN is called Multi-Layer Perceptron (MLP) which consists of interconnected layers of artificial neurons, named perceptrons. The neurons in each layer are connected to the neurons in the next layer, forming a directed acyclic graph. Each neuron receives inputs from the neurons in the previous layer, applies a linear transformation to the inputs, and passes the result through a non-linear activation function. The output of a neuron $i$ in layer $l$ is computed as follows:

$$x^{(l+1)}_i = \sigma \left( \sum_{j=1}^{N_{l+1}} \omega_{lj}^{(l+1)} x^{(l)}_j + b_{i}^{(l+1)} \right),$$

where $x^{(l+1)}_i$ is the output of neuron $j$ in the previous layer, $\omega_{lj}^{(l+1)}$ is the weight of the connection from neuron $j$ in layer $(l)$ to neuron $i$ in layer $(l + 1)$, $b_{i}^{(l+1)}$ is the bias of neuron $i$ in layer $(l + 1)$, $N_l$ is the number of neurons in layer $(l)$, and $\sigma$ is a non-linear activation function, for example the rectified linear unit function $\text{ReLU}(t) = \max(0, t)$. Intuitively, the activation function either allows the neurons to communicate its output to the next one (i.e. activated) or not when the output does not meet the activation criterion.

Finally, the output of the MLP is the output of the last layer of neurons $\hat{y} = x^{(L)}$. Where $\hat{y}$ is the predicted output, and $L$ is the number of layers in the MLP.

3.3. Graph neural networks

Message passing operation

GNN are a class of neural networks designed to operate on data represented as graphs. GNN aim to learn representations of nodes or the entire graph, which can be used for various tasks such as node classification, node regression, link prediction, etc. The key idea behind GNNs is to iteratively update the representation of each node by aggregating information from its neighboring nodes. This is done by passing messages between nodes using a set of learnable parameters. The message passing operation can be formulated as in [28]:

$$x^{(l+1)}_i = \gamma_w \left( x^{(l)}_i, \bigoplus_{j \in \mathcal{N}(i)} \phi_w \left( x^{(l)}_i, x^{(l)}_j, e_{ij}^{(l)} \right) \right),$$

where $x^{(l)}_i$ is the representation of node $i$ at layer $l$, $\bigoplus$ a differentiable permutation invariant function (sum, mean, etc.) and $\mathcal{N}(i)$ is the set of neighboring nodes of node $i$. Finally, $\gamma_w$ and $\phi_w$ are differentiable functions with learnable weights $\omega$ such as MLPs defined in section 3.2. $e_{ij}^{(l)}$ is the edge representation connecting node $j$ to node $i$.

In each layer of a GNN, the representations of all nodes are updated using the message passing operation, resulting in a new set of node representations at the next layer. This process is repeated for multiple layers, allowing the GNN to capture increasingly complex dependencies between nodes. $x^{(l)} = [x_1^{(l)}, x_N^{(l)}]$ is the matrix containing the updated representations of the nodes at layer $l$. If the GNN has $L$ layers, then one has $X^{(0)} = X$ i.e. the initial inputs of the model and $X^{(L)} = \hat{X}$ i.e. the final outputs. For a more guided and detailed presentation on GNN, see [28–30].

Graph attention networks

Graph Attention Networks (GATs) are a type of GNN that uses attention mechanisms to selectively aggregate information from neighboring nodes [31]. The attention mechanism allows GATs to learn different weights for different neighbors of each node, depending on their relevance to the prediction task. Following the definition in Eq.5, the graph attention operation is written as:

$$x^{(l+1)}_j = \sigma \left( \alpha_{i,j} W x^{(l)}_i + \sum_{j \in \mathcal{N}(i)} \alpha_{i,j} W x^{(l)}_j \right),$$

where $\alpha_{i,j}$ is the attention coefficient for each neighbor $j$ of node $i$ and $\sigma$ a non-linear activation function. In a GAT, the representation of each node $i$ at layer $l$ is computed as a weighted sum of its neighbors’ representations, where the weights are learned using an attention mechanism [31]. The interest of this method here is that physically, nodes in a DHN are first impacted by their upstream neighboring node along the direction of flow, and then by the other nodes in a lesser degree.
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4. Study case

4.1. Model architecture

The inference problem shown in Fig. 2 involves the use of heterogeneous inputs. Here we will distinguish them according to their static or dynamic character and then according to whether these data are local or global, in other terms whether they are defined at nodes and edges levels or at graph level. First, let $H$ be the horizon of prediction of the SM and $\Delta t$ the time-step such that $H = p \times \Delta t$ and $p$ the number of data points. We define:

- Static nodes attributes: here we simply map the node type to a predefined scalar \{producers $= 0$, valves $= 0.5$, consumers $= 1$\}. This input will be noted $X_s \in \mathbb{R}^N$.

- Static edges attributes: as each edge represents a pipe, the attributes are the pipe length $L$, inner diameter $D$ and its equivalent thermal resistance $K S$. Subsequently, this variable is noted $E_s \in \mathbb{R}^{N_b \times 3}$.

- Dynamic nodes attributes: it consists of a matrix containing the evolution of heat demand at each node that will be noted $X_d \in \mathbb{R}^{N \times p}$. For distribution valves and producers, the heat demand is computed as the sum of the heat load at their children nodes.

- Global dynamic attributes: this input includes the control signals that affect the whole network, in our case these will be the evolution of the supply temperature $T_s \in \mathbb{R}^p$ and total mass flow rate $G_{tot} \in \mathbb{R}^p$. This input also holds the evolution of the external temperature along the prediction horizon $T_{ext} \in \mathbb{R}^p$.

The network topology is implicitly included during the learning phase via the adjacency list that is used by the graph attention operation in order to select the neighbors of each node. Following the above definitions, the SM architecture is in the form of an encoder-processor-decoder as shown in Fig. 3. The encoder consists of two MLPs that transform the input data and project it into a latent space where each node is assigned two hidden vectors representing respectively its local attributes (heat demand) and also information from global variables updated with neighbors representations using three graph multi-head attention layers. The processor parts consists on transforming the node hidden representations using three multi-headed attention operations, found to be more efficient than single headed attention in [31]. Finally the decoder is composed of two linear layers that maps the nodes representation to the output space. The model was implement using Pytorch geometric library [33].

![Figure 3: Surrogate model encoder-processor-decoder architecture](https://doi.org/10.52202/069564-0286)

4.2. Data generation

In order to assess our approach, we chose to apply it on the academic study case modeled in [32]. This choice is based on the availability of data needed by the physical simulator. The site includes buildings of different usage profiles as shown in Fig. 4 where the number under each node indicates its index. Given the annual heat load for each consumer and a typical external temperature variation, we generate an hourly consumption profile for each building using the geometric series approach implemented in demandlib library [34], a Python package that allows to create heat profiles from annual values. The supply temperature $T_s$ depends on the outside temperature according to the adapted water law from [35]. For the total flow rate $G_{tot}$, it is determined
by energy balance over the entire network. The network operation is then simulated for one year with a time step $\Delta t = 600s$. The simulation time is equal to $t_{\text{sim,4c}} = 182.1 min$ using a four cores CPU processor, which is equivalent to $t_{\text{sim,1c}} = 636.2 min$ of single core CPU time. The outputs are time series of $8760 \times 6 = 52560$ data points for each node, representing the evolution of temperatures. Then, we split the data into two datasets, 75% for training and 25% for validation. The horizon of prediction defined in section 4.1. is set to 1 week $= 7 \times 24 \times 6 = 1008$ data points. Thus 39 weeks are used for training and 13 for the validation. Typical values were used for the model hyper-parameters:

- The learning rate $\alpha$ is set to $\alpha_0 = 1 \cdot 10^{-3}$ with an exponential decay factor of $k = 5 \cdot 10^{-4}$, meaning that $\alpha = \alpha_0 \times e^{-kt}$ where $t$ is the epoch number. Therefore, the learning rate is reduced as the training advances which slows down the gradient descent as the loss function approaches its minimum.

- The batch size is the number of samples processed before the model is updated. Here it is set to 8, a compromise between the volume of available data and a large batch size.

- The number of epochs is the number of complete passes through the training dataset. In our case, the model was trained over 200 epochs.

- Finally, $L_2$ norm was used as the loss function.

The outputs are time series of $8760 \times 6 = 52560$ data points for each node, representing the evolution of temperatures. Then, we split the data into two datasets, 75% for training and 25% for validation. The horizon of prediction defined in section 4.1. is set to 1 week $= 7 \times 24 \times 6 = 1008$ data points. Thus 39 weeks are used for training and 13 for the validation. Typical values were used for the model hyper-parameters:

- The learning rate $\alpha$ is set to $\alpha_0 = 1 \cdot 10^{-3}$ with an exponential decay factor of $k = 5 \cdot 10^{-4}$, meaning that $\alpha = \alpha_0 \times e^{-kt}$ where $t$ is the epoch number. Therefore, the learning rate is reduced as the training advances which slows down the gradient descent as the loss function approaches its minimum.

- The batch size is the number of samples processed before the model is updated. Here it is set to 8, a compromise between the volume of available data and a large batch size.

- The number of epochs is the number of complete passes through the training dataset. In our case, the model was trained over 200 epochs.

- Finally, $L_2$ norm was used as the loss function.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{dhn_topology.png}
\caption{DHN topology of the study case adapted from [32]}
\end{figure}

5. Results and discussion

After the training phase, the model has been tested on the validation dataset. The root mean squared error (RMSE) is used to evaluate the model performances. It can be seen from table 1 that the error stays below 0.7K for all nodes. Moreover, we report a more visual plot in Fig.5a & 5b for predictions of the node 9, which is an administration building, and the furthest consumer node from the central heating plant. Also, the predictions for node 13, which is a different consumer type, are given in Fig.5c & 5d. More precisely, we plot the normalized temperature (Eq.7), this scaled variable is inherent to the the SM training that fits better with normalized variables (both inputs and outputs) which helps to stabilize the gradient descent step.

$$T^* = \frac{T - T_{\text{min}}}{T_{\text{max}} - T_{\text{min}}}.$$  

It can be seen that the prediction results are very close to the values obtained from the physical simulation.

\begin{table}[h]
\centering
\caption{RMSE for return temperatures prediction on validation dataset}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
node & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 \\
\hline
RMSE (K) & 0.5 & 0.3 & 0.7 & 0.2 & 0.3 & 0.3 & 0.5 & 0.3 & 0.2 & 0.1 & 0.1 & 0.1 & 0.1 & 0.1 \\
\hline
\end{tabular}
\end{table}

The biggest deviations are found at the peaks where the SM underestimates the minimum temperature values and slightly overestimates the maximum values. We also added the Pearson correlation coefficient $r$ that is equal to 0.84 in this case, reflecting a good correlation. The inference time is equal to $t_{\text{inference}} = 0.15s$ against $t_{\text{sim,4c}} = 2700s$ for the physical simulation on the validation dataset which accounts for approximately $1.8 \times 10^4$ time gain.

\url{https://doi.org/10.52202/069564-0286}
The regularity observed in the return temperature is the direct effect of the heat profile of the consumer and also the small impact of the control variables that vary quite moderately. Additionally, the same results are shown for node 4 in Figs.5e & 5f. In this case, we observe that the trend is not perfectly fitted while the SM still captures the peak values. Given the scales on both figures, the error, RMSE = 0.3 K is still small and acceptable. However, this overestimation of temperature will impact the energy balance on the graph level. This indicates a lack of physical representation in the SM parameters.

In order to test further the model adaptability and its sensitivity to control laws, we tested it with new simulations where the supply temperature curve and the total mass flow rate were changed more often. Physically, this implied that the return temperature at each node was more affected by the control variables than the heat load itself. The model was not able to capture the correct patterns as illustrated in Fig.6. This limitation originates from an imbalance between the two encoding blocks where the local MLP seems to affects more the prediction. One way of adressing this problem is to incorporate physical laws during the learning phase. More precisely, it is possible to add physical constraints on the predicted values as part of the loss function, in our case this

Figure 5: Example of predictions for nodes 4 (valve), 9 (administration building) and 13 (hotel)
could be the mass and energy conservation equations that have to be verified at each iteration. Another line of exploration is to use recurrent neural networks such as Gated Recurrent Units (GRU) or Long-Short Term Memory (LSTM) cells that better incorporate the notion of temporality and time dependence into the inference function. Finally, another option is to train the model on more data and different network structures which will allow the SM to better emulate the physical behaviour of DHN.

Figure 6: Example of prediction for node 13 (hotel) with a different control law

6. Conclusion
To conclude, the use of geometric deep learning as a surrogate modeling framework for district heating simulations has been evaluated in this study and offers promising results. By leveraging the ability of this approach to process non-Euclidean data and incorporate geometric and topological understandings of data into deep learning models as inductive biases, Graph Neural Networks were trained to emulate a thermo-hydraulic simulator of a district heating network. This statistical inference method has enabled us to significantly reduce simulation time by $10^4$ orders of magnitude. Nevertheless, this approach was inadequate to properly capture the physical relations when the control laws are sharper. Therefore, we are currently working on incorporating physical constraints in the surrogate model to alleviate this limitation along with using recurrent structure to leverage more the time dependencies of the data. These improvements will be the subject of a future publication.
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Appendix A  Adding physical inputs to the simulator

Once the network topology defined, the physical properties of each component are fed to the model:

- **Branches:** The oriented incidence matrix $M$ allows to create connections between nodes. Each edge corresponds to two pipes, the feeding pipe and the return one. We implement two layers insulated pipes as in [26]. Therefore, all the geometrical quantities ($L, r_1, r_2, Z_b, \ldots$) shown in Fig.7 are inputs to the model, in addition to thermal conductivities $k$ and roughness $\epsilon$ for determining pressure loss in the pipes.

- **Producers:** Here, the inputs to the model vary depending on the heat source type. As the study case in section 4. considers only gas boiler, the required inputs are $Q_{max}$, which is the maximum heat rate of the plant, $p_r$ the outlet/inlet pressure, and the isentropic $\eta_s$ efficiency of the pump coupled to heat source.

- **Valves:** A quasi-incompressible fluid is assumed, which is always the case for liquids. The fluid flow between the inlet and the outlet of the valve is assumed to be isenthalpic. The flow rate is governed by the equation (8) derived from Bernoulli’s law. $K_v$ is the required input by the model.

\[
\dot{V} = K_v \sqrt{\Delta P}. \tag{8}
\]

- **Consumers:** Similarly, the outlet/inlet pressure ratio is needed, and the heat load can be either a scalar if steady state resolution or a vector in the case dynamic simulation.

Finally, the model also needs global inputs that are the external and ground temperatures. The solver comes with its proper verification tools that make sure the system is nor over or under determined. Depending on the resolution scheme and the aim of the simulation, the unknowns of the system have to be chosen carefully. However, and without loss of generality, we will consider the particular case where the DHN is already designed, the variables of our system are the supply temperature at the heat source $T_s$ and the total mass flow rate $G_{tot}$.

![Figure 7: Schematic diagram of an insulated pipe [26]](https://doi.org/10.52202/069564-0286)

![Figure 8: Control volume used in Eq.3 and illustration of the error induced by using the average temperature to compute heat losses](https://doi.org/10.52202/069564-0286)