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Abstract

Deep multi-source domain adaptation is based on deep neural networks and exploits knowledge from multiple source domains to improve predictions on a target domain. In this paper, we are especially interested in investigating domain adaptation in a supervised context, with limited data and class imbalance. We propose a new multi-source supervised domain adaptation approach that is able to transfer both shared knowledge across all source domains and source domain specific knowledge toward a target domain. Transfer contribution weights are computed during training based on domain divergence. They are used to balance each source domain impact on learning during the model training phase, limiting negative transfer as much as possible. We conduct extensive experiments to show that our approach competes and even outperforms other state-of-the-art domain adaptation approaches on both image benchmark datasets and real-world tabular medical data. We perform statistical analysis to better evaluate our experimental results, and conduct an ablation study to evaluate the usefulness of each component of the method.
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1 Introduction

Learning from imbalanced data requires a specific learning approach in order to pay specific attention to the class distribution during the training phase. Deep Learning is notoriously hard when dealing with limited data. Indeed, if the data is too limited, it is impossible to properly train a deep model, and simpler Machine Learning approaches should be preferred. When independent limited but similar datasets are available, it becomes adequate and beneficial to use deep multi-source domain adaptation to improve predictions on the target domain [1–4]. Exploiting knowledge from several source domains can help to minimize the negative impact of both limited data and class imbalance.

In this paper, we propose a new interesting multi-source supervised domain adaptation approach, which we ultimately aim to apply on real-world limited and imbalanced medical tabular data.

In transfer learning, we aim to exploit knowledge from one or several source dataset(s) to improve learning performance on another target dataset. For transfer learning to be beneficial, the dataset(s) used as source(s) should be similar enough to the target dataset. A source that is not similar enough to the target will negatively impact learning performance, and should not be used in this context. We talk about domain adaptation when we aim to learn a single and common task by transferring knowledge from one or several source domain(s) to a target domain. A very well-researched area of domain adaptation is single-source domain adaptation [5–7], that is, when we use only one source domain to transfer towards the target domain. A more complex and less researched area is multi-source domain adaptation [8–11], where we use several source domains to transfer as much knowledge as possible to the target. Domain adaptation can help largely improve prediction performance on the target domain by exploiting more knowledge from source domain(s) than available on the sole target domain. Domain adaptation is often used to make prediction possible on an entirely unlabeled target domain, that is, unsupervised domain adaptation. In our work, we are interested in a case where the target domain is labeled as any standard dataset, in this case we talk about supervised domain adaptation, which is a less researched domain adaptation area, despite being a common real-world occurrence.

In this paper, we propose a new original approach for multi-source domain adaptation in a supervised context, and demonstrate its performance on limited and imbalanced data. Namely, Weighted Multi-Source Supervised Domain Adaptation (WMSSDA). WMSSDA transfers knowledge from $s$ source domains to a similar target domain. It learns a domain invariant latent space, regularized using both statistical and adversarial approaches, where shared knowledge across source domains is transferred to the target domain, and $s$ source domain specific latent spaces, in which source specific knowledge is transferred. With such an architecture, our proposed approach WMSSDA is able to exploit both common knowledge across all domains and source specific knowledge that is useful for inference on the target domain. We compute source domain specific transfer contribution weights during training, those are applied
during training to weight the importance of each source domain on learning, reducing as much as possible Negative Learning. We conduct extensive experiments to compare our approach with other baseline and state-of-the-art domain adaptation approaches in a data-limited and class imbalance context. We show that WMSSDA outperforms other state-of-the-art domain adaptation approaches on both image benchmark datasets and real-world medical tabular data. We perform an ablation study to validate the pertinence and positive impact of each component in our method.

The source code used to conduct our complete experiments is available at the following GitHub repository.

In the rest of the paper, we first formally describe our domain adaptation learning scenario in section 2, we then present related works from transfer learning and learning on imbalanced data literature in section 3. Section 4 describes our proposed approach, we show our experimental results in section 5 and conclude with a summary of our contributions, results and future perspectives.

## 2 Learning Scenario

In this section, we formally describe the considered learning scenario.

### 2.1 Notations and Preliminaries

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{X}$</td>
<td>Feature space</td>
<td>$T$</td>
<td>Target domain</td>
</tr>
<tr>
<td>$\mathcal{Y}$</td>
<td>Label space</td>
<td>$P(\cdot)$</td>
<td>Distribution</td>
</tr>
<tr>
<td>$X$</td>
<td>Data sample</td>
<td>$f(\cdot)$</td>
<td>Labeling function</td>
</tr>
<tr>
<td>$Y$</td>
<td>Labels sample</td>
<td>$s$</td>
<td>Number of source domains</td>
</tr>
<tr>
<td>$D$</td>
<td>Domain</td>
<td>$c$</td>
<td>Number of classes</td>
</tr>
<tr>
<td>$S$</td>
<td>Source domain</td>
<td>$n$</td>
<td>Number of instances</td>
</tr>
</tbody>
</table>

Table 1: Main notations used in this paper.

Table 1 summarizes the used notations in this section and the rest of the paper. We introduce definitions and concepts needed for the following sections, our notations are inspired by the work of [12], we took liberties to adapt them to our multi-source supervised domain adaptation context.

Let $\mathcal{X} \in \mathbb{R}^d$ denote an input feature space, with $d$ the number of features, and $\mathcal{Y} = \{1, \ldots, c\}$ a multi-class output label space, with $c$ the total number of classes. We define a domain as a pair formed by a distribution over $\mathcal{X}$ and a labeling function mapping from $\mathcal{X}$ to $\mathcal{Y}$. We note $D = (P(X_D), f_D)$ the domain $D$, with $P(X_D)$ the marginal distribution of $D$ over $\mathcal{X}$, $f_D : \mathcal{X} \rightarrow \mathcal{Y}$ is the labeling function mapping from feature to label space, $X_D$ is the data sample.
defined as \( X_D = \{ x_i \in \mathcal{X} \}_{i=1}^{n_D} \), with \( n_D \) the number of instances in the data sample of the domain \( D \).

In the scenario of multi-source supervised domain adaptation we consider, we are given \( s \) source domains, noted \( S_i \) for \( i \in [1, s] \), that we want to exploit to improve classification over one target domain, noted \( T \). A unique label space \( \mathcal{Y} \) is shared across all domains, feature space of each domain can be different from other domains, we note \( X_D \) the feature space of domain \( D \). In our scenario, we have access to \( s \) labeled source domains where \( S_i = \{(x_{j}^{S_i}, y_{j}^{S_i})\}_{j=1}^{n_i} \), with \( \{x_1^{S_1}, \ldots, x_{n_i}^{S_i}\} \sim P(X_{S_i}) \), and \( y_{j}^{S_i} = f_{S_i}(x_{j}^{S_i}) \). We have access to a labeled target domain, similarly, \( T = \{(x_{j}^{T}, y_{j}^{T})\}_{j=1}^{n_T} \), where \( \{x_1^{T}, \ldots, x_{n_T}^{T}\} \sim P(X_T) \) and \( y_{j}^{T} = f_{T}(x_{j}^{T}) \).

We want to exploit knowledge from labeled source domains and the labeled target domain, to improve classification on an unknown and unusable part of \( T \). As we consider a scenario in which the three types of shifts are present between domains, we consider that the covariate shift assumption does not hold, \( f_{S_1} \neq \ldots \neq f_{S_s} \neq f_T \). Solving such a problem is only possible if the target domain is labeled, as it is necessary to rely on supervision to properly align domains with concept shifts. Therefore, we want our supervised domain adaptation model to learn to estimate the labeling function \( f_T \), while exploiting knowledge from the source domains through the learning of the different source labeling functions \( \{f_{S_1}, \ldots, f_{S_s}\} \).

### 2.2 Domain Shift in Our Adaptation Scenario

In their 2012 paper, to unify the terms and definitions used for the various domain shifts that appear in domain adaptation literature and provide consistent terminology, Moreno-Torres et al. [13] proposed formalization of three types of shifts: covariate shift, prior shift, and concept shift. More recently, Kouw and Loog [4] reviewed those defined shifts and provided more precise and up-to-date definitions. To present our adaptation scenario in terms of domain shift we use those same terms and define them mathematically using our notations in the following. Figure 1 illustrates each of the presented domain shifts.

![Fig. 1: Illustration of the three kinds of domain shifts.](https://example.com/fig1.png)
Formally, covariate shift is when the data marginal distributions of two domains are different, while their conditional distributions are equal, \( P(X_{D_1}) \neq P(X_{D_2}) \) and \( P(Y_{D_1}|X_{D_1}) = P(Y_{D_2}|X_{D_2}) \). Intuitively, covariate shift exists between domains when the feature space of a domain is different from the one of another domain, that is \( X_{D_1} \neq X_{D_2} \), or when there exists a domain specific form of sample selection bias [4]. Under covariate shift, a classifier trained on one domain might struggle when applied on another domain. This is a domain shift that is present in almost all domain adaptation applications and is a point of interest of this paper.

There is a prior shift between two domains when the label marginal distributions of both domains are different, while their conditional distributions are equal, \( P(Y_{D_1}) \neq P(Y_{D_2}) \) and \( P(X_{D_1}|Y_{D_1}) = P(X_{D_2}|Y_{D_2}) \). This happens when the class balance is not the same in each domain. This is a common occurrence that can happen when data from similar domains are gathered differently [14], leading to different label marginal distributions between the domains. This type of domain shift appears less often in domain adaptation literature, we are specifically interested in prior shift, as it occurs in cases where domains are all differently imbalanced.

Formally, concept shift occurs when the conditional distributions of two domains are different, \( P(Y_{D_1}|X_{D_1}) \neq P(Y_{D_2}|X_{D_2}) \). This means that the decision boundary between classes is not the same from one domain to another, meaning that the causal relation between features and labels is semantically different from one domain to another. Concept shift might occur between two domains if classes are semantically inaccurate, which might lead to slightly differently labeled data between them. In an unsupervised context, concept shift would render transfer from source domains to the target domain impossible. As we are in a supervised domain adaptation setting, transferring knowledge is possible in our scenario.

In this paper, we are specifically interested in the case of multi-source domain adaptation with imbalanced data. We want to use multiple source domains with different feature spaces to improve classification performance over a similar target domain, with the particularity that each used domain is imbalanced in a different way. That is, each domain’s data and label marginal distributions are different from other domains. This is a standard case of covariate shift between domains, with the addition of a prior shift, due to domain specific class imbalance. In our learning scenario we assume that the covariate shift assumption does not hold, as we cannot entirely rule out the hypothesis of a concept shift across domains.

3 Related Works

3.1 Domain Adaptation

Domain adaptation (DA) can be considered as a special case of transfer learning [1]. Transfer learning includes all approaches that are able to use knowledge from a source to improve inference on a target. Domain adaptation includes
all approaches that aim to learn a single and common task by transferring knowledge from one or several source domain(s) to a target domain [3?], most domain adaptation scenarios do not include target domain labels, that is, unsupervised DA. Less researched DA scenarios are semi-supervised and supervised DA where the target domain includes partially or entirely labeled target data, the goal of transferring knowledge from source(s) to target in those cases remains identical. As can be understood by the names, single-source DA is transferring knowledge from one source domain to a target domain, while multi-source DA transfers knowledge from multiple source domains to the target. Since about 2015, deep neural networks have been explored for domain adaptation, obtained results are significantly better compared to prior shallow transfer learning approaches, consequently, most recent DA approaches are based on deep models [1, 15?].

Most domain adaptation approaches in the literature focus on learning a shared domain invariant latent space between domains to capture shared information between source(s) and target [1]. This leads to a latent space where instances of a domain are indistinguishable from instances of other domains, while classification relevant information is conserved, leading to better inference results on the target domain. There are two main ways of reaching this goal, relying on statistic distribution matching, or relying on an adversarial loss that encourages samples from different domains to lose all domain specific information.

Maximum Mean Discrepancy (MMD) is the most commonly used statistic to measure domain discrepancy to match source(s) and target learned distributions in DA literature. MMD has first been used and democratized by DAN [5], that uses MMD to minimize the distance between the learned representation of a source domain and the representation of the target domain. As an alternative, [10] proposed M³SDA, a multi-source approach that uses Moment matching Distance (MD) to match the distributions moments between domains. They demonstrate that MD is more pertinent than MMD in a multi-source adaptation context.

Other approaches from the DA literature use an adversarial approach to learn a domain invariant latent space. DANN [6] is the first DA approach that made use of a domain classifier trained adversarially on the learned latent representation of both target and source data. The domain classifier tries to discriminate the domain in the latent features, while the feature extractor learns to fool the domain classifier, successfully leading to a common invariant latent space between domains. MDAN [8] can be considered as a multi-source version of DANN, with $s$ sources domains, $s$ domain classifiers are trained to discriminate between the $i$-th source domain and the target domain, leading to an invariant latent space between each source domain and the target domain. Adversarial approaches are notorious for reaching better results than statistic distribution matching in Domain Adaptation [7].

We believe that learning a shared domain invariant latent space for multi-source domain adaptation is limited, and that learning pairwise invariant latent
spaces between the target domain and each source domain allows for the capture and transfer of more useful information between sources and target. When learning a domain invariant latent space between two domains, intuitively, the only information that is captured within the shared representation is the common information. Therefore, when building a shared representation across multiple domains, only the common information across all domains is captured, which becomes a limiting factor as the number of domains and the dissimilarities between them increases. This is why we believe that learning several latent spaces in a pairwise manner between target and sources is pertinent in order to capture and transfer as much relevant information as possible. For this reason, in our proposed multi-source domain adaptation approach, we used an architecture where a shared domain invariant latent space is learned across all domains in one branch, while $s$ source specific latent spaces are learned between the target domain and each of the $s$ source domains in another branch.

There exist two multi-source domain adaptation methods in the literature that also rely on learning both a shared domain invariant latent space while also learning pairwise latent spaces between sources and target domain: ML-MSDA [16], and MLAN [17]. Unlike us, their methods have been proposed and applied in a unsupervised domain adaptation context, which differs from supervised domain adaptation. Mutual Learning Network for Multiple-Source Domain Adaptation (ML-MSDA) [16] is composed of two branches. The first branch learns a shared invariant latent space across all domains, while the second learns pairwise latent spaces between the target and each source domain. By jointly learning those multiple latent representations, they obtain better experimental results than all previously presented multi-source domain adaptation approaches. They rely on adversarial learning to ensure the domain invariance of the learned latent spaces. Similarly, [17] extended the work of [16] by proposing a Mutual Learning based Alignment Network (MLAN). The model architecture is identical to ML-MSDA, but is trained slightly differently, through the proposed mutual learning module. The module relies on pseudo-labeling of target instances to maximize target prediction performance. With MLAN, [17] currently obtains state-of-the-art results compared to other multi-source and single-source models of the domain adaptation literature.

In our work, we propose a multi-source supervised domain adaptation method with a two-branch architecture, similarly to ML-MSDA and MLAN. We exploit the fact that we are working in a supervised domain adaptation context to train the model on labeled instances from all sources and target domains.

### 3.2 Negative Transfer

The goal of domain adaptation is to exploit knowledge from one or several source domain(s) to improve prediction quality on a target domain. But a common issue with domain adaptation is negative transfer [2, 3, 18]. Negative transfer occurs in domain adaptation when transferring knowledge from a source domain to a target domain harms the learning performance on the
negative transfer leads to a decrease in prediction performance on the target domain. One of the most common reasons for negative transfer is a too large dissimilarity between source and target domains [18]. This risk is multiplied in the multi-source domain adaptation field, as multiple sources can contribute to negative transfer. Negative transfer is an important issue in the transfer learning field, limiting negative transfer is an important matter, which should be addressed when designing new domain adaptation approaches.

In their paper, [11] proposed the ABMSDA method, which avoids negative transfer by weighting each source domain depending on its contribution to the adaptation process. Their model architecture is composed of a domain classifier, a common feature extractor regularized using WMD (a modified version of Moment Distance), and a shared task-specific classifier. They train the domain classifier, separately and prior from the rest of the model, to predict the probability that target images belong to each source domain. They use the probability output of the domain classifier as a metric that indicates the statistical similarity between the target domain and each source domains, with the intuition that source domains that are most similar to the target domain should be attributed a higher weight. They apply those weights to source instances when computing WMD. They also apply those weights when combining the probability outputs of the classifier during training, leading to a classifier less prone to negative transfer. This is a way of avoiding negative transfer during multi-source domain adaptation.

In our proposed approach, we compute transfer contribution weights with a discrepancy measure, directly during training. Those weights are associated to each source domain, based on supervised target domain results, and applied to scale the importance of source instances during training. The goal being to increase the importance of instances from relevant source domains, while decreasing the importance of instances from less related source domains.

3.3 Dealing With Class Imbalance

Class imbalance occurs when the labels we aim to predict are not uniformly distributed over the dataset, resulting in certain classes having a much higher, or lower, number of instances compared to others. When trained on an imbalanced dataset, standard Machine Learning approaches will lead to poorer results than when trained with a similar balanced dataset [19]. When dealing with class imbalance it is primordial to use approaches that help improve learning performance. Nowadays, two main ways are used to deal with imbalanced data in the literature, sampling approaches, and cost-sensitive approaches [20].

Sampling approaches aim to artificially adjust the class distribution, by either removing instances the majority class(es), and/or adding more instances from the minority class(es). Under-sampling aims to reduce the number of majority class instances to achieve a more balanced class distribution. The simplest under-sampling approach that can be used to artificially re-balance a dataset is random under-sampling [20–22]. With random under-sampling
instances from the majority class(es) are randomly removed until the desired class distribution is achieved. This simple approach can lead to improved inference results but can also result in the loss of important information from the majority class(es), and so, reduce the generalization ability of the model as it misses crucial information. To assess this drawback more researched and advanced under-sampling approaches have been proposed, such as: Condensed Nearest Neighbor [23], or Tomek Links [24]. Overall, under-sampling leads to improved inference results but might also lead to losing important information for inference if the amount of instances is too low to afford removing instance from the majority class(es). On the other hand, over-sampling involves increasing the representation of minority classes by duplicating or generating synthetic examples. The simplest over-sampling approach that can be used to artificially re-balance a dataset is random over-sampling [20–22]. Random over-sampling duplicates randomly selected instances from the minority class(es) until the desired class distribution is achieved. As with random under-sampling, over-sampling leads to improved inference results but highly increases the risk of overfitting, leading to biased inference models that lack in generalization capacity. The Synthetic Minority Oversampling Technique (SMOTE) method is the most popular and most widely used advanced over-sampling method, it has been proposed in [25] and it is known to largely improve inference results on imbalanced data [20, 21]. SMOTE works by creating synthetic examples of the minority class(es) by interpolating between existing instances of the minority class(es). SMOTE is known to largely improve prediction results on imbalanced data. A known drawback of SMOTE, and over-sampling in general, is the risk of leading to overfitting, and the risk of generating synthetic examples that are unrealistic or less informative, leading to a limited improvement in prediction quality.

Removing and generating synthetic data leads to improved learning results, but with important drawbacks. Removing data is often non viable in real-world scenarios with limited data, and generating synthetic data comes with the disadvantage of potentially generating implausible instances. Another approach that can be used in Machine Learning to deal with class imbalance is cost-sensitive learning, where modifications are made to the algorithm, and/or to the training process, to take account of imbalance and improve prediction results. It has been shown in several empirical studies that cost-sensitive learning leads to superior inference results than sampling approaches on imbalanced data [19, 26]. Therefore, cost-sensitive techniques are usually a better solution than sampling methods. In neural network training, the most popular way of implementing cost-sensitive learning is to adapt the error function to take into account the class cost of each training instance during the learning phase, as defined in [26]. The error function is corrected by introducing the cost factor of the class as a weight that is applied during training. Class weights applied to the loss function are commonly computed as the inverse of the class distribution of training data, though other weighting techniques can be used. This approach obtained by far the best results in [26], it is still a very commonly
used approach as it is very easy to implement and use, and it reaches better results than most other existing approaches to handle imbalanced data. This is why, in this paper, we use a cost-sensitive approach to account for the class imbalance between domains to maximize prediction quality.

4 Proposed Approach

In this section, we describe in details our proposed approach: Weighted Multi-Source Supervised Domain Adaptation (WMSSDA).

The idea behind WMSSDA is to create a common domain invariant latent space and $s$ source domain specific latent spaces, perform classification on each latent space, and draw final weighted prediction results in an ensemble manner. The common domain invariant latent space is trained on a label classification task on both source and target batches. Two regularization techniques are employed to minimize domain-specific information into the common latent space. First, by using a Moment Distance (MD) regularization to match the distributions of source and target batches, and secondly, through the adversarial training of a domain discriminator. For the $s$ source domain specific latent spaces the ideology is the opposite, we want each latent space to retain as much source specific information as possible. This is possible as in a supervised domain adaptation context, the target domain is labeled, it is therefore possible to train each classifier on a supervised classification task on both source and target instances, leading to a pairwise fine-tuning between each source domain and the target domain. Those specific latent representations are regularized using a collaboratively trained specific domain classifier, while performing label classification, leading to latent spaces retaining as much domain specific information as possible. Using multi-source domain adaptation naturally helps dealing with the class imbalance problem, as it increases the total amount of available data for training. We further deal with the class imbalance in each domain using a cost-sensitive learning approach, by scaling the loss with a class weight, computed as the inverse of the class distribution of training data. We use the output of the Moment Distance measure between the target domain and each source domain to determine transfer contribution weights, higher weights are attributed to source domains with closer latent distributions compared to the target domain latent representation, and inversely. Those transfer contribution weights are then applied to weight the classification loss on source instances, giving less importance to less relevant source domains in training. Ultimately, the final predictions for the target domain are obtained by passing a target batch through all trained modules. The average of the outputs from all specific classifiers is computed and combined with the outputs of the common classifier to obtain the final probabilities for the target classes. Figure 2 shows a simple representation of the architecture of the approach.

When training the approach, we iterate through one batch from each source domain for each target domain batch. Batches are processed as a pair between
Fig. 2: Architecture of our approach WMSSDA, common modules appear in purple, $i$-th source domain specific modules appear in the same color as the $i$-th associated source domain. Lines of color symbolize the data flow, each color corresponding to a batch of the corresponding domain. Dashed red lines symbolize the computation and application of transfer contribution weights, computed from the MD measure and applied as scaling in the classification loss terms.

the $b$-th target batch and the $b$-th batch of the $i$-th source domain, which we will refer to as a pair of batches in the following. Each pair of batches is fed through a common feature extractor used to extract low-level features on all domains alike. The approach architecture is then divided in two main parts: common modules and source domain specific modules.

• Common modules. They are fed pairs of batches between the target domain and any source domain. The first component of this part is a common neck, comparable to the previous feature extractor, which extracts higher-level features on all domains. We call the output of the previous component the common domain invariant latent space, which we note $Z_{T\text{com}}$ and $Z_{S\text{com}}$, for the target and source batch latent representations respectively. To ensure that this latent space is domain invariant, we use both statistical distribution matching and adversarial domain discrimination.

We regularize the latent representations by minimizing the standard Moment Distance, such as defined in [10, 11], between target and source representation, $\mathcal{L}_{MD} = \sum_{i=1}^{k} \|\mathbb{E}(Z_{S\text{com}}^{i}) - \mathbb{E}(Z_{T\text{com}}^{i})\|_{F}$.

We use the output of the MD measure between the target domain batch and batches of all source domains to compute transfer contribution weights. We note those weights $\alpha \in \mathbb{R}^{s}$, with $\alpha_{i}$ the weight associated to the $i$-th source domain. Those transfer contribution weights are used to scale the classification loss of each source domains, giving more weight to close and related source domains and less weight to less useful domains. They are
computed as:

\[
\alpha_i = \frac{s + 1}{s} - \frac{e^{D_i - \max(D)}}{\sum_{i=1}^{s} e^{D_i - \max(D)}}
\]

with \( D = \{\text{MD}(Z_{S_i, \text{com}}, Z_{T, \text{com}})\}_{i=1}^{s} \) the set of MD measures between the target domain batch and each source domain batch. The weights are computed such as \( \sum_{i=1}^{s} \alpha_i = s \), which ensures that source instances are given as much importance as target instances overall, while a different weight is given to each source domain.

We associate the MD regularization with the training of an adversarial common domain classifier applied to the latent space. This common domain classifier learns to discriminate the domain from which originates each sample in the pair of batches, while the common feature extractor and neck try to fool the discriminator, leading to a domain invariant representation in this latent space. Parameters of the common feature extractor and neck are tuned to maximize the loss of the domain discriminator, while the discriminator parameters are tuned to minimize their own loss. As it is hard to optimize minimax problems using gradient descent algorithms, a common practice in domain adaptation research is to use a gradient reversal operation, and apply it between the latent representation and the domain classifier, such as defined in [6]. Which solves the adversarial problem by minimizing a single loss. We note \( L_{\text{adv}, \text{d}} \) the loss of the common domain discriminator applied on the gradient reversed common latent representation of the pair of batches.

We found that using both statistical and adversarial strategies simultaneously led to better empirical results, which suggests that using both approaches cooperatively leads to a better domain invariant representation. Finally, the latent representation is fed through a task-specific classifier that discriminates samples on their class label.

• Source domain specific modules. They are only fed pairs of batches between the target domain and their associated source domain, that is, a pair of batches between the \( i \)-th source domain and the target domain is fed to the \( i \)-th specific module. Each specific module is composed of a specific neck, which extracts higher-level features, a specific task-specific classifier that discriminates samples on their class label, and a specific domain classifier that discriminates samples on the domain they originate from. In the opposite way to the above, this specific domain classifier is trained collaboratively, which pushes each specific latent space to retain as much domain specific information as possible. The source and target batches are treated differently:

  – The source batch from domain \( S_i \) is fed through the \( i \)-th specific neck, the resulting latent representation is noted \( Z_{S_i} \). The \( i \)-th domain classifier is fed \( Z_{S_i} \) and is trained to recognize that those samples originate from domain \( S_i \). The \( i \)-th task-specific classifier is fed \( Z_{S_i} \) and is trained to discriminate the class of each sample.
The target batch is fed through all specific necks, and the resulting latent representations are noted \( \{Z_{T_1}, \ldots, Z_{T_s}\} \). The \( i \)-th domain classifier is fed \( Z_{T_i} \) and is trained to recognize that those samples originate from domain \( T \). Each task-specific classifier is fed \( Z_{T_i} \), their outputs are noted \( \{\hat{Y}_{T_1}, \ldots, \hat{Y}_{T_s}\} \). Only the \( i \)-th classifier is trained to discriminate the class of each target sample to avoid overfitting.

We note \( L_{sp,d} \) the loss of the \( i \)-th specific domain discriminator applied on the \( i \)-th latent representations of the pair of batches.

We note \( L_y \) the global task-specific classification loss, which is the average between common and specific classification probabilities on the pair of batches. To take account of class imbalance during training we compute class weights, noted \( W \), that are applied in a cost-sensitive learning manner during task-specific classification loss computation, they are computed as the inverse of the class distribution observed in the training data of each domain: \( W_D = 1/P(Y_D) \). Finally, the loss we minimize using gradient descent is computed for each pair of batches in the following way:

\[
L = L_y + \lambda_1 L_{adv,d} + \lambda_2 L_{sp,d} + \lambda_3 L_{MD}
\]

Where \( \lambda_1, \lambda_2, \lambda_3 \) are hyper-parameters that are defined to balance each component of the final loss.

Final prediction results are obtained by feeding target instances through all task-specific classifiers, the average of source specific classifiers outputs is computed and averaged with the output of the common classifier, leading to final class probabilities.

Pseudo-code 1 describes, in a more formal way, the training steps of the entire approach. In this pseudo-code, \textit{model} includes a common feature extractor model, common and specific necks, and common and specific classifiers, \textit{com clf} \( d \) is the common domain classifier and \textit{sp clf} \( d \) is the set of \( i \) specific domain classifiers. We note \textit{adv}(\cdot) the gradient reversal operation, classification outputs are noted \( \{\hat{Y}_{D\text{com}}, \hat{Y}_{D1}, \ldots, \hat{Y}_{Ds}\} \) and correspond to the label probabilities obtained on the common latent representation and all specific representations of the domain \( D \) respectively. Latent spaces are referred to with the same notations as above, \( Z_{D\text{com}} \) for the common latent representation and \( Z_{D_i} \) for the \( i \)-th specific latent representation of domain \( D \). Parameter \( E \) is the number of epochs to perform, \( s \) is the number of source domains and \( \lambda \) is the set of hyper-parameters used to balance all loss components together. Finally, \( W \) are class weights specific to each domain computed as \( 1/P(Y_D) \), \( W_i \) for the \( i \)-th source domain and \( W_T \) for the target domain.

Our proposal combines the advantages of a domain invariant latent space with a set of domain specific representations, with transfer contribution weights applied to minimize negative transfer during training, leading to a supervised domain adaptation approach able to transfer knowledge from multiple source domains to a target domain. Similarly to DANN [6], our proposed WMSSDA learns a domain invariant latent space on which is performed classification and
similarly to MFSAN [9], WMSSDA builds $s$ domain specific latent spaces. The main difference between the second part of WMSSDA and MFSAN is that MFSAN aims to match source and target distributions between all specific latent spaces, which we find counterproductive as it means that all specific latent spaces are pushed toward an identical latent space. We choose to combine both the adversarial and statistical approaches to regularize the common latent space, since we found better results in this way, and could use the MD

**Algorithm 1: WMSSDA Training Pseudo-Code.**

```
for epoch ← 1 to $E$ do
    $X_T, Y_T ←$ extract_batch($T$);
    for $i ← 1$ to $s$ do
        // Feed target batch to model and compute target loss components
        $\{\hat{Y}_{T_{com}}, \hat{Y}_{T_{1}}, \ldots, \hat{Y}_{T_s}\} ←$ forward($model, X_T$);
        $\hat{Y}_T ← (\hat{Y}_{T_{com}} + \hat{Y}_{T_1})/2$;
        $L_{Ty} =$ cross_entropy($Y_T, \hat{Y}_T, W_T$);
        // Feed source batch to model and compute source loss components
        $X_S, Y_S ←$ extract_batch($S_i$);
        $\{\hat{Y}_{S_{com}}, \hat{Y}_{S_1}, \ldots, \hat{Y}_{S_s}\} ←$ forward($model, X_S$);
        $\hat{Y}_S ← (\hat{Y}_{S_{com}} + \hat{Y}_{S_1})/2$;
        $L_{Sy} =$ cross_entropy($Y_S, \hat{Y}_S, W_i$);
        // Feed adversarially trained common domain classifier
        $\{\hat{Y}_{S_{adv,d}}, \hat{Y}_{T_{adv,d}}\} ←$ forward($com\_clf\_d, adv(\{Z_{S_{com}}, Z_{T_{com}}\})$);
        $L_{S_{adv,d}} =$ cross_entropy($\hat{Y}_{S_{adv,d}}, \{i, \ldots, i\}$);
        $L_{T_{adv,d}} =$ cross_entropy($\hat{Y}_{T_{adv,d}}, \{0, \ldots, 0\}$);
        $L_{adv,d} ← (L_{S_{adv,d}} + L_{T_{adv,d}})/2$;
        // Feed $i$-th collaboratively trained specific domain classifier
        $\{\hat{Y}_{S_{sp,d}}, \hat{Y}_{T_{sp,d}}\} ←$ forward($sp\_clf\_d_i$, $\{Z_{S_{sp,i}}, Z_{T_{sp,i}}\}$);
        $L_{S_{sp,d}} =$ cross_entropy($\hat{Y}_{S_{sp,d}}, \{1, \ldots, 1\}$);
        $L_{T_{sp,d}} =$ cross_entropy($\hat{Y}_{T_{sp,d}}, \{0, \ldots, 0\}$);
        $L_{sp,d} ← (L_{S_{sp,d}} + L_{T_{sp,d}})/2$;
        // Compute MD regularization
        $\gamma ← 2/(1 + \exp(-10e/E)) - 1$;
        $D_i ← MD(Z_{S_{com}}, Z_{T_{com}})$;
        $L_{MD} ← \gamma \times D_i$;
        $\alpha_i ← ((s + 1)/s) - (e^{D_i - \max(D)}/\sum e^{D_i - \max(D)})$;
        // Compute global loss and back-propagate
        $L_y ← (L_{Ty} + \alpha_i \times L_{Sy})/(1 + \alpha_i)$;
        $L = L_y + \lambda_1 L_{adv,d} + \lambda_2 L_{sp,d} + \lambda_3 L_{MD}$;
        Train model, com\_clf\_d and sp\_clf\_d by back-propagating $L$;
    end
end
```
results to compute contribution weights. As in the two recent Unsupervised multi-source domain adaptation approaches, ML-MSDA [16] and MLAN [17], we chose to organize our architecture in two branches, one to build a common latent space, and the other to build $s$ domain specific latent spaces. We do so as we believe that only learning a shared latent space across all domains in a multi-source domain adaptation context prevents part of useful knowledge to be transferred from source to target domain. We also noted superior experimental results by using two branches instead of one. We choose to use the Moment Distance to match both target and source common distributions, since [10] demonstrated that Moment Distance is better suited as a statistical distribution matching approach for multi-source domain adaptation than the most common Maximum Mean Discrepancy. We compute a scale variable $\gamma$ as described in [7], to scale the impact of the MD regularization throughout the training. Its value starts at a $0$ and increases logarithmically towards a value of $1$ over the total number of epochs, giving more importance to this regularization at the middle and end of the training phase. We apply the computed transfer contribution weights from the MD output on the classification loss of source instances, minimizing as much as possible Negative Learning during training. We apply class weights to scale the computed classification loss to take account of class imbalance during training in a cost-sensitive learning manner. Using a domain adaptation approach also naturally helps in dealing with limited data since source domain knowledge helps improving the overall learning performance. Our proposed WMSSDA approach allows the exploitation of both common knowledge and source domain specific information that is useful for target domain classification.

As we consider, in our learning scenario, that the covariate shift assumption might not hold, meaning that there might be concept shift between domains, we implement a second version of our method. In their paper, [?] proposed an interesting and easy-to-implement way to allow domain adaptation approaches to handle concept shift by successfully aligning conditional distribution between two domains $P(Y_{D_1}|X_{D_1}) = P(Y_{D_2}|X_{D_2})$. Similarly to [9], we implement a second version of our method in which we include this modification, we name this variation WMSSDA-$\beta$. We replace each task-specific classifier in WMSSDA-$\beta$ with a pair of classifiers and follow the following three steps in our training:

1. We train our entire model as previously defined, where label probabilities are defined as the mean of each pair of classifier outputs.
2. We then fix the feature extractor and necks and train the classifier pairs to maximize their discrepancy. The discrepancy between two classifiers $C$ and $C'$ for an instance $x$ is defined as $|C(x) - C'(x)|$.
3. Finally, we train the feature extractor and necks to minimize this same discrepancy with fixed classifiers.
We repeat those steps until global convergence to simultaneously align both marginal and conditional distributions, leading to successful domain adaptation given our scenario. This $\beta$ version of WMSSDA should be able to better handle concept shift than the standard version, leading to better inference results when in presence of concept shift.

5 Experimental Results

This section presents the experiments we led to evaluate and compare our proposed approach WMSSDA to other state-of-the-art domain adaptation approaches in a data-limited and class imbalance context.

5.1 Datasets

With our experiments we aim to show that our method performs well compared to other state-of-the-art approaches, on both popular benchmark domain adaptation datasets and a real-world medical domain adaptation dataset composed of mixed-type tabular data. We are interested in comparing state-of-the-art domain adaptation approaches in the context of limited data and class imbalance.

The 5-Digits multi-domain dataset is widely used in domain adaptation studies [6–8, 10, 11], it is composed of five digits recognition datasets, with grayscale or color images of various sizes:

1. MNIST$^2$, the widely known handwritten digit recognition dataset.
2. MNIST-M$^3$, a more complex version of MNIST, created by combining MNIST images with randomly extracted patches of photos of the BSDS500 dataset as their background.
3. Street View House Numbers (SVHN)$^4$, a Real-World image dataset of house numbers extracted from Google Street View images.
4. Synthetic Digits (SYN)$^5$, synthetically generated images of digits with random backgrounds.
5. USPS$^6$, a handwritten digit recognition dataset similar to MNIST.

The DomainNet dataset is a multi-domain dataset recently released with paper [10], and accessible at the following webpage$^7$. It aims to provide a new difficult and more advanced benchmark dataset for domain adaptation approaches. It is composed of six domains of color images of various sizes, with a total of 345 common categories across all domains:

2. Infograph, infographic images of specific objects.
3. Painting, artistic depictions of objects in the form of paintings.

---

$^2$http://yann.lecun.com/exdb/mnist
$^3$https://www.kaggle.com/datasets/aquibiqbal/mnistm
$^4$http://ufldl.stanford.edu/housenumbers
$^5$https://www.kaggle.com/datasets/prasunroy/synthetic-digits
$^6$https://www.kaggle.com/datasets/bistaumanga/usps-dataset
$^7$http://ai.bu.edu/M3SDA/#dataset
4. Quickdraw, drawings of the worldwide players of the game “Quick Draw!”.
5. Real, photos and real-world images.
6. Sketch, sketches of specific objects.

The 5-Digits and DomainNet datasets are domain adaptation benchmark image datasets that are known for their covariate shift between domains. We perform experiments on those two datasets to demonstrate the capacity of our approach to perform well on known experimental domain adaptation datasets. As we are interested in an experimental scenario with limited data in each domain and class imbalance, we preprocessed the datasets to follow our setting of interest. We randomly selected subsets of each dataset domain to create both a limited amount of data and a class imbalance. After this selection step, the class representation in the 5-Digits dataset spans from 4.22% (10 samples) for the least represented class to 21.09% (500 samples) for the most represented class in each domain. For the DomainNet dataset, the class representation spans from 1.1% (10 samples) for the least represented class to 13.33% (120 samples) for the most represented class in each domain, out of 17 classes, leading to a total of 900 instances in each domain.

The Covid dataset was provided by the Mexican government and is composed of health data about patients that suffer from, or have symptoms that could be related to, Covid19. It is downloadable from the following Kaggle repository\(^8\), it originally contains 1,048,576 samples from patients suffering from Covid19, with 20 tabular mixed-type (continuous and categorical) features. The goal of this dataset is to predict the survival outcome of patients. The dataset is naturally imbalanced, odds of survival to Covid19 being, fortunately, higher than the odds of death. We used the categorical feature “Medical Unit” to split the original data into 5 domains depending on the type of medical institution that provided the care to the patient. We could not find more information about those kinds of medical institutions, apart from their ID in the dataset, we consider in the following that they correspond to different hospitals as we observe a covariate shift between the institutions. During our preprocessing, we selected 800 unique patients per domain to simulate a limited amount of training data, and we dropped two features containing too many missing values. With the subtraction of the feature used to split the data into separate domains, there remain 17 features after preprocessing.

Figure 3 shows the univariate marginal distributions of four features of the Covid dataset across the five domains. We observe different marginal distributions between all domains, with domain 4 the most different one, with drastically different Sex and Obesity distributions. This simple visualization of the distributions across the Covid dataset pairs of domains is enough to conclude that there is indeed a covariate shift between the five domains.

Table 2 shows the class representation in each domain of the Covid dataset, revealing a prior shift between the domains of the dataset. Indeed, we observe that the label distribution is imbalanced in each domain and the representation

\(^8\)https://www.kaggle.com/datasets/meirnizri/covid19-dataset
is different from one domain to the other, thus, \( P(Y_{\mathcal{D}_1}) \neq P(Y_{\mathcal{D}_2}) \neq \ldots \neq P(Y_{\mathcal{D}_5}) \).

With the preprocessing described above for each dataset, we observe both covariate and prior shifts in all datasets, with limited and imbalanced data in each domain. All datasets might suffer from concept shift, in precaution, the \( \beta \) version of our approach is designed to better handle concept shift.

### 5.2 Compared Approaches

We compared our proposed WMSSDA to four single-source and four multi-source domain adaptation state-of-the-art approaches. Most of those approaches are initially unsupervised domain adaptation approaches, that is, approaches that do not use labels from the target domain. We modified those approaches to allow them to use target domain labels in their training phase for a fair comparison. The modification for each method is usually as simple as adding the supervised classification task on the target domain into the loss term of each approach. This phase of adapting unsupervised domain adaptation approaches for the supervised domain adaptation context is crucial as it would not be fair to compare our approach, that is able to use target domain labels in its supervised learning, with unsupervised domain adaptation methods that are able to use them. This would lead to far better inference results for
our approach compared to unsupervised ones and would not be representative of the real capacity of unsupervised approaches.

In our experiments, single-source approaches are evaluated using two settings, such as in [10]. In the single best setting, we evaluate the approach on all possible pairs of domains as source and target and select the best-obtained results for each target domain. In the source combine setting, we combine all source domains as one unique domain to obtain only one source domain. We used the following single-source domain adaptation approaches from the literature:

- **DAN**, Deep Adaptation Network [5] is among the first deep learning unsupervised domain adaptation approaches to have been proposed. DAN uses multi-kernel MMD to minimize the distribution divergence between features extracted on the source and target data, fed through common layers followed by domain specific classifiers. We based our implementation on the following PyTorch implementation.\(^9\)
- **DANN**, Domain-Adversarial Neural Network [6], a model that builds a domain invariant latent space, using an adversarial domain classifier, on which classification is performed. We based our implementation on this PyTorch implementation.\(^10\)
- **MCD**, Maximum Classifier Discrepancy [7], an approach that trains a generator and a pair of classifiers by alternating between training the classifiers to maximize their discrepancy, and training the generator to minimize their discrepancy. We based our implementation on this PyTorch implementation.\(^11\)
- **DSAN**, Deep Subdomain Adaptation Network [8], a similar approach to DAN that replaces the MK-MMD with a Local MMD that aligns the distributions of the relevant subdomains. We based our implementation on this PyTorch implementation.\(^12\)

We used the following multi-source domain adaptation approaches from the literature:

- **MDAN**, Multi-source Domain Adversarial Network [8], a similar approach to DANN that uses as many adversarial domain classifiers as source domains. We based our implementation on this PyTorch implementation.\(^13\)
- **MFSAN**, Multiple Feature Spaces Adaptation Network [9], the architecture of this model is composed of a common feature extractor followed by source domain specific parallel layers blocks. Those layers are regularized using MMD and domain specific classifier outputs are aligned with an L1 operation. Classifiers outputs are combined in an ensemble way to obtain

---
\(^9\)https://github.com/CuthbertCai/pytorch_DAN
\(^10\)https://github.com/fungtion/DANN
\(^11\)https://github.com/mil-tokyo/MCD_DA
\(^12\)https://github.com/easeyyc/deep-transfer-learning/tree/master/UDA/pytorch1.0/DSAN
\(^13\)https://github.com/hanzhaoml/MDAN
the final target prediction. We based our implementation on this PyTorch implementation\textsuperscript{14}.

- M\textsuperscript{3}SDA, Moment Matching for multi-source domain adaptation \cite{10}, the architecture is composed of a common feature extractor followed by source domain specific parallel classifiers. The output of the common feature extractor is regularized using a moment-matching distribution distance between source and target data. We based our implementation on this PyTorch implementation\textsuperscript{15}.

- ABMSDA, Attention-Based Multi-Source Domain Adaptation \cite{11}, the architecture of the model is comparable to that of M\textsuperscript{3}SDA, the main difference is that ABMSDA uses a common classifier instead of domain specific ones. ABMSDA computes attention weights with a domain classifier that is fed raw data, the domain classifier outputs are used to derive weights that are applied to the moment matching regularization and to the training loss in an attempt to weight each source domain and avoid negative transfer.

We also used two simple baseline approaches to get reference results:

- NN, a simple neural network, in the first evaluation setting, the model is trained only on the target domain, in the second setting, the model is trained on all combined domains, sources, and target domains alike.

- FT, a simple fine-tuning approach in which a neural network is pre-trained on source data and is then fine-tuned on target data.

### 5.3 Experimental Protocol

We performed three main experiments, one to evaluate our approach compared to other domain adaptation methods on popular benchmark datasets, a second one to evaluate WMSSDA on a real-world medical multi-source domain adaptation dataset, and finally, an ablation study to evaluate the impact and usefulness of each component of our method. We evaluate all approaches on a supervised domain adaptation classification task with limited data and class imbalance, all unsupervised domain adaptation methods have been slightly modified to handle a labeled target domain as described in the previous section. All our experimental results are compared using the three following classification metrics: the balanced Accuracy (bACC), the Area Under the Receiver Operating Characteristic Curve (AUC), and the $F_1$-score.

All datasets are split between a training set and a test set, all approaches are trained on the same training data and evaluated on the same test data. To obtain significant results we conduct each experiment 5 times and report the mean and standard deviation of each evaluation metric. To be as fair as possible in our comparisons, in each experiment, we define the model architecture for each approach as similarly as possible across them, while taking account of their architectural differences. For image datasets, our feature extractor is a convolutional network, and all other modules are fully connected networks, for

\textsuperscript{14}https://github.com/easezyc/deep-transfer-learning/blob/master/MUDA/MFSAN
\textsuperscript{15}https://github.com/VisionLearningGroup/VisionLearningGroup.github.io
the Covid tabular dataset all modules are fully-connected. In the same line of thought, identical hyper-parameters, tuned on the NN approach, are used across all compared approaches for each experiment. All approaches are given the same class weights, those are applied in a cost-sensitive learning manner during loss computation to better handle class imbalance. Those class weights are computed, for each domain, as the inverse of the class distribution observed in the training data: \( W_D = 1/P(Y_D) \).

To better assess the obtained experimental results, we statistically compare WMSSDA results to each of the compared state-of-the-art approaches using \( t \)-tests. The results of those statistical tests are used to determine if our approach performs significantly better, even, or worse than each other, based on a \( p \)-values set to 0.05. The results of the \( t \)-tests are symbolized in result tables as either a bullet •, a circle ◯, or an equivalent symbol ≡. The bullet is used to signify that our method is significantly better than the method we compared it to, the circle signifies the opposite, and the equivalent means that there is no significant difference between WMSSDA and the compared method. In the following sections, we will refer as “significantly better” all results that have been evaluated using a \( t \)-test and that were classified as significantly better in regard to a \( p \)-value of 0.05, and “significantly worse” the opposite.

5.4 Comparative Study on Benchmark Datasets

This first experiment is a comparative study of several baseline and state-of-the-art domain adaptation approaches to evaluate WMSSDA performance on benchmark domain adaptation datasets. We aim to show that our approach is able to compete against, and even outperform, other state-of-the-art domain adaptation approaches on well-known image benchmark multi-domain datasets in a context of limited data and class imbalance.

Table 3 reports our entire experimental results on the 5-Digits dataset, with visual indications of the results of the \( t \)-tests between our best-performing models and each compared approach in all settings. As can be seen in the table, our two models, WMSSDA and WMSSDA-\( \beta \), perform largely better than other approaches in the vast majority of cases, obtaining the best or second-best result for almost all metrics and target domains. We note that apart from our approach, other state-of-the-art multi-source approaches do not reach particularly better results than single-source approaches, we hypothesize that this is a manifestation of negative transfer that multi-source approaches are not yet able to fully avoid. The statistical comparison of the results on 5-Digits shows that our best-performing approach, WMSSDA-\( \beta \), obtains significantly better results in the vast majority of cases, with only a few settings in which our approach leads to equivalent results to those of other methods. If we consider average performance across all target domains, we can conclude that WMSSDA-\( \beta \) obtains the best prediction results overall, with significantly better results than any other compared approach.

Table 4 reports our entire experimental results on the DomainNet dataset. Prediction results are overall quite low, as this dataset is notoriously hard.
The fact that we drastically reduced the amount of available training data worsens classification results, but this does not affect the comparison potential of the results. We can see that our proposed WMSSDA-β obtains the best or second-best results in the majority of our cases, while WMSSDA obtains overall good results but not better than other approaches. It is important to note that no domain adaptation method is currently able to avoid negative transfer even to match those results, nor are they able to surpass them. This shows that negative transfer in domain adaptation is still an open-problem, and that it is crucial to find better ways of solving this issue. The second best results on the Quickdraw domain are reached by a simple neural network trained on the target domain only. This means that no domain adaptation method is currently able to avoid negative transfer even to match those results, nor are they able to surpass them. This shows that negative transfer in domain adaptation is still an open-problem, and that it is crucial to find better ways of solving this issue. The second best results on the Quickdraw domain are reached by the Fine-Tuning approach,
<table>
<thead>
<tr>
<th>Method</th>
<th>Source</th>
<th>Metric</th>
<th>Single</th>
<th>Multi</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN</td>
<td>AUC</td>
<td>0.9460</td>
<td>0.9360</td>
<td>0.9460</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9040</td>
<td>0.8940</td>
<td>0.9040</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.40</td>
<td>27.40</td>
<td>28.40</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9440</td>
<td>0.9340</td>
<td>0.9440</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9020</td>
<td>0.8920</td>
<td>0.9020</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.40</td>
<td>27.40</td>
<td>28.40</td>
</tr>
<tr>
<td>DANN</td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td>DANN</td>
<td>AUC</td>
<td>0.9460</td>
<td>0.9360</td>
<td>0.9460</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9040</td>
<td>0.8940</td>
<td>0.9040</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.40</td>
<td>27.40</td>
<td>28.40</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9440</td>
<td>0.9340</td>
<td>0.9440</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9020</td>
<td>0.8920</td>
<td>0.9020</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.40</td>
<td>27.40</td>
<td>28.40</td>
</tr>
<tr>
<td>DSAN</td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td>FT</td>
<td>AUC</td>
<td>0.9440</td>
<td>0.9340</td>
<td>0.9440</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9020</td>
<td>0.8920</td>
<td>0.9020</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.40</td>
<td>27.40</td>
<td>28.40</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9440</td>
<td>0.9340</td>
<td>0.9440</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9020</td>
<td>0.8920</td>
<td>0.9020</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.40</td>
<td>27.40</td>
<td>28.40</td>
</tr>
<tr>
<td>MCD</td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td>DMN</td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td>MFSA</td>
<td>AUC</td>
<td>0.9460</td>
<td>0.9360</td>
<td>0.9460</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9040</td>
<td>0.8940</td>
<td>0.9040</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.40</td>
<td>27.40</td>
<td>28.40</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9460</td>
<td>0.9360</td>
<td>0.9460</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9040</td>
<td>0.8940</td>
<td>0.9040</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.40</td>
<td>27.40</td>
<td>28.40</td>
</tr>
<tr>
<td>WMSDA</td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td>WMSAN</td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>0.9450</td>
<td>0.9350</td>
<td>0.9450</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.9030</td>
<td>0.8930</td>
<td>0.9030</td>
</tr>
<tr>
<td></td>
<td>bACC</td>
<td>28.30</td>
<td>27.30</td>
<td>28.30</td>
</tr>
</tbody>
</table>

WMSSDA is: • significantly better, ≡ equivalent, ◦ significantly worse, p-value: 0.05

Table 4: Comparative Study on the DomainNet domain adaptation Benchmark Dataset, with Limited and Imbalanced Data. The best and best-results for each metric and each target domain appear in bold and underlined respectively. Results are evaluated on a multi-class classification task using metrics: balanced Accuracy, AUC, and the F1-Score.

followed by our WMSSDA-β approach, showing that our method is currently the best-performing multi-source domain adaptation approach to avoid negative transfer. The simple Fine-Tuning approach leads to significantly better average balanced Accuracy results than ours and almost all other methods on both single best and source combine settings. This probably shows that adding a short phase of pre-training to other state-of-the-art approaches would drastically improve the overall results of all methods. Another well-performing approach in this setting is MFSA, which leads to significantly better balanced Accuracy than ours on average. Overall, our two versions of WMSSDA lead to competitive experimental results, with WMSSDA-β leading to significantly better results than other approaches in the vast majority of cases. When considering the average over all target domains, WMSSDA obtains significantly better results than all other approaches on the three evaluation metrics except for Fine-Tuning and MFSA on the balanced accuracy metric.
We can conclude from this experiment on benchmark datasets that our proposed approach is able to compete, and even surpass, other baseline and state-of-the-art domain adaptation approaches in our supervised multi-domain with limited and imbalanced data context.

5.5 Comparative Study on Real-World Tabular Medical Dataset

The second experiment is a comparative study between all tested domain adaptation approaches and our proposed WMSSDA, on the real-world mixed-type tabular medical Covid dataset. We aim to show that our approach can reach good results on mixed-type tabular data in addition to image data. We also aim to show that WMSSDA competes and outperforms other domain adaptation approaches in a real-world medical context with limited data and class imbalance.

Table 5 reports our entire experimental results on the Covid dataset. Results show that both WMSSDA variations lead to the best or second-best results in most cases, and in all cases on average. Those experimental results show that our approach can perform very well on tabular data. In this particular setting, we note that it is our standard version of WMSSDA that performs the best, which is probably an indication that there is almost no concept shift in this dataset, unlike with the two benchmark image datasets, rendering the \( \beta \) version of the approach no better than the standard one. The results between the two versions of WMSSDA are close, with slightly better results for our standard version, thus, we performed the statistical tests evaluation based on the standard version of WMSSDA. The statistical comparison of the results shows that our approach WMSSDA leads to significantly better results than most other approaches, in the majority of cases. Our approach leads to significantly better results than any other state-of-the-art approach when considering the average performance over all target domains.

5.6 Ablation Study

Our method WMSSDA is composed of several important elements, in this section we perform an ablation study in order to evaluate the pertinence and usefulness of each component of WMSSDA. An ablation study is a type of experiment that is conducted to investigate the impact of removing, or disabling, specific components or features of an approach. To do so, we eliminate parts of our model and evaluate the results to understand their individual contributions to the overall performance and validate the pertinence of each component.

In this ablation study we compare five ablated versions of our WMSSDA approach with our complete method. Table 6 shows all WMSSDA versions compared in this study. In the column “Branches” it is indicated if the method contains both the common modules branch and the source domain specific modules branch, or only one of the two. Column “Regus” indicates if both
Best the statistical and adversarial regularizations of the common branch are used, 

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Source} & \text{Benchmark} & \text{Method} & \text{F1} & \text{bACC} & \text{AUC} \\
\hline
\text{Single-} & & \text{NN} & 92.55 \pm 0.05 & 90.54 \pm 0.06 & 89.74 \pm 0.08 \\
\text{Source } & & \text{AUC} & 92.57 \pm 0.03 & 89.83 \pm 0.02 & 88.78 \pm 0.06 \\
\text{Combine} & & \text{FI} & 85.44 \pm 0.01 & 82.79 \pm 0.01 & 83.80 \pm 0.04 \\
\text{WMSSDA} & & \text{DANN} & 92.67 \pm 0.04 & 91.00 \pm 0.05 & 92.08 \pm 0.03 \\
\text{MCD} & & \text{DSAN} & 94.82 \pm 0.02 & 92.32 \pm 0.02 & 94.20 \pm 0.02 \\
\text{FT} & & \text{NN} & 93.60 \pm 0.03 & 91.01 \pm 0.03 & 92.08 \pm 0.03 \\
\text{WMSSDA} & & \text{DSAN} & 94.82 \pm 0.02 & 92.32 \pm 0.02 & 94.20 \pm 0.02 \\
\text{MCD} & & \text{FT} & 92.67 \pm 0.04 & 91.00 \pm 0.05 & 92.08 \pm 0.03 \\
\text{FT} & & \text{MDAN} & 94.82 \pm 0.02 & 92.32 \pm 0.02 & 94.20 \pm 0.02 \\
\text{Multi-Source} & & \text{MFSAN} & 94.82 \pm 0.02 & 92.32 \pm 0.02 & 94.20 \pm 0.02 \\
\text{MSIDA} & & \text{ABMSIDA} & 94.82 \pm 0.02 & 92.32 \pm 0.02 & 94.20 \pm 0.02 \\
\text{WMSSDA} & & \text{WMSSDA} & 94.82 \pm 0.02 & 92.32 \pm 0.02 & 94.20 \pm 0.02 \\
\text{WMSSDA} & & \text{WMSSDA} & 94.82 \pm 0.02 & 92.32 \pm 0.02 & 94.20 \pm 0.02 \\
\text{WMSSDA} & & \text{WMSSDA} & 94.82 \pm 0.02 & 92.32 \pm 0.02 & 94.20 \pm 0.02 \\
\hline
\end{array}
\]

WMSSDA is: \textbullet \text{significantly better}, \equiv \text{equivalent}, \circ \text{significantly worse}, p-value: 0.05 Table 5: Comparative Study on the Real-World Medical Covid Dataset Dataset, with Limited and Imbalanced Data. The best and second-best results for each metric and each target domain appear in bold and underlined respectively. Results are evaluated on a binary classification task using metrics: balanced Accuracy, AUC, and the F1-Score.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Branches</th>
<th>Regus</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMSSDA-A</td>
<td>Common</td>
<td>MD+ADV</td>
<td>No</td>
</tr>
<tr>
<td>WMSSDA-B</td>
<td>Specific</td>
<td>-</td>
<td>No</td>
</tr>
<tr>
<td>WMSSDA-C</td>
<td>Common+Specific</td>
<td>ADV</td>
<td></td>
</tr>
<tr>
<td>WMSSDA-D</td>
<td>Common</td>
<td>MD</td>
<td></td>
</tr>
<tr>
<td>WMSSDA-E</td>
<td>Common+Specific</td>
<td>MD+ADV</td>
<td></td>
</tr>
<tr>
<td>WMSSDA-F</td>
<td>Common+Specific</td>
<td>MD+ADV</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 6: Ablation study compared approaches.
used. Finally, column “Weights” indicates if transfer contribution weights are computed and used during training to minimize negative transfer or not.

<table>
<thead>
<tr>
<th>Method</th>
<th>Metric</th>
<th>MNIST</th>
<th>MNIST-M</th>
<th>SVHN</th>
<th>SYN</th>
<th>USPS</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMSSDA-A</td>
<td>ACC</td>
<td>92.36 ± 0.58</td>
<td>72.92 ± 1.24</td>
<td>67.60 ± 2.28</td>
<td>80.34 ± 0.49</td>
<td>98.57 ± 0.22</td>
<td>92.43</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>90.85 ± 0.001</td>
<td>96.60 ± 0.024</td>
<td>94.29 ± 0.054</td>
<td>97.83 ± 0.012</td>
<td>99.98 ± 0.002</td>
<td>97.61</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>94.89 ± 0.61</td>
<td>71.20 ± 1.35</td>
<td>65.64 ± 2.70</td>
<td>80.63 ± 0.53</td>
<td>98.83 ± 0.19</td>
<td>81.84</td>
</tr>
<tr>
<td>WMSSDA-B</td>
<td>ACC</td>
<td>91.77 ± 0.936</td>
<td>74.82 ± 1.59</td>
<td>66.34 ± 2.24</td>
<td>79.72 ± 1.28</td>
<td>97.85 ± 0.36</td>
<td>92.07</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>90.80 ± 0.003</td>
<td>97.21 ± 0.021</td>
<td>94.14 ± 0.048</td>
<td>98.05 ± 0.001</td>
<td>99.98 ± 0.005</td>
<td>97.81</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>93.71 ± 0.922</td>
<td>73.79 ± 1.72</td>
<td>62.82 ± 2.40</td>
<td>79.48 ± 1.18</td>
<td>96.96 ± 0.47</td>
<td>81.17</td>
</tr>
<tr>
<td>WMSSDA-C</td>
<td>ACC</td>
<td>92.93 ± 0.612</td>
<td>73.52 ± 1.32</td>
<td>69.61 ± 1.60</td>
<td>81.58 ± 0.953</td>
<td>96.60 ± 0.16</td>
<td>83.05</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>90.68 ± 0.002</td>
<td>95.09 ± 0.017</td>
<td>94.98 ± 0.049</td>
<td>98.13 ± 0.014</td>
<td>99.94 ± 0.004</td>
<td>97.94</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>94.79 ± 0.716</td>
<td>72.98 ± 1.58</td>
<td>67.29 ± 2.87</td>
<td>81.41 ± 0.99</td>
<td>96.73 ± 0.11</td>
<td>82.44</td>
</tr>
<tr>
<td>WMSSDA-D</td>
<td>ACC</td>
<td>95.01 ± 0.468</td>
<td>74.60 ± 1.33</td>
<td>69.27 ± 2.05</td>
<td>81.87 ± 1.42</td>
<td>96.28 ± 0.21</td>
<td>83.41</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>94.93 ± 0.560</td>
<td>97.36 ± 0.025</td>
<td>95.05 ± 0.035</td>
<td>98.26 ± 0.019</td>
<td>99.87 ± 0.003</td>
<td>98.09</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>74.19 ± 1.40</td>
<td>67.16 ± 2.34</td>
<td>82.70 ± 1.43</td>
<td>96.38 ± 0.14</td>
<td>82.87</td>
<td></td>
</tr>
<tr>
<td>WMSSDA-E</td>
<td>ACC</td>
<td>95.86 ± 0.079</td>
<td>74.94 ± 0.16</td>
<td>66.20 ± 1.14</td>
<td>82.60 ± 0.46</td>
<td>96.60 ± 0.28</td>
<td>84.70</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>90.95 ± 0.002</td>
<td>97.37 ± 0.024</td>
<td>95.01 ± 0.016</td>
<td>98.33 ± 0.008</td>
<td>99.97 ± 0.003</td>
<td>98.09</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>95.11 ± 0.26</td>
<td>74.50 ± 0.88</td>
<td>67.11 ± 1.56</td>
<td>82.45 ± 0.43</td>
<td>96.65 ± 0.30</td>
<td>83.17</td>
</tr>
<tr>
<td>WMSSDA</td>
<td>ACC</td>
<td>95.30 ± 0.21</td>
<td>75.05 ± 1.00</td>
<td>70.50 ± 1.21</td>
<td>82.85 ± 0.49</td>
<td>96.77 ± 0.30</td>
<td>84.10</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>90.88 ± 0.001</td>
<td>97.37 ± 0.017</td>
<td>95.19 ± 0.014</td>
<td>98.38 ± 0.005</td>
<td>99.92 ± 0.001</td>
<td>98.15</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>95.25 ± 0.21</td>
<td>74.62 ± 1.17</td>
<td>68.17 ± 2.01</td>
<td>82.70 ± 0.49</td>
<td>96.90 ± 0.29</td>
<td>83.53</td>
</tr>
</tbody>
</table>

Table 7: Ablation study results.

Table 7 shows our experimental results on the Covid dataset for this ablation study. We compare our method with only the common modules branch with method WMSSDA-A and only the source domain specific modules branch with method WMSSDA-B. In both cases, average results are similar, with slightly better results for WMSSDA-A, showing the importance of a shared latent space. Method WMSSDA-E contains both branches and obtains largely better results than WMSSDA-A and WMSSDA-B, showing the pertinence of an architecture combining both the common and specific branches to obtain the best possible results. We believe that the two branches architecture naturally decreases negative transfer as classifiers with higher confidence are given more importance in the ensemble pooling of results, which highly contributes to improving prediction quality. We also evaluate the pertinence of using both statistical and adversarial regularizations to learn a shared domain invariant latent space, with method WMSSDA-C using only the adversarial regularization, and method WMSSDA-D using only the statistical MD regularization. The results of WMSSDA-C and WMSSDA-D show that using a statistical only regularization leads to slightly better results than the adversarial one alone. This is contradictory with the actual consensus in the literature, that states that adversarial regularization is superior to statistical regularization for learning a common domain-invariant latent space. This can probably be explained by the fact that MD has been shown to be more pertinent and lead to better learning performance than MMD in a multi-source domain adaptation context in [10], making it slightly superior to adversarial alignment in this case. Method WMSSDA-E, which uses both MD and adversarial regularization for its shared latent space obtains better results than both WMSSDA-C and WMSSDA-D, showing that using both kind of regularizations allows to further align the latent space and lead to even better adaptation results. Finally, we observe that our complete WMSSDA approach leads to the best results overall, which seems to indicate that our transfer contribution weights are useful.
to limit negative transfer during training and have a positive effect on learning performance.

6 Discussion and Conclusion

In this paper, we proposed an innovative multi-source supervised domain adaptation approach, Weighted Multi-Source Supervised Domain Adaptation (WMSSDA). We evaluated and compared WMSSDA and compared our results to those obtained by other state-of-the-art approaches, on limited and imbalanced data, on both benchmark and real-world medical datasets. Our proposed approach is composed of a two branch architecture, learning both a shared domain invariant latent space and source domain specific latent spaces. The shared latent representation is learned and regularized both statistically and adversarially, the statistical regularization relies on a MD measure between source and target domains. The output of the MD regularization is used to compute transfer contribution weights that are applied to weight the impact of each source domain during training, limiting negative transfer. We show that our proposed WMSSDA outperforms most state-of-the-art approaches on both image benchmarks datasets and a real-world tabular medical dataset. We further analyze the relevance and importance of each component of our method by performing an ablation study, validating the overall architecture of our approach.

Overall, our experimental results seem to show that most multi-source domain adaptation approaches do not obtain significantly better results than single-source approaches in our experimental scenario. This seems to show that despite researchers efforts, negative transfer in multi-source domain adaptation is still an open critical problem that seems to limit the overall potential performance of state-of-the-art multi-source domain adaptation approaches. Best performing domain adaptation approaches are still not able to fully avoid negative transfer. In our proposal of a new multi-source domain adaptation approach, we tried to limit negative transfer through the computation of transfer contribution weights that are applied as a scaling of the impact of each source domain in the training of the entire model. Our experimental results and ablation study show that this element of our approach is relevant and improves overall results. But even with this component, our proposed approach is yet not able to fully avoid negative transfer. Future works in the domain adaptation field should focus on finding better ways to handle this important matter.
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