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NONLOCAL TIME DELAYS REACTION-DIFFUSION PROBLEMS OF

GRADIENT FLOW TYPE: EXISTENCE, STOCHASTIC HOMOGENIZATION

OMAR ANZA HAFSA, JEAN-PHILIPPE MANDALLENA, AND GÉRARD MICHAILLE

Abstract. In this paper we continue our study of nonlocal reaction-diffusion problems of
gradient flow type that we developed in a previous paper [AHMM23] by using the notion of
CP-structured reaction functionals as introduced in [AHMM19]. We consider here problems
with times delays and DCP-structured reaction functionals as introduced in [AHMM20]. We
present an existence result, investigate stochastic homogenization and provide an application
to spatial population dynamics.
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1. Introduction

Let pΩ,F,Pq be a complete probability space, let T ą 0 and let O Ă Rd be a bounded open
domain with Lipschitz boundary. In this paper we continue our study of nonlocal reaction-
diffusion problems of gradient flow type that we developed in a previous paper [AHMM23] by
considering the stochastic homogenization of nonlocal time delays reaction-diffusion problems
of the form:

pPε,ωq

$

’

&

’

%

duωε
dt
ptq `∇Eεpω, uωε ptqq “ F pω, t, uωε ptq,R

ω
ε u

ω
ε ptqq for L1-a.a. t P r0, T s

uωε ptq “ ψωε ptq for all t Ps ´ 8, 0s,

where, for each ε ą 0, ψωε P Ccps ´ 8, Os;L
2pOqq is the history function and Rω

ε : Ccps ´

8, T s;L2pOqq! L2pr0, T s;L2pOqq is the delays operator, see Definition 2.3. As in [AHMM23],
the diffusion term is the gradient of a random nonlocal functional Eε : Ω ˆ L2pOq ! r0,8r
of type:

Eεpω, uq “
1

4εd

ż

O

ż

O

J
´

ω,
x

ε
,
y

ε
,
x´ y

ε

¯

ˆ

upxq ´ upyq

ε

˙2

dxdy `Dεpω, uq (1.1)

with J : RdˆRdˆRd ! r0,8r and Dε : ΩˆL2pOq! R a nonlocal functional characterizing
the fact that pPε,ωq is of Neumann-Cauchy nonhomogenous or Dirichlet-Cauchy type. As
introduced in [AHMM20], the reaction term is a random DCP-structured reaction functional
Fε : Ω ˆ r0, T s ˆ L2pOq ˆ L2pOq! L2pOq, see Definition 2.16. Our framework allows us to
consider both single-delays and multi-delays cases, as well as delays distributed by a diffuse
delays kernel in nonlocal reaction-diffusion problems, see §2.1.

The problems of the form pPε,ωq model various situations within the context of the biological
invasion of a single-species population. The reaction functional represents the regulation of
population growth, involving complex maturation or resource regeneration periods. The
nonlocal diffusion accounts for the interaction between individuals at short or long ranges in
a heterogeneous but statistically homogeneous space environment. The parameter ε accounts
for the size of heterogeneities. To our knowledge, in this general form, the existence and
convergence of such problems were first studied in [AHMM20], where the diffusion operator
is local and the reaction term admits a more restrictive structure.

In the present paper we extend the results of [AHMM20] to the nonlocal case. Specifically,
in a nonlocal framework, we prove that any problem of the form pPε,ωq has a unique solution
(see Theorem 2.19) and establish the almost sure homogenization of pPε,ωq as ε ! 0 (see
Theorem 3.8 and Corollary 3.16) to the problem

pPhom,ωq

$

’

&

’

%

duω

dt
ptq `∇Ehompω, u

ω
ptqq “ Gω

pt, uωptqq for L1-a.a. t P r0, T s

uωptq “ ψωptq for all t Ps ´ 8, 0s and ψωp0q P dompEhompω, ¨qq,

(1.2)
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where ψωε ! ψω in Cps ´ 8, 0s;L2pOqq and

Gpt, uωptqq “

$

’

&

’

%

F pω, uωqptq if pFεpω, ¨, ¨, ¨q,R
ω
ε q

mix
Ýá F pω, ¨q

F pω, t, uωptq,Rωuωptqq if pFεpω, ¨, ¨, ¨q,R
ω
ε q

stable
Ýá pF pω, ¨, ¨, ¨q,Rωq.

The limit functional F pω, ¨q : Ccps ´ 8, T s;L
2pOqq! L2pr0, T s;L2pOqq, F pω, ¨, ¨, ¨q : r0, T s ˆ

L2pOqˆL2pOq! L2pOq and the limit operator Rω : Ccps´8, T s;L
2pOqq! L2pr0, T s;L2pOqq,

are obtained via the notions mixing and stable convergence, denoted by “
mix
Ýá ” and “

stable
Ýá ”

respectively. These notions are introduced in §3.3 (see Definitions 3.10 and 3.12). As estab-
lished in [AHMM23, Theorem 4.8], the functional Ehom : Ω ˆ L2pOq ! r0,8s is the almost
sure Mosco-limit of Eε and is given in its domain by

Ehompω, uq “

ż

O

fhompω,∇upxqqdx

with fhom : ΩˆRd ! r0,8r a quadratic function defined as the limit of a suitable subadditive
process (see [AHMM23, Propositions 3.14 and 3.17]).

Nonlocal problems of type pPε,ωq are well adapted for spatial population dynamics where
the density J in (1.1) accounts for the numbers of individuals at time t in O which jump
from y to x. The nonlocal diffusion term can be explained by the fact that spatial movement
is possible without constraints in the sense that individuals can disperse and interact with
other individuals over relatively long distances. In Section 5 we consider such a population
dynamics model with a reaction term including age structure, of the form:

Fεpω, t, u
ω
ε ptq,R

ω
ε u

ω
ε ptqq “ b

´

ω, t,
x

ε
,Rω

ε u
ω
ε ptq

¯

´ d
´

ω, t,
x

ε
, uωε ptq

¯

` a
´

ω, t,
x

ε

¯

,

where b : Ωˆ r0,8rˆRd ˆR!s0,8r and d : Ωˆ r0,8rˆRd ˆR!s0,8r represent “birth”
and “death” respectively, and a : Ω ˆ r0,8rˆRd ! R is the immigration or harvesting
rate. To incorporate the age structure, it is necessary to introduce time delays Rω

ε : Ccps ´

8, T s;L2pOqq! L2pr0, T s;L2pOqq, specifically in the “birth” component, given by

Rω
ε u

ω
ε ptq “

1

k
uωε ptq

´

t´ σ
´

ω,
¨

ε

¯¯

with σ : Ω ˆRd ! r0,8r, σpω,Rdq “ tσω1 , ¨ ¨ ¨ , σ
ω
k u where σω1 , ¨ ¨ ¨ , σ

ω
k P r0,8r. By applying

our homogenization result, we show (see Corollary 5.8) that as ε! 0, the nonlocal reaction-
diffusion problems pPε,ωq almost surely converge to a local reaction-diffusion problem of type
(1.2) with Gωpt, uωptqq “ F pω, uωqptq where

F pω, uωqptq :“ EI

„
ż

Y

b

ˆ

¨, t, y, uω
ˆ

1

k
pt´ σp¨, yqq

˙˙

dy



pωq ´ EI

„
ż

Y

dp¨, t, y, uωptqqdy



pωq

`EI

„
ż

Y

ap¨, t, yqdy



pωq.

The symbol EI denotes the conditional mathematical expectation with respect to σ-algebra
J of invariant sets with respect to the dynamical system pΩ,F,P, tTzuzPZdq (see §3.1 for
more details).
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Plan of the paper. Section 2 is devoted to existence and uniqueness of bounded solutions
for nonlocal reaction time delays diffusion problems of gradient flow type when the reaction
term is a DCP-structured reaction functional (see Definition 2.16 and Theorem 2.19). For
this, in §2.1, we begin by recalling the notion of time delays operator and then, in §2.2,
we develop the nonlocal framework for dealing with Neumann-Cauchy homogeneous (see
§2.2.1), nonhomogeneous (see §2.2.2) and Dirichlet-Cauchy (see 2.2.3) nonlocal time delays
reaction-diffusion problems. The proof of Theorem 2.19 is given in §2.3.

Section 3 is devoted to the stochastic homogenization for nonlocal time delays problems
with DCP-structured reaction functionals. In §3.1 we begin by specifying the probability
setting and recall some tools from ergodic theory (see Definitions 3.1–3.2). Next, by ap-
plying Theorem 2.19, we obtain existence and uniqueness of bounded solutions for random
Neumann-Cauchy homogeneous and Dirichlet-Cauchy nonlocal time delays reaction-diffusion
problems (see Corollary 3.5). We state the stochastic homogenization theorem in §3.2 (see
Theorem 3.8). To identify the homogenized diffusion term we need a suitable subadditive
theorem that we have already proved in [AHMM23, Propositions 3.14 and 3.17]). To provide
information about the specific form of the limit reaction term in Theorem 3.8, in §3.3 we
introduce two notions of convergence for both the reaction functionals and the time delays
operators (see Definitions 3.10) and 3.12). These notions allows us to refine Theorem 3.8
(see Corollary 3.16). Note that we do not address the convergence of Neumann-Cauchy non-
homogeneous nonlocal time delays reaction-diffusion problems. Indeed, the mathematical
analysis seems technically more tricky but we hope to cover this case in the future.

Section 4 is devoted to the proof of Theorem 3.8. The proof, presented in §4.2, relies on two
theorems. The first one (see Theorem 4.1) is an abstract convergence result for passing from
nonlocal to local. This theorem is stated and proved in §4.1. The second theorem establishes
the almost sure Mosco-convergence of the energies associated with the diffusion term. This
theorem has already been proved in [AHMM23, Theorem 4.8].

Section 5 is devoted to the application of the results to a nonlocal spatial population model
with age structure. In §5.1 we begin by providing a heuristic derivation of the model. Then,
in §5.2, we specify the structure of the reaction term together with the time delays operator.
Finally, in §5.3, we precise the mathematical description of the model, showing that it can
studied within the general framework developed in Sections 2–3. By applying Corollary 3.16
we obtain the homogenized model (see Corollary 5.8).

For convenience of the reader, in the appendix we recall some classical definitions and results
that we use in the paper.

Notation. Throughout the paper we will use the following notation.

‚ The cardinal of a set is denoted by | ¨ |.

‚ Given x0 P R
d we denote the open (resp. closed) ball of radius r ą 0 centered at x0

by Brpx0q (resp. Brpx0q).

‚ The closure (resp. interior) of a set A Ă Rd is denoted by A (resp. intpAq).

‚ The Lebesgue measure on Rd with d P N˚ is denoted by Ld and for each Borel set
A Ă Rd, the measure of A with respect to Ld is denoted by LdpAq.
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‚ The class of bounded Borel subsets of Rd is denoted by BbpR
dq.

‚ The space of continuous piecewise affine functions from O to R is denoted by AffpOq.

‚ Given pa, bq P R2 with a ď b, the space of u P L2pOq (resp. u P L8pOq) such that
a ď u ď b is denoted by L2pO; ra, bsq (resp. L8pO; ra, bsq).

‚ Given a Banach space X and a closed interval I Ă R, the space of continuous
functions from I to X is denoted by CpI;Xq, and the space of absolutely continuous
functions from I to X by ACpI;Xq.

‚ Given tunun Ă Cpr0, T s;L2pOqq, by un ! u in Cpr0, T s;L2pOqq we mean that
lim
n!8

suptPr0,T s }unptq ´ uptq}L2pOq “ 0. By dun
dt
á du

dt
in L2pr0, T s;L2pOqq we mean

that for every v P L2pr0, T s;L2pOqq,
şT

0
xdun
dt
ptq, vptqydt!

şT

0
xdu
dt
ptq, vptqydt as n! 8,

where x¨, ¨y denotes the scalar product in L2pOq.

‚ The space of step functions from R to L2pOq is denoted by StppR;L2pOqq.

‚ The space of functions from R to L2pOq which are uniform limit of step functions is
denoted by Stp

8 pR;L2pOqq.

‚ The space of continuous functions with compact support from s ´ 8, T s to L2pOq is
denoted by Ccps ´ 8, T s;L

2pOqq.

‚ The class of positive vector measures mmm : BpRq ! L8pOq such that }mmm}pRq ď 1 is
denoted by M`

1 pR;L8pOqq.

2. Existence and uniqueness of bounded solutions for nonlocal time delays
problems with DCP-structured reaction functionals

From now on, O Ă Rd is a bounded open domain with Lipschitz boundary.

2.1. Time delays operators associated with vector measures. Throughout the paper
we use the theory of integration with respect to vector measures. This theory is briefly
recalled in Appendix A (for more details we refer to [Din67]). We begin with the following
definition.

Definition 2.1. Let mmm : BpRq! L8pOq be a vector measure. We say that mmm is positive if
for every u P Stp

8 pR;L2pOqq, u ě 0 implies
ş

R
uptqdmmmptq ě 0.

From now on, we denote the class of positive vector measures mmm : BpRq ! L8pOq such
that }mmm}pRq ď 1 by M`

1 pR;L8pOqq, where }mmm}, the variation of mmm, is defined in Appendix
A, and the integral with respect to mmm is associated with the continuous bilinear map B :
L8pOq ˆ L2pOq! L2pOq defined by Bpu, vq “ uv.

Remark 2.2. For every mmm PM`
1 pR;L8pOqq, mmmpAq P L8pO; r0, 1sq.

Let tmmmtutě0 Ă M`
1 pR;L8pOqq be such that for every u P Stp

8 pR;L2pOqq, the map t 7!
şt

´8
upτqdmmmtpτq is pBpRq,BpL2pOqq-measurable.

Definition 2.3. Let T ą 0. By time delays operator associated with tmmmtutě0 we mean the
linear continuous map R : Ccps ´ 8, T s;L

2pOqq! L2pr0, T s;L2pOqq defined by

Ruptq :“

ż t

´8

upτqdmmmtpτq.
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Remark 2.4. By using Proposition A.5, we see that for every u P Ccps ´ 8, T s;L
2pOqq,

}Ruptq}L2pOq ď 2}u}Ccps´8,T s;L2pOqq for all t P r0, T s

and so

}Ru}L2pr0,T s;L2pOqq ď 2
?
T }u}Ccps´8,T s;L2pOqq.

Remark 2.5. Given α ě 0, if u P Ccps´8, T s;L
2pOqq is such that 0 ď u ď α then 0 ďRu ď

α.

In what follows we give three basic examples of time delays operators associated with vector
measures.

Example 2.6 (multi-delays case). Let tmmmtutě0 ĂM`
1 pr0, T s;L

8pOqq be given by

mmmt :“
ÿ

kPN

dddkδt´tk with

$

’

&

’

%

ttkukPN Ăs0,8r
tdddkukPN Ă L8pO; r0,8rq
ÿ

kPN

}dddk}L8pOq “ 1.

Then, R : Ccps ´ 8, T s;L
2pOqq! L2pr0, T s;L2pOqq defined by

Ruptq :“

ż t

´8

upτqdmmmtpτq “
ÿ

kPN

dddkupt´ tkq

is the time delays operator associated with tmmmtutě0.

Example 2.7 (single delays depending on the space variable). Let σ : Rd ! r0,8r be such
that |σpRdq| ă 8, i.e. σpRdq “ tσ1, ¨ ¨ ¨ , σku with k P N˚, and let tmmmtutě0 ĂM`

1 pR;L8pOqq
be defined by

mmmt :“
1

k
δt´σp¨q.

Then, R : Ccps ´ 8, T s;L
2pOqq! L2pr0, T s;L2pOqq defined by

Ruptq :“

ż t

´8

upτqdmmmtpτq “
1

k
upt´ σp¨qq

is the time delays operator associated with tmmmtutě0.

Example 2.8 (delays distributed by a diffuse delays kernel). For each t ě 0, let K t : R !
L8pOq be defined by

K tpτq “ K pt´ τq,

where K : R! L8pOq is such that:

‚
ş8

´8
}K ptq}L8pOq dt “ 1;

‚ for every t P R and Lp-a.a. x P O, K ptqpxq ě 0;
‚ for every t Ps ´ 8, 0s, K ptq “ 0,

and let tmmmtutě0 ĂM`
1 pR;L8pOqq be given by

mmmt :“ K tL
1.
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Then, R : Ccps ´ 8, T s;L
2pOqq! L2pr0, T s;L2pOqq defined by

Ruptq :“

ż t

´8

upτqdmmmtpτq “

ż t

´8

upτqK tpt´ τqdτ “

ż 8

0

upt´ τqK tpτqdτ “ pu ˚ K tqptq.

is the time delays operator associated with tmmmtutě0.

Remark 2.9. In the three examples above, we have Ru P ACpr0, T s;L2pOqq for all u P
Ccps ´ 8, T s;L

2pOqq. Indeed, by an easy calculation we see that

(R) there exists a probability measure µ on pR,BpRqq with µps ´ 8, 0rq “ 0 such that for
every t1, t2 P r0, T s with t1 ă t2,

}Rupt1q ´Rupt2q}L2pOq ď

ż t2

t1

˜

›

›

›

›

du

dt

›

›

›

›

L2pOq

˚ µ

¸

ptqdt

with
´

›

›

du
dt

›

›

L2pOq
˚ µ

¯

ptq :“
ş

R

›

›

du
dt
pt´ τq

›

›

L2pOq
dµpτq. For the previous examples we have:

µ “

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

ÿ

kPN

}dddk}L8pOqδtk in Example 2.6

1

k

k
ÿ

i“1

δσi in Example 2.7

}Kp¨ ´ τq}L8pOqdτ in Example 2.8.

2.2. Nonlocal time delays reaction-diffusion problems of gradient flow type. Given
T ą 0 and R : Ccps ´ 8, T s;L

2pOqq ! L2pr0, T s;L2pOqq a time delays operator associated
with tmmmtutě0 ĂM`

1 pR;L8pOqq and ψ P Ccps´8, 0s;L
2pOqq we consider time delays reaction-

diffusion problems of type:

pP
ψ,F,T
E,R q

$

’

&

’

%

du

dt
ptq `∇Epuptqq “ F pt, uptq,Ruptqq for L1-a.a. t P r0, T s

uptq “ ψptq for all t Ps ´ 8, 0s,

where the diffusion term is the gradient of a nonlocal, convex and Fréchet-differentiable
functional E : L2pOq ! r0,8r (see §2.2.1–2.2.3 for more details) and the reaction term
F : r0, T s ˆL2pOqˆL2pOq! L2pOq is a DCP-structured reaction functional (see Definition
2.14).

2.2.1. Neumann-Cauchy homogeneous nonlocal time delays problems. Let J : RdˆRdˆRd !
r0,8r be a Borel measurable function satisfying the following conditions:

(NL1) J is symmetric, i.e. for every px, yq P Rd ˆRd,

Jpx, y, x´ yq “ Jpy, x, y ´ xq;

(NL2) there exists a pBpRdq,BpRqq-measurable function J : Rd ! r0,8r with supppJq “
BRJ p0q for some RJ ą 0 and

ş

Rd
Jpξqdξ “ 1 such that for every px, y, ξq P RdˆRdˆRd,

0 ď Jpx, y, ξq ď Jpξq.
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Remark 2.10. The function J is assumed to be compactly supported for simplifying certain
calculations. Without major difficulties, by using a truncation argument, we could take J
growing as 1

1`|ξ|d`2`κ with κ ą 0.

Let O Ă Rd be a bounded open set and let J : L2pOq! r0,8r be defined by

Jpuq :“
1

4

ż

O

ż

O

Jpx, y, x´ yqpupxq ´ upyqq2dxdy. (2.1)

It is easy to see that J is convex and Fréchet-differentiable, and by the Riesz representation
theorem, for each u P L2pOq, the gradient of J at u, denoted by ∇Jpuq, is such that

J1
puqpvq “ x∇Jpuq, vy “

ż

O

∇Jpuqpxqvpxqdx for all v P L2
pOq,

where ∇Jpuq P L2pOq and is given by

∇Jpuqpxq “ ´
ż

O

Jpx, y, x´ yqpupyq ´ upxqqdy.

The problem pP
ψ,F,T
J,R q, which corresponds to pPψ,F,T

E,R q with E “ J, is a nonlocal time
delays reaction-diffusion problem of gradient flow type that is called “Neumann-Cauchy
homogeneous nonlocal time delays reaction-diffusion problem”. Note that pPψ,F,T

J,R q can be
rewritten as follows:

pP
ψ,F,T
J,R q

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

Bu

Bt
pt, xq ´

ż

O

Jpx, y, x´ yqpupt, yq ´ upt, xqqdy

“ F

ˆ

t, upt, xq,

ż t

´8

upτ, ¨qdmmmtpτq

˙

in r0, T s ˆO

upt, ¨q “ ψpt, ¨q for all t Ps ´ 8, 0s.

Remark 2.11. The term “Neumann-Cauchy homogeneous nonlocal time delays problem”
refers to homogeneous Neumann-Cauchy boundary conditions for local reaction-diffusion
problems. Indeed, by suitably rescaling J and K, it can be established that the solutions of
the rescaled corresponding problems converges to the solution of a “standard” local reaction-
diffusion problem with the homogeneous Neumann boundary condition (see [AVMRTM10,
Chapter 3, §3.1, pp. 41] for J “ J and F “ 0).

2.2.2. Neumann-Cauchy nonhomogeneous nonlocal time delays problems. Let h P L1pRdzOq,
let K P L8pO ˆRdq and let Nh,K : L2pOq! R be defined by

Nh,Kpuq :“

ż

O

ˆ
ż

RdzO

Kpx, x´ yqhpyqdy

˙

upxqdx.

Clearly, Nh,K is a continuous linear form and for every u P L2pOq, ∇Nh,Kpuq P L
2pOq, and

is given by

∇Nh,Kpuqpxq “

ż

RdzO

Kpx, x´ yqhpyqdy.

The problem pP
ψ,F,T
J´Nh,K ,R

q, which corresponds to pPψ,F,T
E,R q with E “ J ´Nh,K , is a nonlocal

time delays reaction-diffusion problem of gradient flow type that is called “Neumann-Cauchy
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nonhomogeneous nonlocal time delays reaction-diffusion problem”. Note that pPψ,F,T
J´Nh,K ,R

q

can be rewritten as follows:

pP
ψ,F,T
J´Nh,K ,R

q

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

Bu

Bt
pt, xq ´

ż

O

Jpx, y, x´ yqpupt, yq ´ upt, xqqdy

´

ż

RdzO

Kpx, x´ yqhpyqdy “ F

ˆ

t, upt, xq,

ż t

´8

upτ, ¨qdmmmtpτq

˙

in r0, T s ˆO

upt, ¨q “ ψpt, ¨q for all t Ps ´ 8, 0s.

Remark 2.12. The term “Neumann-Cauchy nonhomogeneous nonlocal time delays problem”
refers to nonhomogeneous Neumann-Cauchy boundary conditions for local reaction-diffusion
problems. Indeed, by suitably rescaling J and K, it can be established that the solutions of
the rescaled corresponding problems converges to the solution of a “standard” local reaction-
diffusion problem with the nonhomogeneous Neumann boundary condition du

dn
“ h where n

denotes the unit outward normal to BΩ (see [AVMRTM10, Chapter 3, §3.2, pp. 45] for J “ J
and F “ 0).

2.2.3. Dirichlet-Cauchy nonlocal time delays problems. Set OJ :“ O`supppJq “ O`BRJ p0q,
let g P L2pOJzOq and let Dg : L2pOq! R be defined by

Dgpuq :“
1

2

ż

O

ż

OJ zO

Jpx, y, x´ yqpgpyq ´ upxqq2dxdy. (2.2)

It is easy to see that Dg is convex and Fréchet-differentiable, and for every u P L2pOq,
∇Dgpuq P L

2pOq and is given by

∇Dgpuqpxq “ ´

ż

OJ zO

Jpx, y, x´ yqpgpyq ´ upxqqdy.

The problem pP
ψ,F,T
J`Dg ,R

q, which corresponds to pPψ,F,T
E,R q with E “ J ` Dg, is a nonlocal

times delays reaction-diffusion problem of gradient flow type that is called “Dirichlet-Cauchy
nonlocal time delays reaction-diffusion problem”. Note that pPψ,F,T

J`Dg ,R
q can be rewritten as

follows:

pP
ψ,F,T
J`Dg ,R

q

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

Bu

Bt
pt, xq ´

ż

O

Jpx, y, x´ yqpupt, yq ´ upt, xqqdy

´

ż

OJ zO

Jpx, y, x´ yqpgpyq ´ upt, xqqdy

“ F

ˆ

t, upt, xq,

ż t

´8

upτ, ¨qdmmmtpτq

˙

in r0, T s ˆO

upt, ¨q “ ψpt, ¨q for all t Ps ´ 8, 0s.

Remark 2.13. In the spirit of Remarks 2.11–2.12, the term “Dirichlet-Cauchy nonlocal time
delays problem” refers to Dirichlet-Cauchy boundary conditions for local reaction-diffusion
problems (see [AVMRTM10, Chapter 2, §2.1, pp. 31] for J “ J and F “ 0).
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2.3. Existence and uniqueness for nonlocal time delays problems. We begin by
recalling the existence and uniqueness result for nonlocal problem (without time delays) that
we proved in [AHMM23] (see Theorem 2.15). For this, we need the class of CP-structured
reaction functionals that we denote by FT

CP with T ą 0. (This class was introduced in
[AHMM19], see also [AHMM22, §2.2.2, pp. 27].)

Definition 2.14. Let T ą 0. A map Φ : r0, T s ˆ L2pOq! L2pOq is called a CP-structured
reaction functional if

Φpt, uqpxq “ φpt, x, upxqq

for all pt, u, xq P r0, T s ˆ L2pOq ˆ O, where φ : r0, T s ˆ Rd ˆ R ! R is a Borel measurable
function satisfying the following three properties:

(CPT1 ) φpt, x, ζq is locally Lipschitz continuous in ζ uniformly with respect to pt, xq P r0, T sˆ
Rd;

(CPT2 ) φp¨, ¨, 0q P L2pr0, T s;L2pOqq;

(CPT3 ) there exist f, f : r0, T s ˆ R ! R with f ď 0 ď f and pρ, ρq P R2 with ρ ď ρ such
that each of the two following ordinary differential equations

pODEq

$

&

%

y1ptq “ fpt, yptqq for L1-a.a. t P r0, T s

yp0q “ ρ

pODEq

$

&

%

y1ptq “ fpt, yptqq for L1-a.a. t P r0, T s

yp0q “ ρ

admits at least a solution, y for pODEq and y for pODEq, satisfying

$

&

%

fpt, yptqq ď φpt, x, yptqq

fpt, yptqq ě φpt, x, yptqq

for L1 bL1-a.a. pt, xq P r0, T s ˆR.

For each T ą 0 and each pa, bq P R2 with a ď b, we consider the following problem:

pP
u0,Φ,T
E,ra,bs q

$

’

&

’

%

du

dt
ptq `∇Epuptqq “ Φpt, uptqq for L1-a.a. t P r0, T s

up0q “ u0 P L
2pO; ra, bsq.

In [AHMM23, Corollary 2.11] we established the existence and uniqueness of bounded solu-
tions for nonlocal reaction-diffusion equations with CP-structured reaction functionals.
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Theorem 2.15. Let T ą 0, let Φ P FT
CP with pf, fq, pρ, ρq and py, yq given by (CPT3 ), let

u0 P L
2pO; rρ, ρsq and let g P L2pOJzOq be such that:

Ig :“ ess inf
xPOJ zO

ş

OJ zO
Jpx, y, x´ yqgpyqdy

ş

OJ zO
Jpx, y, x´ yqdy

ą ´8; (2.3)

Sg :“ ess sup
xPOJ zO

ş

OJ zO
Jpx, y, x´ yqgpyqdy

ş

OJ zO
Jpx, y, x´ yqdy

ă 8; (2.4)

ρ ď Ig and ρ ě Sg.

Then pPu0,Φ,T
J,rρ,ρsq (resp. pPu0,Φ,T

J`Dg ,rρ,ρs
q) admits a unique solution u P ACpr0, T s;L2pOqq such

that
ypT q ď yptq ď uptq ď yptq ď ypT q for all t P r0, T s.

Moreover, if Φp¨, uq P ACpr0, T s;L2pOqq then u admits a right derivative d`u
dt
ptq at every

t P r0, T r which satisfies d`u
dt
ptq `∇Epuptqq “ Φpt, uptqq with E “ J (resp. E “ J `Dg).

In order to establish existence and uniqueness of bounded solutions for nonlocal time delays
reaction-diffusion problems, we need to consider the following class of reaction functionals,
called the class of DCP-structured reaction functionals and denoted by FDCP. (This class
was introduced in [AHMM20], see also [AHMM22, §3.2.1, pp. 83].)

Definition 2.16. A map F : r0,8rˆL2pOq ˆ L2pOq ! L2pOq is called a DCP-structured
reaction functional if

F pt, u, vqpxq “ fpt, x, upxq, vpxqq

for all pt, u, v, xq P r0,8rˆL2pOq ˆL2pOq ˆO, where f : r0,8rˆRd ˆRˆR! R is a Borel
measurable function satisfying the following three properties:

(DCP1) for every T ą 0, fpt, x, ξ, ζq is locally Lipschitz continuous in ξ (resp. ζ) uniformly
with respect to pt, x, ζq P r0, T s ˆRd ˆR (resp. pt, x, ξq P r0, T s ˆRd ˆR);

(DCP2) for every T ą 0, fp¨, ¨, 0, 0q P L2pr0, T s;L2pOqq for all ζ P R;

(DCP3) there exist f : r0,8rˆR ! r0,8r and ρ Ps0,8r such that the ordinary differential
equation pODEq admits at least a solution y such that for every T ą 0,

$

&

%

fpt, x, 0, ζq ě 0

fpt, yptqq ě fpt, x, yptq, ζq

for L1 bL1-a.a. pt, xq P r0, T s ˆR and all ζ P r0, ypT qs.

Remark 2.17. From (DCP3) we see that y is increasing so that 0 ď ρ ď yp0q ď yptq ď ypT q
for all t P r0, T s and all T ą 0.

Remark 2.18. Let F P FDCP with pf, ρ, yq given by (DCP3) and let T ą 0. Then for every
v P L2pr0, T s;L2pOqq with vptq P L2pO; r0, ypT qsq for all t P r0, T s, we have Φv P FT

CP

with Φv : r0, T s ˆ L2pOq ! L2pOq defined by Φvpt, uq :“ F pt, u, vptqq. The function φv :
r0, T sˆRdˆR! R is given by φvpt, x, ξq :“ fpt, x, ξ, vpt, xqq and satisfies (CPT1 )–(CPT2 ) and
(CPT3 ) with pf, ρ, yq “ p0, 0, 0q.
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For each T ą 0 and each a Ps0,8r, we consider the following problem:

pP
ψ,F,T
E,R,aq

$

’

&

’

%

du

dt
ptq `∇Epuptqq “ F pt, uptq,Ruptqq for L1-a.a. t P r0, T s

uptq “ ψptq P L2pO; r0, asq for all t Ps ´ 8, 0s.

By using Theorem 2.15 and the Banach fixed point theorem, we can establish the following
existence and uniqueness of bounded solutions for nonlocal time delays reaction-diffusion
equations with DCP-structured reaction functionals.

Theorem 2.19. Let F P FDCP with pf, ρ, yq given by (DCP3), let ψ P Ccps ´ 8, 0s;L
2pOqq

be such that ψptq P L2pO; r0, ρsq for all t Ps ´ 8, 0s and let g P L2pOJzOq be satisfying
(2.3)–(2.4) and such that

0 ď Ig and ρ ě Sg.

Let T ą 0 and let R : Ccps ´ 8, T s;L
2pOqq ! L2pr0, T s;L2pOqq be a time delays operator

associated with tmmmtutě0 Ă M`
1 pR;L8pOqq. Then pPψ,F,T

J,R,ρq (resp. pP
ψ,F,T
J`Dg ,R,ρ

q) admits a

unique solution u P Cps ´ 8, T s;L2pOqq satisfying u P ACpr0, T s;L2pOqq and

0 ď uptq ď yptq ď ypT q for all t P r0, T s.

Moreover, if F p¨, u,Ruq P ACpr0, T s;L2pOqq then u admits a right derivative d`u
dt
ptq at every

t P r0, T r which satisfies d`u
dt
ptq ` ∇Epuptqq “ F pt, uptq,Ruptqq with E “ J (resp. E “

J `Dg).

Proof of Theorem 2.19. Let E P tJ,J `Dgu. The proof is divided into three steps.

Step 1: local existence. Let M ą 0 be such that supppψq Ă r´M, 0s and, for each
T Ps0, T s, set

XT :“
!

u P Cps ´ 8, T s;L2
pOqq : 0 ď u ď ypT q and u|s´8,0s “ ψ

)

.

It is clear XT is a closed subset of Cpr´M,T s;L2pOqq endowed with the uniform norm.
Therefore, XT is a complete metric space with respect to the uniform distance.

Fix any u P XT . Then, by Remark 2.5 we see that Ruptq P L2pO; r0, ypT qsq for all t P r0, T s.
Hence, by Remark 2.18, Φu P F

T
CP with Φu : r0, T s ˆ L2pOq! L2pOq defined by

Φupt, wq :“ F pt, w,Ruptqq (2.5)

and pf, ρ, yq “ p0, 0, 0q. From Theorem 2.15 we deduce that there exists Λu P Cpr0, T s;L2pOqq
such that

$

’

’

’

’

&

’

’

’

’

%

Λu P ACpr0, T s;L2pOqq

Λu is the unique solution of pPψ,Φu,T
E,r0,ρs q

0 ď Λuptq ď yptq ď ypT q for all t P r0, T s

(2.6)
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and, moreover,

Φup¨,Λuq PACpr0, T s;L
2
pOqqñ

$

&

%

Λu has a right derivative d`Λu
dt
ptq at all t P r0, T r

d`Λu
dt
ptq `∇EpΛuptqq “ Φupt,Λuptqq for all t P r0, T r.

(2.7)

Extending Λu by ψ on s ´ 8, 0s we see that Λu P XT and is a solution of the following
problem:

pPuq

$

’

&

’

%

dw

dt
ptq `∇Epwptqq “ Φupt, wptqq for L1-a.a. t P r0, T s

wptq “ ψptq P L2pO; r0, asq for all t Ps ´ 8, 0s.

Let us prove that Λ : XT ! XT is a contraction for T small enough. Fix any pu, vq P XTˆXT .
Then Λu (resp. Λv) is a solution of pPuq (resp. pPvq). Hence, for L1-a.e. t P r0, T s,
B

d

dt
pΛu´ Λvq ptq, pΛu´ Λvq ptq

F

`x∇EpΛuptqq ´∇EpΛvptqq,Λuptq ´ Λvptqy “ xΦupt,Λuptqq ´ Φvpt,Λvptqq,Λuptq ´ Λvptqy .

Since ∇E is a monotone operator, it follows that for L1-a.e. t P r0, T s,

1

2

d

dt
} pΛu´ Λvq ptq}2L2pOq ď xΦupt,Λuptqq ´ Φvpt,Λvptqq,Λuptq ´ Λvptqy ,

and consequently

d

dt
} pΛu´ Λvq ptq}2L2pOq ď 2}Φupt,Λuptqq ´ Φvpt,Λvptqq}L2pOq}Λuptq ´ Λvptq}L2pOq

ď }Φupt,Λuptqq ´ Φvpt,Λvptqq}
2
L2pOq ` }Λuptq ´ Λvptq}2L2pOq. (2.8)

On the other, taking (2.5) and Remark 2.4 together with the fact that u|s´8,0s “ v|s´8,0s
into account, from (DCP1) we can assert that for L1-a.e. t P r0, T s,

}Φupt,Λuptqq ´ Φvpt,Λvptqq}
2
L2pOqďLpT q

´

4T }uptq ´ vptq}2L2pOq ` }Λuptq ´ Λvptq}2L2pOq

¯

(2.9)

with LpT q P r0,8r given by LpT q :“ 2 maxpL1pT q, L2pT qq where
$

’

’

’

’

&

’

’

’

’

%

L1pT q :“ sup
tPr0,T s

sup
xPRd

sup
ζPR

sup
ξ “ξ1

|fpt, x, ξ, ζq ´ fpt, x, ξ1, ζq|

|ξ ´ ξ1|

L2pT q :“ sup
tPr0,T s

sup
xPRd

sup
ξPR

sup
ζ “ζ1

|fpt, x, ξ, ζq ´ fpt, x, ξ, ζ 1q|

|ζ ´ ζ 1|
.

(2.10)

Combining (2.8) with (2.9) we deduce that for L1-a.e. t P r0, T s,

d

dt
} pΛu´ Λvq ptq}2L2pOq ď 4TLpT q}uptq´vptq}2L2pOq`p1`LpT qq}Λuptq´Λvptq}2L2pOq. (2.11)
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Noticing that Λup0q “ Λvp0q “ ψp0q, by integrating over r0, ss with s P r0, T s it follows that

}Λupsq ´ Λvpsq}2L2pOq ď 4T 2LpT q}u´ v}2Cps´8,T s;L2pOqq

`

ż s

0

p1` LpT qq}Λuptq ´ Λvptq}2L2pOqdt for all s P r0, T s.

From Grönwall’s lemma (see Lemma D.1 that we apply with φpsq “ }Λupsq ´ Λvpsq}2L2pOq,

a “ 4T 2LpT q}u´ v}2Cps´8,T s;L2pOqq and mptq “ 1` LpT q) and the fact that Λupsq “ Λvpsq “

ψpsq for all s Ps ´ 8, 0s, we see that

}Λu´ Λv}2Cps´8,T s;L2pOqq ď 4T 2LpT qeT p1`LpT qq}u´ v}2Cps´8,T s;L2pOqq.

Thus, for every u, v P XT ,

}Λu´ Λv}Cps´8,T s;L2pOqq ď KpT q}u´ v}Cps´8,T s;L2pOqq

with KpT q :“ 2T
a

LpT qe
T
2
p1`LpT qq. From (2.10) it easily seen that T 7! LpT q is decreasing,

hence limT!0KpT q “ 0 and so KpT q ă 1 for T ą 0 small enough. Then, for a such T ,
Λ : XT ! XT is a contraction.

By applying Banach’s fixed point theorem, we conclude that Λ admits a unique fixed point
u P XT . From (2.6) it is clear that u is a solution of pPψ,F,T

E,R,ρq, u P ACpr0, T s;L
2pOqq and 0 ď

uptq ď yptq ď ypT q for all t P r0, T s. By (2.7), if moreover F p¨, u,Ruq P ACpr0, T s;L2pOqq

then u admits a right derivative d`u
dt
ptq at every t P r0, T r which satisfies d`u

dt
ptq`∇Epuptqq “

F pt, uptq,Ruptqq.

Step 2: global existence. First of all, by [ABM14, Theorem 17.2.5, pp. 701] we can assert
that

(I) for every T ą 0, if u P Cps ´8, T s;L2pOqq is a solution of pPψ,F,T
E,R,ρq then for every δ ą 0,

şT

δ
}du
dt
ptq}2L2pOqdt ď

CT
δ

with CT :“
şT

0
}
?
tdu
dt
ptq}L2pOqdt ă 8.

Fix δ Ps0, T ˚r where T ˚ ą 0 is given by the step 1 and define E Ă R by

E :“
!

T ą δ : Du P XT such that u is a solution of pPψ,F,T
E,R,ρq

)

.

Then E “ H. (Moreover, it is clear that E is an interval of R.) Set Tmax :“ supE P rδ,8s.
We are going to prove that Tmax “ 8. For this we argue by contradiction by assuming that
Tmax ă 8.

Step 2-1: proving that Tmax P E. Let tTnuně1 Ă E be such that Tn ! Tmax and let
u P Cps ´8, Tmaxr;L

2pOqq be such that for every n ě 1, u|s´8,Tns P XTn and is a solution of

pP
ψ,F,Tn
E,R,ρ q. Fix any n ě 1. Then

B

du

dt
ptq,

du

dt
ptq

F

`

B

∇Epuptqq, du
dt
ptq

F

“

B

F pt, uptq,Ruptqq,
du

dt
ptq

F

L1-a-e. t P r0, Tns.
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But d
dt
Epuptqq “ x∇Epuptqq, du

dt
ptqy, hence

ż Tn

δ

›

›

›

›

du

dt
ptq

›

›

›

›

2

L2pOq

dt`EpupTnqq ´Epupδqq

ď

ˆ
ż Tn

0

}F pt, uptq,Ruptqq}2L2pOqdt

˙

1
2

˜

ż Tn

δ

›

›

›

›

du

dt
ptq

›

›

›

›

2

L2pOq

dt

¸
1
2

. (2.12)

On the other hand, by using (DCP1) we have
ż Tn

0

}F pt, uptq,Ruptqq}2L2pOqdt ď 2L2
1pTmaxq

ż Tn

0

}uptq}2L2pOqdt` 4L2
2pTmaxq

ż Tn

0

}Ruptq}2L2pOqdt

`4}fp¨, ¨, 0, 0q}2L2pr0,Tmaxs;L2pOqq,

where L1pTmaxq P r0,8r and L2pTmaxq P r0,8r are given by (2.10) with T “ Tmax and
}fp¨, ¨, 0, 0q}2L2pr0,Tmaxs;L2pOqq ă 8 by (DCP2). As u|s´8,Tns P XTn we have 0 ď u ď ypTnq

and u|s´8,Tns P Ccps ´ 8, Tns;L
2pOqq, hence 0 ď Ruptq ď ypTnq (see Remark 2.5), and

consequently, since ypTnq ď ypTmaxq (see Remark 2.17),
ż Tn

0

}F pt, uptq,Ruptqq}2L2pOqdt ď C1 (2.13)

with C1 Ps0,8r given by

C1 :“ 2TmaxL
d
pOqpypTmaxqq

2
pL2

1pTmaxq ` 2L2
2pTmaxqq ` 4}fp¨, ¨, 0, 0q}2L2pr0,Tmaxs;L2pOqq.

Set C2 :“ Epupδqq ´ infE. (Note that C2 P r0,8r because infE ą ´8.) From (2.12) and
(2.14) we deduce that

ż Tn

δ

›

›

›

›

du

dt
ptq

›

›

›

›

2

L2pOq

dt ď C2 ` C1

˜

ż Tn

δ

›

›

›

›

du

dt
ptq

›

›

›

›

2

L2pOq

dt

¸
1
2

.

Moreover, as u|s´8,Tns is a solution of pPψ,F,Tn
E,R,ρ q we have

şTn
δ

›

›

du
dt
ptq

›

›

2

L2pOq
dt ă 8 by (I). Hence

˜

ż Tn

δ

›

›

›

›

du

dt
ptq

›

›

›

›

2

L2pOq

dt

¸
1
2

»

–

˜

ż Tn

δ

›

›

›

›

du

dt
ptq

›

›

›

›

2

L2pOq

dt

¸
1
2

´ C1

fi

fl ď C2 for all n ě 1. (2.14)

Noticing that p
şTmax

δ

›

›

du
dt
ptq

›

›

2

L2pOq
dtq

1
2 “ limn!8p

şTn
δ

›

›

du
dt
ptq

›

›

2

L2pOq
dtq

1
2 by the monotone con-

vergence theorem, from (2.14) it follows that

L :“

˜

ż Tmax

δ

›

›

›

›

du

dt
ptq

›

›

›

›

2

L2pOq

dt

¸
1
2

ă 8.

Then, for every t1, t2 P rδ, Tmaxr,

}upt1q ´ upt2q}L2pOq ď

ż t2

t1

›

›

›

›

du

dt
ptq

›

›

›

›

L2pOq

dt ď L|t1 ´ t2|
1
2 ,
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which means that u is 1
2
-Hölder continuous on rδ, Tmaxr. According to the continuous ex-

tension principle, u has a unique continuous extension ru to s ´ 8, Tmaxs with rupTmaxq “

limt!Tmax uptq P L
2pOq. Thus, ru P XTmax and is a solution of pPψ,F,Tmax

E,R,ρ q, which shows that
Tmax P E.

Step 2-2: contradiction. Let umax P Cps ´ 8, Tmaxs;L
2pOqq be a solution of pPψ,F,Tmax

E,R,ρ q

and let ψmax :s ´ 8, 0s! L2pOq be defined by

ψmaxptq :“ umaxpt` Tmaxq.

As umaxptq “ ψptq for all t Ps´8, 0s and ψ P Ccps ´8, 0s;L
2pOqq XACps ´8, 0s;L2pOqq we

have ψmax P Ccps ´ 8, 0s;L
2pOqq X ACps ´ 8, 0s;L2pOqq. Hence, by using the step 1, there

exists T ą 0 such that pPψmax,F,T
E,R,ρ q admits a solution u P Cps ´ 8, T s;L2pOqq. Setting

umaxptq :“

$

&

%

umaxptq if t Ps ´ 8, Tmaxs

upt´ Tmaxq if t P rTmax, Tmax ` T s

and noticing that up0q “ ψmaxp0q “ umaxpTmaxq we see that umax P Cps´8, Tmax`T s;L
2pOqq

and is a solution of pPψ,F,Tmax`T
E,R,ρ q. This contradicts the maximality of Tmax. It follows that

Tmax “ 8.

Step 3: uniqueness. Let u, v P Cps ´ 8, T s;L2pOqq be two solutions of pPψ,F,T
E,R,ρq. Then,

by letting Λu “ u and Λv “ v in (2.11) we see that for L1-a.e. t P r0, T s,

d

dt
}uptq ´ vptq}2L2pOq ď CpT q}uptq ´ vptq}2L2pOq

with CpT q :“ 1`LpT qp4T ` 1q. Noticing that up0q “ vp0q “ ψp0q, by integrating over r0, ss
with s P r0, T s it follows that

}upsq ´ vpsq}2L2pOq ď CpT q

ż s

0

}uptq ´ vptq}2L2pOqdt for all s P r0, T s.

From Grönwall’s lemma (see Lemma D.1 that we apply with φpsq “ }upsq´vpsq}2L2pOq, a “ 0

and mptq “ CpT q) and the fact that upsq “ vpsq “ ψpsq for all s Ps ´ 8, 0s, we deduce that
}u´ v}Cps´8,T s;L2pOqq “ 0, i.e. u “ v.

This completes the proof of Theorem 2.19. �

To be satisfied, the regularity hypothesis on F p¨, u,Ruq in Theorem 2.19, i.e. F p¨, u,Ruq P
ACpr0, T s;L2pOqq, requires some conditions on f , R and ψ, as specified in the following
proposition (for a proof we refer to [AHMM20, Theorem 3.1], see also [AHMM22, Theorem
3.1, pp. 88]).

Proposition 2.20. Let F P FDCP be such that

fpt, x, ξ, ζq “ xrpt, xq d hpζq, gpξqy ` qpt, xq,

where x¨, ¨y denotes the scalar product in Rm and r : R ˆ Rd ! Rm, g, h : R ! Rm and
q : RˆRd ! R, with m P N˚, satisfy the following conditions:

‚ g and h are locally Lipschitz continuous;
‚ for every T ą 0, r P L8pr0, T s ˆRd;Rmq X ACpr0, T s;L2

locpR
d;Rmqq;
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‚ for every T ą 0, q P ACpr0, T s;L2
locpR

dqq.

Let T ą 0, let E P tJ,J `Dgu and let u be the solution of pPψ,F,T
E,R,ρq. If (R) holds and if

ψ P ACps ´ 8, 0s;L2pOqq then F p¨, u,Ruq P ACpr0, T s;L2pOqq.

3. Stochastic homogenization for nonlocal time delays problems with
DCP-structured reaction functionals

3.1. Random nonlocal time delays reaction-diffusion problems of gradient flow
type. From now on we consider a complete probability space pΩ,F,Pq and a family tTzuzPZd
satisfying the following three properties:

‚ (mesurability) Tz : Ω! Ω is F-measurable for all z P Zd;
‚ (group property) Tz ˝ Tz1 “ Tz`z1 and T´z “ T´1

z for all z, z1 P Zd;
‚ (mass invariance) PpTzAq “ PpAq for all A P F and all z P Zd.

Definition 3.1. The family tTzuzPZd is said to be a (discrete) group of P-preserving transfor-
mation on pΩ,F,Pq and the quadruplet pΩ,F,P, tTzuzPZdq is called a (discrete) dynamical
system.

Let I :“ tA P F : PpTzA∆Aq “ 0 for all z P Zdu be the σ-algebra of invariant sets with
respect to pΩ,F,P, tTzuzPZdq.

Definition 3.2. When PpAq P t0, 1u for all A P I, the measurable dynamical system
pΩ,F,P, tTzuzPZdq is said to be ergodic.

Remark 3.3. A sufficient condition to ensure the ergodicity of pΩ,F,P, tTzuzPZdq is the so-
called mixing condition, i.e. for every pE,F q P F ˆF,

lim
|z|!8

PpTzE X F q “ PpEqPpF q.

For each X P L1
PpΩq, EIpXq denotes the conditional mathematical expectation of X with

respect to I, i.e. the unique pI,BpRqq-measurable function in L1
PpΩq such that for every

E P I,
ż

E

EI
pXqpωqdPpωq “

ż

E

XpωqdPpωq.

Remark 3.4. If pΩ,F,P, tTzuzPZdq is ergodic then EIpXq is constant and equal to the math-
ematical expectation EpXq of X, i.e. EIpXq “ EpXq :“

ş

Ω
XpωqdPpωq.

Let J : ΩˆRdˆRdˆRd ! r0,8r be a pFbBpRdq bBpRdq bBpRdq,BpRqq-measurable
satisfying the following conditions:

(PNL1) J is symmetric, i.e. for every pω, x, y, ξq,

Jpω, x, y, ξq “ Jpω, y, x, ξq,

and J is bi-stationary with respect to pTzqzPZd , i.e. for every z P Zd and every
pω, x, y, ξq P ΩˆRd ˆRd ˆRd,

Jpω, x` z, y ` z, ξq “ JpTzω, x, y, ξq;
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(PNL2) there exist J, J : Rd ! r0,8r with
$

&

%

J ı 0
for every pξ, ζq P Rd ˆRd, if |ξ| ď |ζ| then Jpξq ě Jpζq
supppJq “ BRJ p0q is compact with RJ ą 0,

(3.1)

such that for every pω, x, y, ξq P ΩˆRd ˆRd ˆRd,

Jpξq ď Jpω, x, y, ξq ď Jpξq.

Fix any ε ą 0. Let O Ă Rd be an open set and define Jε : Ωˆ L2pOq! r0,8r by

Jεpω, uq :“
1

4εd

ż

O

ż

O

J
´

ω,
x

ε
,
y

ε
,
x´ y

ε

¯

ˆ

upxq ´ upyq

ε

˙2

dxdy. (3.2)

Let Fε : Ω ˆ r0,8rˆL2pOq ˆ L2pOq ! L2pOq be such that Fεpω, ¨, ¨, ¨q P FDCP for all
ω P Ω. For each ω P Ω, let pρωε , y

ω
ε q be given by (DCP3) with F “ Fεpω, ¨, ¨, ¨q and let

ψωε P Ccps ´ 8, 0s;L
2pOqq. Let T ą 0 and Rω

ε : Ccps ´ 8, T s;L
2pOqq! L2pr0, T s;L2pOqq be

a time delays operator associated with tmmmω
ε,tutě0 Ă M`

1 pR;L8pOqq1. Taking Remark 2.17
into account, we assume that

0 ď sup
εą0

yωε pT q ă 8, (3.3)

and consider the Neumann-Cauchy homogeneous nonlocal problem pPNH
ε,ω q:“

`

P
ψωε ,Fεpω,¨,¨,¨q,T
Jεpω,¨q,Rω

ε ,ρ
ω
ε

˘

,
i.e.

pPNH
ε,ω q

$

’

&

’

%

duωε
dt
ptq `∇Jεpω, uωε ptqq “ Fεpω, t, u

ω
ε ptq,R

ω
ε u

ω
ε ptqq for L1-a.a. t P r0, T s

uωε ptq “ ψωε ptq P L
2pO; r0, ρωε sq for all t Ps ´ 8, 0s.

Let g P H1pOJzOq with OJ :“ O ` supppJq “ O `BRJ p0q be such that:

Iε,ωg :“ ess inf
xPOJ zO

ş

OJ zO
Jpω, x

ε
, y
ε
, x´y

ε
qgpyqdy

ş

OJ zO
Jpω, x

ε
, y
ε
, x´y

ε
qdy

ą ´8;

Sε,ωg :“ ess sup
xPOJ zO

ş

OJ zO
Jpω, x

ε
, y
ε
, x´y

ε
qgpyqdy

ş

OJ zO
Jpω, x

ε
, y
ε
, x´y

ε
qdy

ă 8;

0 ď Iε,ωg and ρωε ě Sε,ωg . (3.4)

for all x P O and and all ω P Ω. Define Dε
g : Ωˆ L2pOq! r0,8r by

Dε
gpω, uq :“

1

2εd

ż

O

ż

OJ zO

J
´

ω,
x

ε
,
y

ε
,
x´ y

ε

¯

ˆ

gpyq ´ upxq

ε

˙2

dxdy (3.5)

1For each ε and t, we assume that mmmω
ε,t is measurable with respect to ω in the following sense: for all

B PBpRq, the map ω 7!mω
ε,tpBq is pF,BpL8pOqq-measurable.
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and consider the Dirichlet-Cauchy nonlocal problem pPD
ε,ωq :“

´

P
ψωε ,Fεpω,¨,¨,¨q,T
Jεpω,¨q`Dεgpω,¨q,R

ω
ε ,ρ

ω
ε

¯

, i.e.

pPD
ε,ωq

$

’

&

’

%

duωε
dt
ptq `∇Jg

ε pω, u
ω
ε ptqq “ Fεpω, t, u

ω
ε ptq,R

ω
ε u

ω
ε ptqq for L1-a.a. t P r0, T s

uωε ptq “ ψωε ptq P L
2pO; r0, ρωε sq for all t Ps ´ 8, 0s

with Jg
ε :“ Jε`Dε

g . The following result is a straightforward consequence of Theorem 2.19.

Corollary 3.5. For each ω P Ω and each ε ą 0, pPNH
ε,ω q (resp. pPD

ε,ωq) admits a unique

solution uωε P ACpr0, T s;L
2pOqq satisfying

0 ď uωε ptq ď yωε ptq ď yωε pT q

for all t P r0, T s. Moreover, if Fεpω, ¨, u
ω
ε ,R

ω
ε u

ω
ε q P ACpr0, T s;L2pOqq2 then uωε admits

a right derivative d`uωε
dt
ptq at every t P r0, T r which satisfies d`uωε

dt
ptq ` ∇Jεpω, uωε ptqq “

Fεpω, t, u
ω
ε ptq,R

ω
ε u

ω
ε ptqq (resp. d`uωε

dt
ptq `∇Jg

ε pω, u
ω
ε ptqq “ Fεpω, t, u

ω
ε ptq,R

ω
ε u

ω
ε ptqq).

Our purpose is to look for the almost sure limit of pPNH
ε,ω q and pPD

ε,ωq as ε! 0. This is the
object of the next section.

3.2. Stochastic homogenization theorem. For each θ P Rd, each R ą 0 and each A P
BbpR

dq, set

L2
loc,θ,R,ApR

d
q :“

!

u P L2
locpR

d
q : u “ `θ in BRpAq

)

, (3.6)

where `θ : Rd ! R is the linear map defined by `θpxq “ θx and BRpAq denotes the R-
neighborhood of the boundary BA of A, i.e.

BRpAq :“
!

x P Rd : distpx, BAq ă R
)

. (3.7)

Let S : BbpR
dq ˆ ΩˆRd ! r0,8r be defined by

SApω, θq :“ inf
 

Jpω, u,Rd, Aq : u P L2
loc,θ,RJ ,A

pRd
q
(

,

where RJ ą 0 is given by (PNL2) and J : Ω ˆ L2
locpR

dq ˆBbpR
dq ˆBbpR

dq ! r0,8r is
defined by

Jpω, u,A,Bq :“
1

4

ż

A

ż

B

Jpω, x, y, x´ yqpupxq ´ upyqq2dxdy.

Let fhom : ΩˆRd ! r0,8r be defined by

fhompω, θq :“ inf
kPN˚

EI

ˆ

Sr0,krdp¨, θq

kd

˙

pωq.

Remark 3.6. It is easy to see that fhompω, ¨q is quadratic, i.e. there exists a symmetric dˆ d
matrix Aωhom such that for every θ P Rd,

fhompω, θq “
1

2
xAωhomθ, θy, (3.8)

where x¨, ¨y denotes the scalar product in Rd (see [AHMM23, Propositions 3.14 and 3.17] for
more details on the definition of fhom).

2See Proposition 2.20.
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Let Jhom,J
g

hom : Ωˆ L2pOq! r0,8s be defined by:

Jhompω, uq :“

$

&

%

ż

O

fhompω,∇upxqqdx if u P H1pOq

8 if u P L2pOqzH1pOq;
(3.9)

J
g

hompω, uq :“

$

&

%

ż

O

fhompω,∇upxqqdx if u P H1
g pOq

8 if L2pOqzH1
g pOq

(3.10)

with H1
g pOq :“ tu P H1pOq : γpuq “ γJpgqu, where γ (resp. γJ) is the trace operator γ :

H1pOq! L2pBOq (resp. γJ : H1pOJzOq! L2pBOq).

Remark 3.7. By Remark 3.6, Jhompω, ¨q (resp. J
g

hompω, ¨q) is proper, convex and lower semi-
continuous, and Fréchet-differentiable on dompBJhompω, ¨qq (resp. dompBJg

hompω, ¨qq).

For P-a.e. ω P Ω, let Gω : r0, T s ˆ L2pOq! L2pOq be such that Gωp¨, vq P L2pr0, T s;L2pOqq
for all v P L2pOq, let ψω P Ccps ´8, 0s;L

2pOqq and consider the following Neumann-Cauchy
homogeneous local problem:

pPNH
hom,ωq

$

’

&

’

%

duω

dt
ptq `∇Jhompω, u

ω
ptqq “ Gω

pt, uωptqq for L1-a.a. t P r0, T s

uωptq “ ψωptq for all t Ps ´ 8, 0s and ψωp0q P dompJhompω, ¨qq

and the following Dirichlet-Cauchy local problem:

pPD
hom,ωq

$

’

&

’

%

duω

dt
ptq `∇Jg

hompω, u
ω
ptqq “ Gω

pt, uωptqq for L1-a.a. t P r0, T s

uωptq “ ψωptq for all t Ps ´ 8, 0s and ψωp0q P dompJg
hompω, ¨qq.

Here is the main result of the paper.

Theorem 3.8. For P-a.e. ω P Ω and every ε ą 0, let uωε be the unique solution of pPNH
ε,ω q

(resp. pPD
ε,ωq), see Corollary 3.5, and assume that:

(Hω
1 ) sup

εą0
Jεpω, ψ

ω
ε p0qq ă 8 (resp. sup

εą0
Jg
ε pω, ψ

ω
ε p0qq ă 8);

(Hω
2 ) ψωε ! ψω in Cps ´ 8, 0s;L2pOqq;

(Hω
3 ) sup

εą0
}Fεpω, ¨, u

ω
ε ,R

ω
ε u

ω
ε q}L2pr0,T s;L2pOqq ă 8.

Then, there exists pΩ P F with PppΩq “ 1 such that for every ω P pΩ there exists uω P
Cpr0, T s;L2pOqq such that up to a subsequence:

uωε ! uω in Cpr0, T s;L2
pOqq; (3.11)

duωε
dt

á
duω

dt
in L2

pr0, T s;L2
pOqq. (3.12)

Moreover, we have
0 ď uωptq ď sup

εą0
yωε pT q for all t P r0, T s.
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Assume furthermore that:

(Hω
4 ) for every v P Cpr0, T s;L2pOqq,

uωε ! v in Cpr0, T s;L2
pOqq ùñ Fεpω, ¨, u

ω
ε ,R

ω
ε u

ω
ε q á Gω

p¨, vq in L2
pr0, T s;L2

pOqq;

(Hω
5 ) the problem pPNH

hom,ωq (resp. pPD
hom,ωq) admits at most one solution.

Then, (3.11)–(3.12) hold for the whole sequence ε and

uω extended by ψω in s ´ 8, 0s is the unique solution of pPNH
hom,ωq (resp. pPD

hom,ωqq.

Moreover, ψωptq P r0, ρωs for all t Ps ´ 8, 0s where ρω :“ supεą0 ρ
ω
ε .

Remark 3.9. In most applications, (Hω
3 ) is automatically checked (see Section 5).

3.3. Notions of convergence for the reaction functionals and stochastic homoge-
nization. Here, we introduce two notions of convergence for both the reaction functionals
and the time delays operators. The first one is called mixing convergence (see Definition
3.10) and the second one is stable convergence (see Definition 3.12). These two notions
allow us to establish the assumption (Hω

4 )–(Hω
5 ) of Theorem 3.8 and provide information on

the specific form of Gω (see Lemma 3.15) with ω P Ω.

Definition 3.10. Let T ą 0 and let F
ω,Rω

ε
ε : Ccps ´ 8, T s;L

2pO; r0, supεą0 y
ω
ε pT qsqq !

L2pr0, T s;L2pOqq be defined by

F ω,Rω
ε

ε pvqptq :“ Fεpω, t, vptq,R
ω
ε vptqq. (3.13)

We say that tpFεpω, ¨, ¨, ¨q,R
ω
ε quεą0 mixing converges to F pω, ¨q : Ccps ´ 8, T s;L

2pOqq !
L2pr0, T s;L2pOqq, and we write

pFεpω, ¨, ¨, ¨q,R
ω
ε q

mix
Ýá F pω, ¨q,

if tF
ω,Rω

ε
ε uεą0 pointwise weakly converges to F pω, ¨q, i.e.

F ω,Rω
ε

ε pvq á F pω, vq in L2
pr0, T s;L2

pOqq

for all v P Ccps ´ 8, T s;L
2pO; r0, supεą0 y

ω
ε pT qsqq.

For the notion of stable convergence, we need to introduce the following subclass of DCP-
structured reaction functionals.

Definition 3.11. By the class of special DCP-structured reaction functionals, that we denote
by Fs

DCP, we mean the subclass of FDCP for which f : r0,8rˆRd ˆ R ˆ R ! R given by
Definition 2.16 is of the form

fpt, x, ξ, ζq “ xrpt, xq, gpξ, ζqy

where r P L8pr0, T s ˆ Rd;Rmq for all T ą 0 and g : R ˆ R ! Rm is such that gpξ, ζq is
locally Lipschitz continuous in ξ (resp. ζ) uniformly with respect to ζ (resp. ξ), with x¨, ¨y
denoting the scalar product in Rm (m P N˚).

Definition 3.12. Let T ą 0, let Rω : Ccps ´ 8, T s;L
2pOqq ! L2pr0, T s;L2pOqq be a time

delays operator associated with tmmmω
t utě0 ĂM`

1 pR;L8pOqq, let F pω, ¨, ¨, ¨q : r0, T s ˆL2pOq ˆ
L2pOq ! L2pOq be such that F pω, t, u, vqpxq “ xrpω, t, xq, gpω, upxq, vpxqqy for all u, v P
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L2pO; r0, supεą0 y
ω
ε pT qsq, and assume that tFεpω, ¨, ¨, ¨quεą0 Ă Fs

DCP, i.e. Fεpω, t, u, vqpxq “
xrεpω, t, xq, gεpω, upxq, vpxqqy, with in addition that every gεpω, ¨, ¨q is locally Lipschitz con-
tinuous in ξ (resp. ζ) uniformly with respect ε and to ζ (resp. ξ).
We say that tpFεpω, ¨, ¨, ¨q,R

ω
ε quεą0 stable converges to pF pω, ¨, ¨, ¨q,Rωq, and we write

pFεpω, ¨, ¨, ¨q,R
ω
ε q

stable
Ýá pF pω, ¨, ¨, ¨q,Rω

q,

if the following three convergences hold:

‚ rεpω, ¨, ¨q á rpω, ¨, ¨q in L2pr0, T s;L2pO;Rmqq;
‚ for every pξ, ζq P RˆR, gεpω, ξ, ζq! gpω, ξ, ζq in Rm;
‚ for every t P r0, T s, mmmω

ε,tts´8,tsá mmmω
t ts´8,ts for the weak convergence of measures in

L2pOq strong, i.e.

Rω
ε ϕts´8,tsptq “

ż t

´8

ϕdmmmω
ε,t !Rωϕts´8,tsptq

ż t

´8

ϕdmmmω
t in L2

pOq

for all ϕ P CcpR;L2pOqq.

Remark 3.13. The stable convergence of tpFεpω, ¨, ¨, ¨q,R
ω
ε quεą0 to pF pω, ¨, ¨, ¨q,Rωq does not

imply that F pω, ¨, ¨, ¨q satisfies (DCP3).

To make precise the expression of the limits problems according to each convergence intro-
duced in Definitions 3.10 and 3.12, we adopt the following notation: given T ą 0, for every
a Ps0,8r and P-a.e. ω P Ω, we consider the following problems:

pP
ω,F
E q

$

’

&

’

%

duω

dt
ptq `∇Epω, uωptqq “ F pω, uωqptq for L1-a.a. t P r0, T s

uωptq “ ψωptq P L2pO; r0, ρωsq for all t Ps ´ 8, 0s and ψωp0q P dompEpω, ¨qq

pP
ω,F
E,Rωq

$

’

&

’

%

duω

dt
ptq `∇Epω, uωptqq “ F pω, t, uωptq,Rωuωptqq for L1-a.a. t P r0, T s

uωptq “ ψωptq P L2pO; r0, ρωsq for all t Ps ´ 8, 0s and ψωp0q P dompEpω, ¨qq,

where ρω :“ supεą0 ρ
ω
ε . The interest of Definitions 3.10 and 3.12 comes from Lemma 3.15

below. In what follows, for each ε ą 0, uωε is the unique solution of pPNH
ε,ω q (resp. pPD

ε,ωq),
see Corollary 3.5.

Remark 3.14. Since 0 ď uωε ď yωε for all ε ą 0, if uωε ! v in Cpr0, T s;L2pOqq then 0 ď v ď
supεą0 y

ω
ε pT q :“ yT so that, by Remark 2.5, 0 ďRω

ε u
ω
ε ď yT and 0 ďRω

ε v ď yT for all ε ą 0.
Consequently, if uωε ! v in Cpr0, T s;L2pOqq then uωε ptq, vptq,R

ω
ε u

ω
ε ptq,R

ω
ε vptq P r0, yT s for

all ε ą 0 and all t P r0, T s.

Lemma 3.15. (a) If pFεpω, ¨, ¨, ¨q,R
ω
ε q

mix
Ýá F pω, ¨q then for every v P Cpr0, T s;L2pOqq,

uωε ! v in Cpr0, T s;L2
pOqq ùñ Fεpω, ¨, u

ω
ε ,R

ω
ε u

ω
ε q á F pω, vq in L2

pr0, T s;L2
pOqq,

and the problem pP
ω,F
Jhom

q (resp. pPω,F
J
g
hom
qq admits at most one solution.
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(b) If pFεpω, ¨, ¨, ¨q,R
ω
ε q

stable
Ýá pF pω, ¨, ¨, ¨q,Rωq then for every v P Ccps ´ 8, T s;L

2pOqq,

uωε ! v in Ccps´8, T s;L
2
pOqq ùñ Fεpω, ¨, u

ω
ε ,R

ω
ε u

ω
ε q á F pω, ¨, v,Rωvq in L2

pr0, T s;L2
pOqq,

and the problem pP
ω,F
Jhom,Rωq (resp. pPω,F

J
g
hom,R

ωqq admits at most one solution.

Proof of Lemma 3.15. (a) Fix any ε ą 0. It is clear that

Fεpω, ¨, u
ω
ε ,R

ω
ε u

ω
ε q “ Fεpω, ¨, v,R

ω
ε vq ` Fεpω, ¨, v,R

ω
ε u

ω
ε q ´ Fεpω, ¨, v,R

ω
ε vq

`Fεpω, ¨, u
ω
ε ,R

ω
ε u

ω
ε q ´ Fεpω, ¨, v,R

ω
ε u

ω
ε q, (3.14)

and, by (DCP1) and Remarks 3.14 and 2.4, we can assert that there exist L1, L2 Ps0,8r
(which do not depend on ε) such that:
$

&

%

}Fεpω, ¨, v,R
ω
ε u

ω
ε q ´ Fεpω, ¨, v,R

ω
ε vq}L2pr0,T s;L2pOqq ď 2

?
TL1}u

ω
ε ´ v}L2pr0,T s;L2pOqq

}Fεpω, ¨, u
ω
ε ,R

ω
ε u

ω
ε q ´ Fεpω, ¨, v,R

ω
ε u

ω
ε q}L2pr0,T s;L2pOqq ď L2}u

ω
ε ´ v}L2pr0,T s;L2pOqq.

(3.15)

By using Cauchy-Schwarz’s inequality, from (3.14) and (3.15) it follows that for every φ P
L2pr0, T s;L2pOqq,
ˇ

ˇ

ˇ

ˇ

ż T

0

xFεpω, t, u
ω
ε ptq,R

ω
ε u

ω
ε ptqq ´ F pω, vptqq, φptqydt

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ż T

0

xF ω,Rω
ε

ε pvqptq ´ F pω, vptqq, φptqydt

ˇ

ˇ

ˇ

ˇ

`αpT q}uωε´v}L2pr0,T s;L2pOqq}φ}L2pr0,T s;L2pOqq

with αpT q :“ 2
?
TL1`L2 and x¨, ¨y denoting the scalar product in L2pOq, which shows that

Fεpω, ¨, u
ω
ε ,R

ω
ε u

ω
ε q á F pω, vq in L2pr0, T s;L2pOqq because pFεpω, ¨, ¨, ¨q,R

ω
ε q

mix
Ýá F pω, ¨q and

uωε ! v in Cpr0, T s;L2pOqq.

It remains to establish uniqueness: we only give the proof for the problem pP
ω,F
Jhom

q, while

the proof for the problem pP
ω,F
J
g
hom
q is an easy adaptation. Let u1 and u2 be two solutions of

pP
ω,F
Jhom

q. First of all, by repeating the proof of (2.9) (in replacing Λu and Λv by u1 and u2

respectively) we see that there is CpT q P r0,8r such that for L1-a.a. t P r0, T s,

}Fεpω, t, u1ptq,R
ω
ε u1ptqq ´ Fεpω, t, u2ptq,R

ω
ε u2ptqq}

2
L2pOq ď CpT q}u1ptq ´ u2ptq}

2
L2pOq.

Hence, for any s P r0, T s,

}F ω,Rω
ε

ε pu1q ´ F
ω,Rω

ε
ε pu2q}

2
L2pr0,ss;L2pOqq ď CpT q

ż s

0

}u1ptq ´ u2ptq}
2
L2pOqdt. (3.16)

As pFεpω, ¨, ¨, ¨q,R
ω
ε q

mix
Ýá F pω, ¨q we have
$

&

%

F
ω,Rω

ε
ε pu1q á F pω, u1q in L2pr0, ss;L2pOqq

F
ω,Rω

ε
ε pu2q á F pω, u2q in L2pr0, ss;L2pOqq,

so that, by passing to the limit in (3.16) and by using the weak lower semicontinuity of the
norm of L2pr0, ss;L2pOqq,

}F pω, u1q ´ F pω, u2q}L2pr0,ss;L2pOqq ď
a

CpT q}u1 ´ u2}L2pr0,ss;L2pOqq for all s P r0, T s. (3.17)



NONLOCAL TIME DELAYS REACTION-DIFFUSION PROBLEMS OF GRADIENT FLOW TYPE 25

On the other hand, for L1-a.e. t P r0, T s, by taking u1ptq´u2ptq as a test function in pPω,F
Jhom

q

for the solution u1 and u2 respectively, by subtracting and by using the monotonicity of
∇Jhompω, ¨q, we easily obtain

d

dt
}u1ptq ´ u2ptq}

2
L2pOq ď 2}F pω, u1qptq ´ F pω, u2qptq}L2pOqq}u1ptq ´ u2ptq}L2pOq.

Noticing that u1p0q “ u2p0q “ ψp0q, by integrating over r0, ss with s P r0, T s and by using
Cauchy-Schwarz, it follows that

}u1psq ´ u2psq}
2
L2pOq ď 2}F pω, u1q ´ F pω, u2q}L2pr0,ss;L2pOqq}u1 ´ u2}L2pr0,ss;L2pOqq,

which combined with (3.17) gives

}u1psq ´ u2psq}
2
L2pOq ď 2

a

CpT q}u1 ´ u2}
2
L2pr0,Ss;L2pOqq

“ 2
a

CpT q

ż s

0

}u1ptq ´ u2ptq}
2
L2pOqdt for all s P r0, T s.

From Grönwall’s lemma (see Lemma D.1 that we apply with φpsq “ }u1psq ´ u2psq}
2
L2pOq,

a “ 0 and mptq “ 2
a

CpT q) and the fact that u1psq “ u2psq “ ψpsq for all s Ps ´ 8, 0s, we
deduce that }u1 ´ u2}Cps´8,T s;L2pOqq “ 0, i.e. u1 “ u2.

(b) Since rεpω, ¨, ¨q á rpω, ¨, ¨q in L2pr0, T s;L2pO;Rmqq, we are reduced to show that

gεpω, u
ω
ε ,R

ω
ε u

ω
ε q! gpω, v,Rωvq in L2

pr0, T s;L2
pOqq. (3.18)

First of all, it is clear that for every ε ą 0,

}gεpω, u
ω
ε ,R

ω
ε u

ω
ε q´gpω, v,Rvq}L2pr0,T s;L2pOqqď}gεpω, u

ω
ε ,R

ω
ε u

ω
ε q´gεpω, v,R

ω
ε u

ω
ε q}L2pr0,T s;L2pOqq

`}gεpω, v,R
ω
ε u

ω
ε q´gεpω, v,R

ωvq}L2pr0,T s;L2pOqq

`}gεpω, v,R
ωvq´gpω, v,Rωvq}L2pr0,T s;L2pOqq.(3.19)

On the other hand, taking Remark 3.14 into account, as every gε is locally Lipschitz con-
tinuous in ξ (resp. ζ) uniformly with respect ε and to ζ (resp. ξ), we can assert that there
exists LpT q P r0,8r such that:

}gεpω, u
ω
ε ,R

ω
ε u

ω
ε q ´ gεpω, v,R

ω
ε u

ω
ε q}L2pr0,T s;L2pOqq ď LpT q}uωε ´ v}L2pr0,T s;L2pOqq; (3.20)

}gεpω, v,R
ω
ε u

ω
ε q ´ gεpω, v,R

ωvq}L2pr0,T s;L2pOqq ď LpT q}Rω
ε u

ω
ε ´Rωv}L2pr0,T s;L2pOqq (3.21)

for all ε ą 0. Since uωε ! v in Cpr0, T s;L2pOqq, from (3.20) we have

}gεpω, u
ω
ε ,R

ω
ε u

ω
ε q ´ gεpω, v,R

ω
ε u

ω
ε q}L2pr0,T s;L2pOqq ! 0. (3.22)

According to Remark 2.4 we have

}Rω
ε u

ω
ε ´Rωv}L2pr0,T s;L2pOqq ď 2

?
T }uωε ´v}Ccps´8,T s;L2pOqq`}R

ω
ε v´Rωv}L2pr0,T s;L2pOqq (3.23)

For each t P r0, T s, taking ϕts´8,ts“ v as a test function in the definition of the stable
convergence (see Definition 3.12) we see that Rω

ε vptq ! Rωvptq in L2pOq for all t P r0, T s,
and according to Remark 3.14, from Lebesgue’s dominated convergence theorem we deduce
that

}Rω
ε v ´Rωv}L2pr0,T s;L2pOqq ! 0. (3.24)
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As uωε ! v in Cps ´ 8, T s;L2pOqq, from (3.23) and (3.24) it follows that

}Rω
ε u

ω
ε ´Rv}L2pr0,T s;L2pOqq ! 0,

and consequently, by using (3.21),

}gεpω, v,R
ω
ε u

ω
ε q ´ gεpω, v,R

ωvq}L2pr0,T s;L2pOqq ! 0. (3.25)

Taking Remark 3.14 into account and noticing that tgεpω, ¨, ¨quεą0 pointwise converges to
gpω, ¨, ¨q (see Definition 3.12), from Lebesgue’s dominated convergence theorem we see that

}gεpω, v,R
ωvq ´ gpω, v,Rωvq}L2pr0,T s;L2pOqq ! 0, (3.26)

and (3.18) folows by combining (3.19) with (3.22), (3.25) and (3.26).

Finally, the uniqueness can be established by using similar arguments as in the step 3 of the
proof of Theorem 2.19. �

The following result is a direct consequence of Theorem 3.8 and Lemma 3.15.

Corollary 3.16. Assume that for P-a.e. ω P Ω, the assumptions (Hω
1 )–(Hω

3 ) of Theorem 3.8
hold and suppose furthermore that either

pFεpω, ¨, ¨, ¨q,R
ω
ε q

mix
Ýá F pω, ¨q (3.27)

or

pFεpω, ¨, ¨, ¨q,R
ω
ε q

stable
Ýá pF pω, ¨, ¨, ¨q,Rω

q (3.28)

holds. Then:

‚ uωε ! uω in Cpr0, T s;L2pOqq;

‚
duωε
dt

á
duω

dt
in L2pr0, T s;L2pOqq;

‚ 0 ď uωptq ď sup
εą0

yωε pT q for all t P r0, T s;

‚ uω extended by ψω in s ´ 8, 0s is the unique solution of
$

’

&

’

%

pP
ω,F
Jhom

q (resp. pPω,F
J
g
hom
q if (3.27) holds

pP
ω,F
Jhom,Rωq (resp. pPω,F

J
g
hom,R

ωqq if (3.28) holds.

4. Proof of the stochastic homogenization theorem

In this section we prove Theorem 3.8.

4.1. Convergence of time delays reaction-diffusion problems of gradient flow type.
Let T ą 0, let taεuεą0 Ă r0,8r and

sup
εą0

aε ă 8,

let tzεuεą0 Ă Cpr0, T s;Rq be such that 0 ď zε ď zεpT q for all ε ą 0 and

sup
εą0

zεpT q ă 8. (4.1)

For each ε ą 0, let Eε : L2pOq! r0,8r be a convex and Fréchet-differentiable functional, let
Fε : r0,8rˆL2pOq ˆL2pOq! L2pOq, let Rε : Ccps ´8, T s;L

2pOqq! L2pr0, T s;L2pOqq be a
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time delays operator associated with tmmmε
tutě0 ĂM`

1 pR;L8pOqq, let ψε P Ccps´8, 0s;L
2pOqq

and consider the following time delays reaction-diffusion problem of gradient flow type:

pPεq

$

’

&

’

%

duε
dt
ptq `∇Eεpuεptqq “ Fεpt, uεptq,Rεuεptqq for L1-a.a. t P r0, T s

uεptq “ ψεptq P L
2pO; r0, aεsq for all t Ps ´ 8, 0s.

Let E0 : L2pOq ! r0,8s be a proper, convex and lower semicontinuous functional, let
G : r0, T s ˆ L2pOq ! L2pOq be such that Gp¨, vq P L2pr0, T s;L2pOqq for all v P L2pOq, let
ψ P Ccps ´ 8, 0s;L

2pOqq and consider the following problem of gradient flow type:

pP0q

$

’

&

’

%

du

dt
ptq ` BE0puptqq Q Gpt, uptqq for L1-a.a. t P r0, T s

uptq “ ψptq for all t Ps ´ 8, 0s and ψp0q P dompE0q.

To establish the following result, which gives sufficient conditions for the convergence of pPεq

to pP0q as ε ! 0, we do not need the existence but only the uniqueness of the solution of
pP0q.

Theorem 4.1. Assume that:

(C1) sup
εą0

Eεpψεp0qq ă 8;

(C2) ψε ! ψ in Cps ´ 8, 0s;L2pOqq;

(C3) for each ε ą 0, pPεq admits a solution uε P ACpr0, T s;L
2pOqq with 0 ď uε ď zε ď zεpT q

and supεą0 }Fεp¨, uε,Rεuεq}L2pr0,T s;L2pOqq ă 8.

(C4) for every tvεuεą0 Ă L2pOq, if sup
εą0

Eεpvεq ă 8 then tvεuεą0 is relatively compact in

L2pOq.

Then, there exists u P Cpr0, T s;L2pOqq such that up to a subsequence:

uε ! u in Cpr0, T s;L2
pOqq; (4.2)

duε
dt

á
du

dt
in L2

pr0, T s;L2
pOqq. (4.3)

Moreover we have

0 ď uptq ď sup
εą0

zεpT q for all t P r0, T s.

Assume furthermore that:

(C5) for every v P Cpr0, T s;L2pOqq,

uε ! v in Cpr0, T s;L2
pOqq ùñ Fεp¨, uε,Rεuεq á Gp¨, vq in L2

pr0, T s;L2
pOqq;

(C6) Eε
M
−!E0

3;

(C7) the problem pP0q admits at most one solution.

3By Eε
M
−!E0 we mean that tEεuεą0 Mosco-converges to E0, see Appendix C for more details.
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Then, (4.2)–(4.3) hold for the whole sequence ε and

u extended by ψ in s ´ 8, 0s is the unique solution of pP0q.

Moreover, ψptq P r0, as for all t Ps ´ 8, 0s where a :“ supεą0 aε.

Proof of Theorem 4.1. In what follows the scalar product in L2pOq is denoted by x¨, ¨y.
The proof is divided into three steps.

Step 1: bounds. First of all, from (C3) and (4.1) we see that

0 ď uε ď sup
εą0

zεpT q ă 8. (4.4)

Hence

sup
εą0
}uε}Cpr0,T s;L2pOqq ă 8. (4.5)

Fix any ε ą 0. From (C3) and pPεq we deduce that for L1-a.e. t P r0, T s,
›

›

›

›

duε
dt
ptq

›

›

›

›

2

L2pOq

`

B

∇Eεpuεptqq,
duε
dt
ptq

F

“

B

Fεpt, uεptq,Rεuεptqq,
duε
dt
ptq

F

,

and so, by integrating over r0, T s,
ż T

0

›

›

›

›

duε
dt
ptq

›

›

›

›

2

L2pOq

dt`

ż T

0

B

∇Eεpuεptqq,
duε
dt
ptq

F

dt “

ż T

0

B

Fεpt, uεptq,Rεuεptqq,
duε
dt
ptq

F

dt.

But d
dt
Eεpuεptqq “

@

∇Eεpuεptqq, duεdt ptq
D

for L1-a.a. t P r0, T s and uεp0q “ ψεp0q by pPεq,
hence

ż T

0

B

∇Eεpuεptqq,
duε
dt
ptq

F

dt “

ż T

0

d

dt
Eεpuεptqqdt “EεpuεpT qq ´Eεpψεp0qq,

and consequently
›

›

›

›

duε
dt

›

›

›

›

2

L2pr0,T s;L2pOqq

“

ż T

0

B

Fεpt, uεptq,Ruεptqq,
duε
dt
ptq

F

dt`Eεpψεp0qq ´EεpuεpT qq

ď}Fεp¨, uε,Rεuεq}L2pr0,T s;L2pOqq

›

›

›

›

duε
dt

›

›

›

›

L2pr0,T s;L2pOqq

`Eεpu0,εq ´EεpuεpT qq (4.6)

ď}Fεp¨, uεq}L2pr0,T s;L2pOqq

›

›

›

›

duε
dt

›

›

›

›

L2pr0,T s;L2pOqq

`Eεpψεp0qq.

Noticing that by (C1) and (C3) we have:

c1 :“ sup
εą0

Eεpψεp0qq ă 8;

c2 :“ sup
εą0
}Fεp¨, uε,Rεuεq}L2pr0,T s;L2pOqq ă 8, (4.7)

it follows that for every ε ą 0,
›

›

›

›

duε
dt

›

›

›

›

2

L2pr0,T s;L2pOqq

ď C

˜

›

›

›

›

duε
dt

›

›

›

›

L2pr0,T s;L2pOqq

` 1

¸
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with C :“ maxpc1, c2q, which implies that

sup
εą0

›

›

›

›

duε
dt

›

›

›

›

L2pr0,T s;L2pOqq

ă 8. (4.8)

Step 2: compactness. By (4.5), tuεuεą0 is bounded in Cpr0, T s;L2pOqq. Moreover, For
every ps1, s2q P r0, T s ˆ r0, T s with s1 ă s2,

}uεps1q ´ uεps2q}L2pOq ď

ż s2

s1

›

›

›

›

duε
dt
ptq

›

›

›

›

L2pOq

dt

ď ps2 ´ s1q
1
2 sup
εą0

›

›

›

›

duε
dt

›

›

›

›

L2pr0,T s;L2pOqq

,

which, by (4.8), implies the equi-continuity of tuεuεą0. On the other hand, from (C1) and
(C4) it is clear tuεp0quεą0 “ tψεp0quεą0 is relatively compact in L2pOq. Morever, if s Ps0, T s
then, by replacing T by s in (4.6), we have

Eεpuεpsqqď

›

›

›

›

duε
dt

›

›

›

›

L2pr0,T s;L2pOqq

˜

}Fεp¨, uε,Rεuεq}L2pr0,T s;L2pOqq ´

›

›

›

›

duε
dt

›

›

›

›

L2pr0,T s;L2pOqq

¸

`Eεpψεp0qq.

From (C1), (4.8) and (4.7), it follows that supεą0Eεpuεpsqq ă 8. Hence, by (C4), tuεpsquεą0

is relatively compact in L2pOq. Consequently, by Arzelà-Ascoli’s compactness theorem there
exists u P Cpr0, T s;L2pOqq such that, up to a subsequence,

uε ! u in Cpr0, T s;L2
pOqq. (4.9)

From (4.8) we deduce that

duε
dt

á
du

dt
in L2

pr0, T s;L2
pOqq (4.10)

and from (C3) and (4.9) it follows that 0 ď uptq ď supεą0 zεpT q for all t P r0, T s.

Step 3: convergence to the solution of pP0q. We are going to prove that u is a solution
of pP0q.

Step 3-1: Legendre-Fenchel transform of pPεq. Fix any ε ą 0 and denote the Legendre-
Fenchel conjugates of Eε and E0 by E˚ε and E˚0 respectively. From Fenchel’s extremality
relation (see Proposition B.4(b)) we see that pPεq is equivalent to
$

’

’

&

’

’

%

Eεpuεptqq`E
˚
ε pGεptq ´

duε
dt
ptqq`

B

duε
dt
ptq ´Gεptq, uεptq

F

“ 0 for L1-a.a. t P r0, T s

uεptq “ ψεptq P L
2pO; r0, aεsq for all t Ps ´ 8, 0s.

with Gε :“ Fεp¨, uε,Rεuεq. Using Legendre-Fenchel’s inequality (see Theorem B.2(b)) it
follows that

pPεqðñ

$

’

’

&

’

’

%

ż T

0

„

Eεpuεptqq `E˚ε pGεptq ´
duε
dt
ptqq `

B

duε
dt
ptq ´Gεptq, uεptq

F

dt “ 0

uεptq “ ψεptq P L
2pO; r0, aεsq for all t Ps ´ 8, 0s.
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On the other hand, we have

ż T

0

B

duε
dt
ptq ´Gεptq, uεptq

F

dt “

ż T

0

„

d

dt
p
1

2
}uε}

2
qptq ´ xGεptq, uεptqy



dt

“
1

2
p}uεpT q}

2
´ }ψεp0q}

2
q ´

ż T

0

xGεptq, uεptqy dt.

Hence, for every ε ą 0,

pPεqðñ

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

ż T

0

„

Eεpuεptqq `E˚ε pGεptq ´
duε
dt
ptqq



dt`
1

2

`

}uεpT q}
2
´ }ψεp0q}

2
˘

´

ż T

0

xGεptq, uεptqy dt “ 0

uεptq “ ψεptq P L
2pO; r0, aεsq for all t Ps ´ 8, 0s.

(4.11)

Step 3-2: passing to the limit. First of all, from (C2) we have

ψεptq! ψptq in L2
pOq for all t Ps ´ 8, 0s. (4.12)

But, by pPεq, ψεptq P r0, aεs for all t Ps ´ 8, 0s, hence

ψptq P r0, as for all t Ps ´ 8, 0s

with a :“ supεą0 aε. By (4.9) we have

uεp0q! up0q in L2
pOq,

and from (Pε) and (4.12) we see that

ψεp0q “ uεp0q! ψp0q in L2
pOq. (4.13)

Hence:

up0q “ ψp0q; (4.14)

lim
ε!0

}ψεp0q}
2
L2pOq “ }ψp0q}

2
L2pOq. (4.15)

Moreover, from (C1), (4.13) and (C6) we have

E0pψp0qq ď lim
ε!0

Eεpψεp0qq ď sup
εą0

Eεpψεp0qq ă 8,

and consequently

ψp0q P dompE0q. (4.16)

Since uεpT q “ uεp0q`
şT

0
duε
dt
ptqdt and upT q “ up0q`

şT

0
du
dt
ptqdt, from (4.10), (4.13) and (4.14)

we deduce that

lim
ε!0

}uεpT q}
2
L2pOq ě }upT q}

2
L2pOq. (4.17)
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Let E0, E
˚
0 : L2pr0, T s;L2pOqq! r0,8s be defined by

$

’

’

’

’

&

’

’

’

’

%

E0puq :“

ż T

0

E0puptqqdt

E˚0 puq :“

ż T

0

E˚0 puptqqdt

and, for each ε ą 0, let Let Eε : L2pr0, T s;L2pOqq! r0,8s be defined by
$

’

’

’

’

&

’

’

’

’

%

Eεpuq :“

ż T

0

Eεpuptqqdt

E˚ε puq :“

ż T

0

E˚ε puptqqdt.

From (C6) and Theorem C.4 we have E˚ε
M
−! E˚0 . Hence Eε

M
−! E0 and E˚ε

M
−! E˚0 by

Theorem C.5. From (4.9), (C5) and (4.10) it follows that:

lim
ε!0

Eεpuεq ě E0puq, i.e.

lim
ε!0

ż T

0

Eεpuεptqqdt ě

ż T

0

E0puptqqdt; (4.18)

lim
ε!0

E˚ε pGε ´
duε
dt
q ě E˚0 pG0 ´

du

dt
q, i.e.

lim
ε!0

ż T

0

E˚ε pGεptq ´
duε
dt
ptqqdt ě

ż T

0

E˚0 pG0ptq ´
du

dt
ptqqdt (4.19)

with G0 :“ Gp¨, uq. Extending u by ψ in s ´ 8, 0s and taking (4.13), (4.14), (4.15), (4.16),
(4.17), (4.18) and (4.19) into account, by letting ε! 0 in (4.11) we obtain

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

ż T

0

„

E0puptqq `E˚0 pG0ptq ´
du

dt
ptqq



dt`
1

2
p}upT q}2 ´ }up0q}2q

´

ż T

0

xG0ptq, uptqy dt ď 0

uptq “ ψptq for all t Ps ´ 8, 0s and ψp0q P dompE0q,

i.e.
$

’

’

&

’

’

%

ż T

0

„

E0puptqq `E˚0 pG0ptq ´
du

dt
ptqq `

B

du

dt
ptq ´G0ptq, uptq

F

dt ď 0

uptq “ ψptq for all t Ps ´ 8, 0s and ψp0q P dompE0q.

But, by using again Legendre-Fenchel’s inequality (see Theorem B.2(b)), we have

E0puptqq `E˚0 pG0ptq ´
du

dt
ptqq `

B

du

dt
ptq ´G0ptq, uptq

F

ě 0 for L1-a.a. t P r0, T s,
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hence
$

’

’

&

’

’

%

ż T

0

„

E0puptqq `E˚0 pG0ptq ´
du

dt
ptqq `

B

du

dt
ptq ´G0ptq, uptq

F

dt “ 0

uptq “ ψptq for all t Ps ´ 8, 0s and ψp0q P dompE0q.

(4.20)

Using again Fenchel’s extremality relation (see Proposition B.4(b)) we see that (4.20) is
equivalent to

$

’

&

’

%

du

dt
ptq ` BE0puptqq Q G0ptq for L1-a.a. t P r0, T s

uptq “ ψptq for all t Ps ´ 8, 0s and ψp0q P dompE0q,

which shows that u is a solution of pP0q, and the proof is complete because of the uniqueness
of the solution of pP0q by (C7). �

4.2. Proof of Theorem 3.8. By [AHMM23, Theorem 4.8] there exists Ω1 P F with
PpΩ1q “ 1 such that for every ω P Ω1, tJεpω, ¨quεą0 (resp. tJg

ε pω, ¨quεą0) Mosco-convergence
to Jhompω, ¨q (resp. J

g
hompω, ¨q). Let Ω2 P F be such that PpΩ2q “ 1 and (Hω

1 )–(Hω
5 ) (in

Theorem 3.8) hold. Set pΩ “ Ω1 X Ω2. Then pΩ P F and PppΩq “ 1. We are going to apply
Theorem 4.1.

Firstly, from (Hω
1 )–(Hω

4 ) it is easy to see that (C1)–(C3) and (C5) hold with ψε “ ψωε , ψ “ ψω,
uε “ uωε , zε “ yωε , aε “ ρωε , a “ ρω, Fε “ Fεpω, ¨, ¨, ¨q, G “ Gω and Eε “ Jεpω, ¨q (resp.
Eε “ Jg

ε pω, ¨q). Note that (C4) is verified with Eε “ Jεpω, ¨q (resp. Eε “ Jg
ε pω, ¨q) by using

[AHMM23, Lemma 4.2] (resp. [AHMM23, Lemma 4.3]). Secondly, (C6) is satisfied withEε “

Jεpω, ¨q and E0 “ Jhompω, ¨q (resp. Eε “ Jg
ε pω, ¨q and E0 “ J

g
hompω, ¨q) because tJεpω, ¨quεą0

(resp. tJg
ε pω, ¨quεą0) Mosco-convergence to Jhompω, ¨q (resp. J

g
hompω, ¨q). Finally, by (Hω

5 )
we sse that (C7) is verified with G “ Gω, and the conclusion of Theorem 3.8 follows by
applying Theorem 4.1 and noticing that BJhompω, ¨q “ t∇Jhompω, ¨qu (resp. BJg

hompω, ¨q “
t∇Jg

hompω, ¨qu). �

5. Application to spatial population dynamics

Here we apply Corollary 3.16 to nonlocal spatial population model with age structure.

5.1. Nonlocal spatial population model. In general terms, without considering spatial
interactions between individuals and potential delays caused by age differences among indi-
viduals, the mathematical description of a population dynamics model can be described by
a differential equation of the form:

du

dt
ptq “ birth - death + (immigration or harvesting)

where uptq represents the population size at time t. Here we assume that spatial movement
is possible without constraints in the sense that individuals can disperse and interact with
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other individuals over relatively long distances. This means that the model is nonlocal and
can be described by a partial differential equation of the type:

Bu

dt
pt, xq + nonlocal diffusion term “ birth - death + (immigration or harvesting),

where, in order to use our results from Section 3, the nonlocal diffusion term will be a nonlocal
integral functional of type J`Dg with J and Dg given by (2.1) and (2.2) respectively. The
term “birth - death + (immigration or harvesting)” represents the reaction process. In order
to incorporate the age structure, it will be necessary to introduce time delays specifically
in the “birth” component of the reaction term (see §5.3). In this way, in §5.2 we present
a class of reaction functionals within a stochastic framework. From now on, as in Section
3, pΩ,F,P, tTzuzPZdq is a dynamical system and O Ă Rd (with d “ 1, 2 or 3) is a bounded
domain with Lipschitz boundary.

5.2. Random reaction functionals. Let f : Ωˆ r0,8rˆRd ˆRˆR! R be defined by

fpω, t, x, ξ, ζq :“ bpω, t, x, ζq ´ dpω, t, x, ξq ` apω, t, xq, (5.1)

where b : Ωˆr0,8rˆRdˆR!s0,8r and d : Ωˆr0,8rˆRdˆR!s0,8r are two pFbBpRqb
BpRdq bBpRq,BpRqq-measurable functions representing “birth” and “death” respectively,
and a : Ωˆr0,8rˆRd ! R is a pFbBpRqbBpRdq,BpRqq-measurable function representing
the immigration or harvesting rate.

We further consider the following assumptions:

(A1) for P-a.e. ω P Ω and for every T P r0,8r, bpω, ¨, ¨, ¨q P L8pr0, T s ˆRd ˆRq;

(A2) for every T P r0,8r, bp¨q :“ ess sup
 

bp¨, t, x, ζq : pt, x, ζq P r0, T s ˆRd ˆR
(

P L1
PpΩq;

(A3) for P-a.e. ω P Ω and for every T P r0,8r, bpω, t, x, ζq is locally Lipschitz continuous
in ζ uniformly with respect to pt, xq P r0, T s ˆRd;

(A4) for P-a.e. ω P Ω, bpω, ¨, ¨, 0q “ 0;

(A5) for P-a.e. ω P Ω, every x P Rd and every z P Zd, bpTzω, ¨, x, ¨q “ bpω, ¨, x` z, ¨q;

(A6) for P-a.e. ω P Ω and for every T P r0,8r, dpω, ¨, ¨, ¨q P L8pr0, T s ˆRd ˆRq;

(A7) for every T P r0,8r, dp¨q :“ ess sup
 

dp¨, t, x, ξq : pt, x, ξq P r0, T s ˆRd ˆR
(

P L1
PpΩq;

(A8) for P-a.e. ω P Ω and every T P r0,8r, dpω, ¨q :“ ess inf
 

dpω, t, x, ¨q : pt, xq P r0, T s ˆRd
(

is continuous and increasing on r0,8r;

(A9) for P-a.e. ω P Ω and for every T P r0,8r, dpω, t, x, ξq is locally Lipschitz continuous
in ξ uniformly with respect to pt, xq P r0, T s ˆRd;

(A10) for P-a.e. ω P Ω, dpω, ¨, ¨, 0q “ 0;

(A11) for P-a.e. ω P Ω, every x P Rd and every z P Zd, dpTzω, ¨, x, ¨q “ dpω, ¨, x` z, ¨q;

(A12) for P-a.e. ω P Ω and for every T P r0,8r, apω, ¨, ¨q P L8pr0, T s ˆRdq;

(A13) for every T P r0,8r, ap¨q :“ ess sup
 

ap¨, t, xq : pt, xq P r0, T s ˆRd
(

P L1
PpΩq;

(A14) for P-a.e. ω P Ω, every x P Rd and every z P Zd, apTzω, ¨, xq “ apω, ¨, x` zq;

(A15) for P-a.e. ω P Ω, bpω, ¨, ¨, ¨q ` apω, ¨, ¨q ě 0.
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Remark 5.1. The assumptions (A4) and (A10) are not restrictive. In fact, if we have a triple
pb, d, aq that satisfies (A1)–(A3), (A5)–(A9), and (A11)–(A15), we can obtain a new triple that
satisfies (A1)–(A15) without modifying the function f defined by (5.1). We achieve this by
considering the triple pb ´ bp¨, ¨, ¨, 0q, d ´ dp¨, ¨, ¨, 0q, a ` bp¨, ¨, ¨, 0q ´ dp¨, ¨, ¨, 0qq instead of the
original triple pb, d, aq.

For each ε ą 0, let fε : Ωˆ r0,8rˆRd ˆRˆR! R be defined by

fεpω, t, x, ξ, ζq :“ f
´

ω, t,
x

ε
, ξ, ζ

¯

with f : Ωˆr0,8rˆRdˆRˆR! R given by (5.1) and let Fε : Ωˆr0,8rˆL2pOqˆL2pOq!
L2pOq be defined by

Fεpω, t, u, vqpxq :“ fε pω, t, x, upxq, vpxqq

“ f
´

ω, t,
x

ε
, upxq, vpxq

¯

“ b
´

ω, t,
x

ε
, vpxq

¯

´ d
´

ω, t,
x

ε
, upxq

¯

` a
´

ω, t,
x

ε

¯

. (5.2)

The following lemma shows that under the previous assumptions the family tFεpω, ¨, ¨, ¨quεą0

is a family of DCP-structured reaction functionals (see Definition 2.16).

Lemma 5.2. Assume that (A1)–(A15) hold. Then, for every ε ą 0 and P-a.e. ω P Ω,
Fεpω, ¨, ¨, ¨q P FDCP with pf εpω, ¨, ¨q, ρ

ω
ε , y

ω
ε p¨qq “ p0, ρω, ρωq where ρω ě d´1

pω, bpωq ` apωqq
with d´1

pω, ¨q denoting the inverse function of dpω, ¨q4.

Proof of Lemma 5.2. Fix ε ą 0 and a suitable ω P Ω. We only need to establish the
condition (DCP3). First of all, by (A15) we have fεpω, t, x, 0, ζq “ bpω, t, x

ε
, ζq` apω, t, x

ε
q ě 0

for all pt, x, ζq P r0,8rˆR ˆ R. On the other hand, let ρω Ps0,8r be such that ρω ě
d´1
pω, bpωq ` apωqq and set yωε p¨q :“ ρω. Taking (A8) into account we see that for every

pt, xq P r0, T s ˆRd,

d
´

ω, t,
x

ε
, yωε ptq

¯

“ d
´

ω, t,
x

ε
, ρω

¯

ě dpω, ρωq

ě dpω, d´1
pω, bpωq ` apωqqq

“ bpωq ` apωq.

According to (A2) and (A13) it follows that

d
´

ω, t,
x

ε
, yωε ptq

¯

ě b
´

ω, t,
x

ε
, ζ
¯

` a
´

ω, t,
x

ε

¯

,

i.e. fεpω, t, x, y
ω
ε ptqq ď 0 for all pt, x, ζq P r0, T s ˆ Rd ˆ R, which establishes (DCP3) with

f εpω, ¨, ¨q “ 0. �

To illustrate our purpose, here are a few examples of well-known models that are compatible
with our framework.

4Such an inverse function exists because of the condition (A8).
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Example 5.3 (Nicklson’s blowflies model). For this model we have:

bpω, t, x, ζq “ βpω, t, xqζe´γζ ;

dpω, t, x, ξq “ δpω, t, xqξ (5.3)

with γ ą 0 and β, δ : Ωˆ r0,8rˆRd !s0,8r such that

for P-a.e. ω P Ω,

$

&

%

βpωq :“ ess sup
pt,xqPr0,8rˆRd

βpω, t, xq ă 8

δpωq :“ ess inf
pt,xqPr0,8rˆRd

δpω, t, xq ą 0.
(5.4)

Here, ρω has to verify the following condition:

ρω ě
βpωqe´1

δpωqγ
.

Example 5.4 (Wazewska-Czyziewska and Lasota model). For this model we have

bpω, t, x, ζq “ βpω, t, xqe´γζ

and d : Ωˆr0,8rˆRdˆR!s0,8r given by (5.3) with γ ą 0 and β, δ : Ωˆr0,8rˆRd !s0,8r
satisfying (5.4). Here, ρω has to verify the following condition:

ρω ě
βpωq

δpωq
.

Example 5.5 (Mackey-Glass model). For this model we have

bpω, t, x, ζq “ βpω, t, xqgpζq,

where g : R! R is defined by

gpζq :“

"

ζ
1`ζm

if ζ ą 0

0 if ζ ď 0,

and d : Ωˆr0,8rˆRdˆR!s0,8r given by (5.3) with γ ą 0 and β, δ : Ωˆr0,8rˆRd !s0,8r
satisfying (5.4). Here, ρω has to verify the following condition:

ρω ě
βpωq

δpωq
g

˜

ˆ

1

m´ 1

˙
1
m

¸

.

Remark 5.6. Several reactions functions are incompatible with our framework, including the
logistic function with emigration. For further details about these reaction functions, we refer
to [AHMM22].

5.3. Nonlocal reaction-diffusion problems with age structure. Let σ : Ω ˆ Rd !
r0,8r be a pF bBpRdq,BpRqq-measurable function satisfying the following properties:

(A16) there exists k P N˚ such that for P-a.e. ω P Ω, |σpω,Rdq| “ k, i.e. σpω,Rdq “

tσω1 , ¨ ¨ ¨ , σ
ω
k u with σω1 , ¨ ¨ ¨ , σ

ω
k P r0,8r;

(A17) for every T P r0,8r there exists M ą 0 such that for P-a.e. ω P Ω and every
pt, xq P r0, T s ˆRd, t´ σpω, xq P r´M,T s;

(A18) for P-a.e. ω P Ω, every x P Rd and every z P Zd, σpTzω, xq “ σpω, x` zq.



36 O. ANZA HAFSA, J.-P. MANDALLENA, AND G. MICHAILLE

Let T ą 0. For each ω P Ω and each ε ą 0, let Rω
ε : Ccps´8, T s;L

2pOqq! L2pr0, T s;L2pOqq
be a time delays operator associated with tmmmω

ε,tutě0 ĂM`
1 pR;L8pOqq defined by

mmmω
ε,t :“

1

k
δt´σpω, ¨εq

.

Then, Rω
ε : Ccps ´ 8, T s;L

2pOqq! L2pr0, T s;L2pOqq is given by

Rω
ε uptq “

1

k
u
´

t´ σ
´

ω,
¨

ε

¯¯

.

For each ε ą 0, let Fε : Ω ˆ r0,8rˆL2pOq ˆ L2pOq ! L2pOq be given by (5.2) and let
Jg
ε : Ω ˆ L2pOq ! r0,8s be given by (3.10) and, for each ω P Ω, let ρω Ps0,8r be given

by Lemma 5.2, let ψωε P Ccps ´ 8, 0s;L
2pOqq and consider the following Dirichlet-Cauchy

nonlocal reaction-diffusion problem with age structure of gradient flow type:

pPAS
ε,ωq

$

’

&

’

%

duωε
dt
ptq `∇Jg

ε pω, u
ω
ε ptqq “ Fεpω, t, u

ω
ε ptq,R

ω
ε u

ω
ε ptqq for L1-a.a. t P r0, T s

uωε ptq “ ψωε ptq P L
2pO; r0, ρωsq for all t Ps ´ 8, 0s.

Note that pPAS
ε,ωq can be rewritten as follows:

pPAS
ε,ωq

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

Buωε
Bt
pt, xq ´

1

εd`1

ż

O

J
´

ω,
x

ε
,
y

ε
,
x´ y

ε

¯

puωε pt, yq ´ u
ω
ε pt, xqq dy

´
1

εd`1

ż

OJ zO

J
´

ω,
x

ε
,
y

ε
,
x´ y

ε

¯

pgpyq ´ uωε pt, xqq dy

“ b

ˆ

ω, t,
x

ε
,

1

k
uωε

´

t´ σ
´

ω,
x

ε

¯

, x
¯

˙

´d
´

ω, t,
x

ε
, uωε pt, xq

¯

` a
´

ω, t,
x

ε

¯

in r0, T s ˆO

uωε pt, xq “ ψωε pt, xq P r0, ρ
ωs in s ´ 8, 0s ˆO,

where J : Ω ˆ Rd ˆ Rd ˆ Rd ! r0,8r satisfies (PNL1)–(PNL2) and g P L2pOJzOq verifies
(3.4) with OJ :“ O ` supppJq “ O `BRJ p0q (see §3.1 for more details).

In order to apply Corollary 3.16 we need to establish the mixing convergence (see Definition
3.10) of tpFεpω, ¨, ¨, ¨q,R

ω
ε quεą0 which is the object of the following lemma.

Lemma 5.7. Assume that (A1)–(A18) hold. Given T ą 0 we further assume that:

(A19) for P-a.e. ω P Ω, the functions apω, ¨, xq, bpω, ¨, x, ξq and dpω, ¨, x, ζq are Lipschitz
continuous uniformly with respect to x, px, ξq and px, ζq respectively;

(A20) for P-a.e. ω P Ω and for each ε ą 0, supppψωε q Ă r´M, 0s where M ą 0 is given by
(A17).

Then, for P-a.e. ω P Ω,

pFεpω, ¨, ¨, ¨q,R
ω
ε q

mix
Ýá F pω, ¨q,

i.e.

F ω,Rω
ε

ε pvq á F pω, vq in L2
pr0, T s;L2

pOqq for all v P Ccpr´M,T s;L2pO; r0, ρωsqq,



NONLOCAL TIME DELAYS REACTION-DIFFUSION PROBLEMS OF GRADIENT FLOW TYPE 37

where F
ω,Rω

ε
ε : Ccpr´M,T s;L2pO; r0, ρωsqq! L2pr0, T s;L2pOqq is given by (3.13) and F pω, ¨q :

Ccpr´M,T s;L2pO; r0, ρωsqq! L2pr0, T s;L2pOqq is defined by

F pω, vqptq :“ EI

„
ż

Y

b

ˆ

¨, t, y, v

ˆ

1

k
pt´ σp¨, yqq

˙˙

dy



pωq ´ EI

„
ż

Y

dp¨, t, y, vptqqdy



pωq

`EI

„
ż

Y

ap¨, t, yqdy



pωq. (5.5)

Proof of Lemma 5.7. Let Stp
C pr´M,T s;L2pOqq denote the subset of Cpr´M,T s;L2pOqq

made up of step functions. As L2pOq is separable it is easy to show that there is a countable
set D Ă Stp

C pr´M,T s;L2pOqq which is dense in Cpr´M,T s;L2pOqq. Fix any w P D, i.e.
w “

ř

iPI 1Biwi with cardpIq ă 8, twiuiPI Ă L2pOq and tBiuiPI is disjoint covering of
intervals in r´M,T s. Taking (A4) and (A10) into account, it easily seen that for P-a.e.
ω P Ω, every t P r0, T s and every ε ą 0,

F ω,Rω
ε

ε pwqptq “
ÿ

iPI

1Bi

ˆ

1

k

´

t´ σ
´

ω,
¨

ε

¯¯

˙

b
´

ω, t,
¨

ε
, wi

¯

´
ÿ

iPI

1Biptqd
´

ω, t,
¨

ε
, wi

¯

`a
´

ω, t,
¨

ε

¯

.

From ((A2)), (A5), (A7),(A11), (A13)–(A14) and (A18), by using Chabi-Michaille’s theorem
(see [CM94, Theorem 4.2]) we can assert that for any t P r0, T s there exists Ωw,t P F

with PpΩw,tq “ 1 such that F
ω,Rω

ε
ε pwqptq á F pω,wqptq in L2pOq for all ω P Ωw,t. Setting

Ω1 :“ Xpw,tqPDˆQXr0,T sΩw,t we have Ω1 P F with PpΩ1q “ 1 and

F ω,Rω
ε

ε pwqptq á F pω,wqptq in L2
pOq for all ω P Ω1, all w P D and all t P QX r0, T s. (5.6)

By (A16) and (A19) it can be in fact established that (5.6) holds for L1-a.e. t P r0, T s.
Taking (A2), (A7) and (A13) into account, from Lebesgue’s dominated convergence theorem
it follows that for every ω P Ω1,

F ω,Rω
ε

ε pwq á F pω,wq in L2
pr0, T s;L2

pOqq for all w P D. (5.7)

Fix ω P Ω1 and consider v P Ccpr´M,T s;L2pO; r0, ρωsqq. First of all, by density, there exists
twnuně1 Ă D with wn P L

2pO; r0, ρωsq such that

wn ! v in Cpr´M,T s;L2
pOqq, (5.8)

and it is clear that

F ω,Rω
ε

ε pvq “ F ω,Rω
ε

ε pwnq `
`

F ω,Rω
ε

ε pvq ´ F ω,Rω
ε

ε pwnq
˘

for all ε ą 0 and all n ě 1. (5.9)

On the other hand, by using (5.8), (A3) and (A9) we see that

lim
n!8

lim
ε!0

›

›F ω,Rω
ε

ε pvq ´ F ω,Rω
ε

ε pwnq
›

›

L2pr0,T s;L2pOqq
“ 0, (5.10)

and by (5.7) we deduce that

F ω,Rω
ε

ε pwnq á F pω,wnq in L2
pr0, T s;L2

pOqq for all n ě 1. (5.11)

Moreover, by using (3.17) with u1 “ v and u2 “ wn, (5.8) and the conditional Lebesgue’s
dominated convergence theorem it can be established that

lim
n!8

}F pω, vq ´ F pω,wnq}L2pr0,T s;L2pOqq “ 0. (5.12)
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From (5.10), (5.11) and (5.12), letting ε! 0 and n! 8 in (5.9) we conclude that

F ω,Rω
ε

ε pvq á F pω, vq in L2
pr0, T s;L2

pOqq,

and the proof is complete. �

According to Lemmas 5.2 and 5.7, as a direct consequence of Corollary 3.16 we obtain the
following homogenization result for pPAS

ε,ωq as ε! 0.

Corollary 5.8. For P-a.e. ω P Ω and every ε ą 0, let uωε be the unique solution of pPAS
ε,ωq,

see Lemma 5.2 and Corollary 3.5, and assume that the assumptions (Hω
1 )–(Hω

2 ) of Theorem
3.8 hold. Suppose furthermore that (A1)–(A20) are satisfied. Then:

‚ uωε ! uω in Cpr0, T s;L2pOqq;

‚
duωε
dt

á
duω

dt
in L2pr0, T s;L2pOqq;

‚ 0 ď uωptq ď sup
εą0

yωε pT q for all t P r0, T s;

‚ uω extended by ψω in s ´ 8, 0s is the unique solution of
$

’

&

’

%

duω

dt
ptq `∇Jg

hompω, u
ω
ptqq “ F pω, uωqptq for L1-a.a. t P r0, T s

uωptq “ ψωptq P L2pO; r0, ρωsq for all t Ps ´ 8, 0s and ψωp0q P dompJg
hompω, ¨qq

with F : Ωˆ Ccpr´M,T s;L2pO; r0, ρωsqq! L2pr0, T s;L2pOqq given by (5.5).

Appendix A. Vector measures

Let E be a finite dimensional normed space, let BpEq be the σ-algebra of Borel subsets of
E and let Y be a Banach space. We begin with the following two definitions.

Definition A.1. We say that mmm : BpEq ! Y is a Y -valued vector measure on E if mmm is
σ-additive.

Let X be another Banach space.

Definition A.2. By a step function from E to X we mean s : E ! X given by

s “
ÿ

iPI

1Aiai,

where I is a finite set, tAiuiPI ĂBpEq and taiuiPI Ă X. We denote the class of step functions
from M to X by StppE;Xq.

Assume further that there exists a continuous bilinear map B : Y ˆ X ! X. Then, we
define the integral of s P StppE;Xq with respect to mmm by

ż

E

sptqdmmmptq :“
ÿ

iPI

BpmmmpAiq, aiq P X. (A.1)

The definition of
ş

E
sptqdmmmptq only depends on s (and is independent ptAiuiPI , taiuiPIq, see

[Din67, Chapter II, §7, Proposition 1, pp. 107]). Given a X-valued vector measure mmm on E,
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let }mmm} : BpEq! r0,8s be defined by

}mmm}pAq:“sup

#

ÿ

iPI

}mmmpAiq}:|I| ă 8, tAiuiPI ĂBpEq is pairwise disjoint and A “ Y
iPI
Ai

+

.

The set function }mmm} is called the variation of mmm.

Definition A.3. We say that mmm has finite variation if }mmm}pEq ă 8.

The following proposition makes clear the interest of Definition A.3.

Proposition A.4. If mmm has finite variation then }mmm} is a positive Borel measure and, for
every s P StppE;Xq,

›

›

›

›

ż

E

sptqdmmmptq

›

›

›

›

X

ď CB sup
tPE
}sptq}X}mmm}pEq,

where CB denotes the norm of the continuous bilinear map B.

Let Stp
8 pE;Xq be the space of functions from E toX which are uniform limit of step functions.

Then, we can extend the integral with respect to mmm defined in (A.1) for step functions s P
StppE;Xq to functions u P Stp

8 pE;Xq by defining
ş

E
uptqdmmmptq as the limit in X of the Cauchy

sequence
 ş

E
snptqdmmmptq

(

ně1
where tsnuně1 Ă StppE;Xq is such that lim

n!8
suptPE }snptq ´

uptq}X “ 0, i.e.
ż

E

uptqdmmmptq :“ lim
n!8

ż

E

snptqdmmmptq.

This extension clearly does not depend on tsnuně1. Moreover, we have

Proposition A.5. If mmm has finite variation then, for every u P Stp
8 pE;Xq,

›

›

›

›

ż

E

uptqdmmmptq

›

›

›

›

X

ď

ż

E

}uptq}Xd}mmm}ptq.

Proposition A.5 is easy to establish for u P StppE;Xq, see [Din67, Chapter III, Section 7,
§2, pp. 110]. Then, we argue by density. We refer to [Din67] for a comprehensive review on
vector measures.

Appendix B. Elements of Legendre-Fenchel calculus

Let X be a normed space and let X˚ be its topological dual. In what follows, for any u P X
and any u˚ P X˚, we write u˚puq “ xu˚, uy. We begin with the following definition.

Definition B.1. Let Φ : X !s ´ 8,8s be a proper5 function. The Legendre-Fenchel
conjugate (or the conjugate) of Φ is the function Φ˚ : X˚ !s ´ 8,8s defined by

Φ˚pu˚q :“ sup
 

xu˚, uy ´ Φpuq : u P X
(

.

(As Φ is proper and Φ ą ´8 we have Φ˚ ą ´8.) The Legendre-Fenchel biconjugate (or
the biconjugate) of Φ is the function Φ˚˚ : X ! r´8,8s defined by

Φ˚˚puq :“ sup
 

xu˚, uy ´ Φ˚pu˚q : u˚ P X˚
(

.

5We say that Φ : X !s ´ 8,8s is proper if (its effective domain) dompΦq :“ tu P X : Φpuq ă 8u “ H.
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(Since Φ˚ ą ´8, u˚ P dompΦ˚q if and only if there exists α P R such that Φ˚pu˚q ď α, i.e.
Φpuq ě xu˚, uy ´ α for all u P X. Hence, if Φ admits a continuous affine minorant function6

then Φ˚ is proper and Φ˚˚ ą ´8.) The following theorem gives the main properties of the
Legendre-Fenchel conjugate and biconjugate (see [ABM14, §9.3, pp. 343] for more details).

Theorem B.2. Let Φ : X !s ´ 8,8s be a proper function.

(a) If Φ is convex and lower semicontinuous then Φ˚ is proper, convex and lower semi-
continuous.

(b) (Legendre-Fenchel’s inequality.) For every u P X and every u˚ P X˚,

Φpuq ` Φ˚pu˚q ´ xu˚, uy ě 0.

(c) (Fenchel-Moreau-Rockafellar’s theorem.) If Φ is convex and lower semicontinuous
then

Φ˚˚ “ Φ.

(d) If Φ is convex and admits a continuous affine minorant function then

Φ˚˚ “ Φ,

where Φ denotes the lower semicontinuous envelope of Φ.

Here is the definition of the subdifferential of a function.

Definition B.3. Let Φ : X !s ´ 8,8s be a proper function. The subdifferential of Φ is
the multivalued operator BΦ : X−!−!X˚ defined by

BΦpuq :“
 

u˚ P X˚ : Φpvq ě Φpuq ` xu˚, v ´ uy for all v P X
(

.

(Note that dompΦq Ą dompBΦq :“
 

u P X : BΦpuq “ H
(

.)

For the subdifferentials of convex functions we have the following result (see [ABM14, §9.5,
pp. 355 and Lemma 17.4.1, pp. 737] for more details).

Proposition B.4. Let Φ : X !s ´ 8,8s be a proper and convex function.

(a) If Φ is Fréchet-differentiable at u P X then

BΦpuq “
 

∇Φpuq
(

.

(b) (Fenchel’s extremality relation.) If Φ is lower semicontinuous then

u˚ P BΦpuq ðñ Φpuq ` Φ˚pu˚q ´ xu˚, uy “ 0.

(c) (Brønsted-Rockafellar’s lemma) If Φ is lower semicontinuous then

dompBΦq “ dompΦq.

6This is true if Φ : X !s ´ 8,8s is a proper, convex and lower semicontinuous function, because Φ is
then equal to the supremum of all its continuous affine minorant functions.
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Appendix C. Mosco-convergence

Let X be a Banach space and let X˚ be its topological dual. In what follows, “!” (resp.
“á”) denotes the strong (resp. the weak) convergence. We begin with the definition of De
Giorgi Γ-convergence (see [DM93, BD98, Bra06] for more details).

Definition C.1. Let Φ : X !s ´8,8s and, for each ε ą 0, let Φε : X !s ´8,8s. We say
that tΦεuεą0 strongly Γ-converges (resp. weakly Γ-converges) to Φ, and we write

Φ “ Γs- lim
ε!0

Φε or Φε
Γs−! Φ presp. Φ “ Γw- lim

ε!0
Φε or Φε

Γw−! Φq,

if the following two assertions hold:

‚ for every u P X, Γs- lim
ε!0

Φεpuq ě Φpuqpresp. Γw- lim
ε!0

Φεpuq ě Φpuqq with

Γs- lim
ε!0

Φεpuq :“ inf

"

lim
ε!0

Φεpuεq : uε ! u

*

presp. Γw- lim
ε!0

Φεpuq :“ inf

"

lim
ε!0

Φεpuεq : uε á u

*

q

or equivalently, for every u P X and every tuεuεą0 Ă X, if uε ! u (resp. uε á u) then

lim
ε!0

Φεpuεq ě Φpuq;

‚ for every u P X, Γs- lim
ε!0

Φεpuq ď Φpuqpresp. Γw- lim
ε!0

Φεpuq ď Φpuqq with

Γs- lim
ε!0

Φεpuq :“ inf
!

lim
ε!0

Φεpuεq : uε ! u
)

presp. Γw- lim
ε!0

Φεpuq :“ inf
!

lim
ε!0

Φεpuεq : uε á u
)

q

or equivalently, for every u P X there exists tuεuεą0 Ă X such that uε ! u (resp.
uε á u) and

lim
ε!0

Φεpuεq ď Φpuq.

From Γ-convergence we can define Mosco-convergence (which was introduced by Mosco, see
[Mos71]).

Definition C.2. Let Φ : X !s ´8,8s and, for each ε ą 0, let Φε : X !s ´8,8s. We say
that tΦεuεą0 Mosco-converges to Φ, and we write

Φ “ M- lim
ε!0

Φε or Φε
M
−! Φ,

if Φ “ Γs- lim
ε!0

Φε “ Γw- lim
ε!0

Φε or equivalently Γs- lim
ε!0

Φε ď Φ ď Γw- lim
ε!0

Φε.

From Definition C.2, it is easy to see that under a suitable compactness condition strong
Γ-convergence is equivalent to Mosco-convergence.

Proposition C.3. Let Φ : X !s ´ 8,8s and, for each ε ą 0, let Φε : X !s ´ 8,8s.
Assume that the following compactness condition hold:
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‚ for every tuεuεą0 Ă X, if sup
εą0

Φεpuεq ă 8 then tuεuεą0 is strongly relatively compact

in X.

Then, Φε
Γs−! Φ if and only if Φε

M
−! Φ.

As stated in the following theorem due to Mosco (see [Mos71, Theorem 1]), in the reflex-
ive case and for lower semicontinuous, convex and proper functions, the Legendre-Fenchel
transform is continuous with respect to Mosco-convergence.

Theorem C.4. Let Φ : X !s´8,8s be a proper, convex and lower semicontinuous function
and, for each ε ą 0, let Φε : X !s ´ 8,8s be a proper, convex and lower semicontinuous

function. If X is reflexive then Φε
M
−! Φ if and only if Φ˚ε

M
−! Φ˚.

The following result allows to pass from Mosco-convergence in X to Mosco-convergence in
L2pr0, T s;Xq (see [AHMM22, Lemma 2.6, pp. 50] for a proof).

Theorem C.5. Fix T ą 0 and assume that X is a Hilbert space. Let Φ : X ! r0,8s be a
proper, convex and lower semicontinuous function, let Θ : L2pr0, T s;Xq! r0,8s be defined
by

Θpuq :“

ż T

0

Φpuptqqdt

and, for each ε ą 0, let Φε : X ! r0,8s be a lower semicontinuous, proper and convex
function and let Θε : L2pr0, T s;Xq! r0,8s be defined by

Θεpuq :“

ż T

0

Φεpuptqqdt.

If Φε
M
−! Φ then Θε

M
−! Θ.

Appendix D. Grönwall’s lemma

In the paper we use the following version of the so-called Grönwall’s lemma (for a proof we
refer to [AHMM22, Lemma A.1, pp. 277]).

Lemma D.1. Let T ą 0, let a P r0,8r, let m P L1pr0, T sq be such that mpsq ě 0 for L1-a.a.
s P r0, T s and let φ P Cpr0, T s;Rq be such that φpsq ď a `

şs

0
φptqmptqdt for all s P r0, T s.

Then φpsq ď ae
şs
0 mptqdt for all s P r0, T s.

Declarations.

Ethical Approval. This declaration is not applicable.

Funding. This research did not receive any specific grant from funding agencies in the public,
commercial, or not-for-profit sectors. The authors declare no conflicts of interest.

Availability of data and materials. This declaration is not applicable.



NONLOCAL TIME DELAYS REACTION-DIFFUSION PROBLEMS OF GRADIENT FLOW TYPE 43

References

[ABM14] Hedy Attouch, Giuseppe Buttazzo, and Gérard Michaille. Variational analysis in Sobolev
and BV spaces, volume 17 of MOS-SIAM Series on Optimization. Society for Industrial
and Applied Mathematics (SIAM), Philadelphia, PA; Mathematical Optimization Society,
Philadelphia, PA, second edition, 2014. Applications to PDEs and optimization.

[AHMM19] Omar Anza Hafsa, Jean Philippe Mandallena, and Gérard Michaille. Stability of a class
of nonlinear reaction-diffusion equations and stochastic homogenization. Asymptot. Anal.,
115(3-4):169–221, 2019.

[AHMM20] Omar Anza Hafsa, Jean-Philippe Mandallena, and Gérard Michaille. Convergence of a class of
nonlinear time delays reaction-diffusion equations. NoDEA Nonlinear Differential Equations
Appl., 27(2):Paper No. 20, 48, 2020.

[AHMM22] Omar Anza Hafsa, Jean-Philippe Mandallena, and Gérard Michaille. Variational convergence
and stochastic homogenization of nonlinear reaction-diffusion problems. World Scientific Pub-
lishing Co. Pte. Ltd., Hackensack, NJ, [2022] c©2022.

[AHMM23] Omar Anza Hafsa, Jean-Philippe Mandallena, and Gérard Michaille. Stochastic homogeniza-
tion of nonlocal reaction-diffusion problems of gradient flow type. preprint, 2023.
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