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Abstract:

In recent years, we have seen the development of artificial machines capable of understanding requests formulated in  
natural language and generating a response in the form of images. These models are composed of a text encoder that  
understands the semantics of the request and a decoder that produces a graphic response (Ramesh, et al., 2022, .Yu, et  
al., 2022 and Saharia et al., 2022). They achieve impressive results for generating images of diverse domains from a 
request in natural language. But there are very few examples of successful generations of maps. These models seem to 
have a great potential to contribute to the significant objective of on-demand mapping, (Bailley & Regnauld, 2011), in 
which  we  expect  to  create  a  framework  able  to  understand  non-cartographer  requirements,  search  the  relevant 
information and represent it in the desired map automatically. Thus, we propose to review the potential of these models  
for generating cartographic knowledge. We would like to identify the relevance of text-to-image models in the process 
of generating a map. In the following paragraphs we discuss different angles of text-to-map generation and illustrate the 
strength and weakness of such model with examples produced using DALL-E (one of the most popular text -to-image  
models produced by OpenAI). 

Describing a map with a text: The first step to generate a map from a text is to be able to precisely describe and 
specify the map with a text. This is not a straightforward task because of the complexity of a map. The text should  
ideally mention the extent, the scale, the represented features and their geometrical abstraction, and the style of the map. 
Our experiments show the influence of the text on the output image and research should explore how to effectively  
describe a map with a short text.

Generation of map looking image: In our experiments, we then aim to verify the ability of such model for producing 
realistic  map looking  images  including  content  transformation,  data  symbolisation,  map  generalization,  etc.  Deep  
learning has already shown potential in generating map looking images in different styles (Christophe et al., 2022). 

 
Figure 1.  Some map looking images generated by Dall-E a) “A topographic map with black buildings aligned along a 
red road, with a forest nearby”  b) “A topographic map of mountainous region with castles”  c) “Topographic map of  
Italy with the main landmarks” d)  “Topographic map of Paris, France with the main landmarks”.

In Figure 1, we observe the output images for some prompts in natural language asking for a map depicting diverse 
entities at local, medium and small scales. We observe that the model can generate a map in the relevant styles with  
various levels of abstraction; all predictions look like a map. For maps where the text describes only the content (a and  
b), the desired content is properly encoded and correctly depicted. However for prompts that specify a real place (c and 
d)  we observe that  the shape  of  generated  entities  sometimes does not reflect  the ground truth and often appears 
distorted. This problem is more important for the maps at a large scale, probably because there are fewer examples of 
maps depicting these entities in the training set.  

Spatial information rendering: In a second time we experiment with the generation of spatial informations in several 
manners: with in-painting, and out-painting requests and with spatial relation generation requests. Our goal was to test  



the model ability to modify the render of a base map, to highlight/ hide or change the display of  specific spatial  
informations. 

Figure 2 The prediction of  Dall-E for some spatial  rendering requests a) “A map of  a city  with several  landmark 
buildings highlighted”  b) “A IGN map of Paris at a scale of 1:2500 centred on the Eiffel tower”  c) A base map of 
Orthez at the 1:50k scale designed by the authors with IGN data. d) The out-painting of a context around map c. 

In Figure 2 we observe how such a model can be used to modify the rendering of spatial information on a map (e.g. to 
highlight some content; change the point of view or fill a part of the map). Indeed, more than allowing the generation of 
images from scratch (a and b) the model is able to deal with the transformation of a base image according to a request  
formulated in natural language (d), the in-painting and out-painting options can help to fill an incomplete map in a 
similar way to GANMapper (Wu & Biljecki, 2021).  It seems also promising to change the style and content of various  
map images. 

Conclusion: This preliminary experiment highlights the necessity of specific training for geo-information-related text-
to-map models. Indeed, both the text encoding and the rendering part would benefit from fine-tuning with a specific 
dataset depicting maps, and map descriptions (for instance, constructed in the manner proposed by Juhász, Hochmair, & 
Guan (2023)). Moreover, these models are limited because they cannot find the appropriate dataset to include in the 
map. The integration of a data search and collection module, that can retrieve and integrate data, seem inevitable to  
produce reliable maps, in a process similar to what is proposed for geo-question answering (Scheider et al., 2021).  
Indeed, the information in the output is only issued from the image set used for training and such a model cannot be  
used to produce map representing specific phenomena or statistics.  Finally, the question of ethic and reliability of such 
maps has  to  be  examined  (Zhao et  al.,  2021;  Kang,  Zhang,  & Roth,  2023),  and  proper  evaluation  techniques  or 
strategies to assess the quality of these generated maps are required.  Due to these limitations, current text-to-map 
models can currently only be used to generate artistic maps.
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