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To enrich and enhance the diversity of the quest database of highly-accurate excitation energies [Véril et
al., WIREs Comput. Mol. Sci. 11, e1517 (2021)], we report vertical transition energies in transition metal
compounds. Eleven diatomic molecules with singlet or doublet ground state containing a fourth-row transition
metal (CuCl, CuF, CuH, ScF, ScH, ScO, ScS, TiN, ZnH, ZnO, and ZnS) are considered and the corresponding
excitation energies are computed using high-level coupled-cluster (CC) methods, namely CC3, CCSDT, CC4,
and CCSDTQ, as well as multiconfigurational methods such as CASPT2 and NEVPT2. In some cases,
to provide more comprehensive benchmark data, we also provide full configuration interaction estimates
computed with the “Configuration Interaction using a Perturbative Selection made Iteratively” (CIPSI) method.
Based on these calculations, theoretical best estimates of the transition energies are established in both the
aug-cc-pVDZ and aug-cc-pVTZ basis sets. This allows us to accurately assess the performance of CC and
multiconfigurational methods for this specific set of challenging transitions. Furthermore, comparisons with
experimental data and previous theoretical results are also reported.

I. INTRODUCTION

Understanding the electronic structure of transition
metal compounds1 is critical for unraveling their spe-
cific behaviors and applications in a wide range of fields,
such as chemistry and biology.2 Their electronic structure
is characterized by the presence of partially filled d or-
bitals in the transition metal atoms, which gives rise to
their unique properties such as variable oxidation states,3
magnetic behavior,4–6 and catalytic activity.7 The empty
d orbitals can participate in chemical reactions,8 allow-
ing for the transfer of electrons during redox processes.9
Transition metal catalysts find applications in various
industrial processes, including hydrogenation, oxidation,
and carbon-carbon bond formation.10–12

From a general perspective, investigating molecular ex-
cited states is essential for understanding their reactivity,
photophysical properties, and catalytic behavior. Indeed,

a)Electronic mail: denis.jacquemin@univ-nantes.fr
b)Electronic mail: martial.boggio@irsamc.ups-tlse.fr
c)Electronic mail: loos@irsamc.ups-tlse.fr

the presence of the excited electron modifies the elec-
tronic structure of the molecule, affecting reactions such
as bond activation, insertion, or reductive processes.13–17
The excited states of molecules containing transition met-
als have very peculiar characteristics and reactivity due to
the presence of the transition metal atom. For example,
in photocatalysis, the absorption of light can lead to the
formation of reactive excited states that participate in
photochemical reactions.18

Experimentally characterizing excited states in transi-
tion metal compounds is challenging due to their often
short lifetimes and low transition probabilities. Transient
absorption spectroscopy,19 time-resolved techniques,20
and advanced spectroscopic methods are required to ob-
serve and analyze the excited-state behavior. Additionally,
the identification and assignment of the observed spec-
tral features are challenging due to the complexity of the
excited-state manifold in these systems.21

From a theoretical point of view, the study of excited
states in transition metal compounds presents several
challenges due to their complex electronic structures and
intricate interactions.21–28 First, they often require so-
phisticated theoretical methods to accurately describe the
electronic structure of both their ground state and their
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excited states.29–39 These calculations are computation-
ally demanding and require the use of high-level quantum
chemical approaches,40 such as multireference methods,41
to account for the strong correlation effects present in
many transition metal systems (see below).42–55 Second,
the large number of electrons and basis functions involved
in these calculations further add to the computational
complexity. Third, transition metal compounds often
exhibit multiple spin states, which affects not only their
reactivity but also their magnetic properties.56 This leads
to the accumulation of excited states with potentially
the same spin and spatial symmetries in a very narrow
energy window, which complicates the interpretation of
experimental results and theoretical calculations.39,57

As mentioned above, transition metal derivatives of-
ten exhibit strong (or static) correlation, which refers
to the intricate interactions among electrons occupying
the d orbitals. Strong correlation is often a signature of
the multiconfigurational character of the electronic wave
function, meaning that the ground state and/or excited
states cannot be accurately described by a single Slater
determinant (single-reference wave function) but require
a linear combination of multiple determinants (multirefer-
ence wave function) to accurately capture the electronic
structure. The remaining dynamic correlation must also
be taken into account as it systematically plays a crucial
role in describing the excited states.

To accurately describe the multiconfigurational char-
acter and strong electron correlation, methods based on
configuration interaction (CI) are commonly employed.58
This class of methods allows for the mixing of different
electronic configurations and provides a flexible frame-
work to capture the electronic correlation effects. If one
considers all possible electronic configurations, the result-
ing full CI (FCI) wave function corresponds to the exact
solution of the Schrödinger equation within a given one-
electron basis set. Unfortunately, the ensemble of these
configurations, known as the Hilbert space, has a size that
grows exponentially fast with the system size, leading to
a prohibitive computational cost in most applications.

Multiconfigurational self-consistent field methods, such
as complete-active-space self-consistent field (CASSCF),
account for all determinants generated by distributing a
given number of electrons in a given number of active
orbitals, therefore incorporating, by design, static corre-
lation. Besides, unlike in CI, orbitals are variationally
optimized. The missing dynamic correlation is usually
recovered via low-order perturbation theory as in the
complete-active-space second-order perturbation theory
(CASPT2)59–61 or the N -electron valence state second-
order perturbation theory (NEVPT2).62–65 For CASSCF-
based methods, selecting an appropriate active space is
critical for capturing the important electron correlation
effects while keeping the computational cost manageable.
In transition metal compounds, the active space typically
involves the d orbitals of the metal center and the orbitals
involved in the ligand interactions. Choosing an appropri-
ate active space is a delicate balance between including

a sufficient number of active orbitals to describe the cor-
relation effects and keeping a reasonable computational
cost.

Coupled-cluster (CC) methods offer an alternative ap-
proach, based on an exponential ansatz of the wave func-
tion, that allows for size-extensive and systematically
improvable calculations towards the FCI limit. These
methods exhibit polynomial scaling and have been ex-
tensively studied in the literature.66–71 Coupled-cluster
methods systematically incorporate higher levels of ex-
citations to improve accuracy. For instance, CC with
singles and doubles (CCSD),72–76 CC with singles, dou-
bles, and triples (CCSDT),77–80 and CC with singles,
doubles, triples, and quadruples (CCSDTQ)81–85 can be
obtained by successively adding higher excitation levels.
The computational cost of these methods scales as O(N6),
O(N8), and O(N10), respectively. Moreover, to reduce
computational expenses, each of these methods can be
approximated by the CCn family of methods. This fam-
ily includes CC2 (O(N5)),86,87 CC3 (O(N7)),88–92 and
CC4 (O(N9)).93–97 These variants provide cost-effective
alternatives while still maintaining acceptable levels of
accuracy compared to their “complete” variant. Excited-
state energies and properties can be obtained within
the CI framework by searching for higher roots of the
CI matrix and their corresponding eigenvectors. Simi-
larly, at CC level, one can access excited states using the
equation-of-motion (EOM)75,79,98–102 or linear-response
(LR)74,100,103–105 formalisms.

II. THE QUEST DATABASE

Benchmark sets and their corresponding reference data
serve as a cornerstone in electronic structure theory, sup-
porting the development, validation, and improvement of
computational methods for both the ground state24,106–124

and the excited states.125–141 In the context of molecu-
lar excited states, a benchmark set refers to a collec-
tion of molecules with known reference data that is used
to evaluate the accuracy, reliability, and limitations of
computational methods in predicting the properties of
electronic excited states, such as excitation energies, os-
cillator strengths, transition dipole moments, and other
spectroscopic observables.

They provide a standardized framework for evaluat-
ing the performance of different computational methods
in predicting excited-state properties, contributing to
the reproducibility and transparency of computational
studies in the field. By comparing different methods
against each other, researchers can identify the strengths
and weaknesses of different approaches and gain insights
into their limitations, hence guiding the development of
new computational methods for electronic excited states.
Besides, these investigations also assist researchers and
practitioners in selecting appropriate methods for specific
applications or molecules.

The reference data are typically obtained from highly-
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accurate theoretical calculations or experimental measure-
ments. Their accuracy and reliability are mandatory for
ensuring the meaningfulness of the benchmarking pro-
cess. In some cases, reference data may be obtained
from experiments, such as spectroscopic measurements
or photochemical data, but these experimental values are
not always available or may have uncertainties.142 The
selection of molecules for a benchmark set aims to cover
a diverse range of electronic structures and properties,
including different types of excited states, as well as a
variety of chemical environments and molecular sizes. Im-
portantly, it should also include challenging cases that
test the capabilities of the methods under investigation.

Since 2018, our research groups have made significant
efforts to develop a comprehensive and diverse database
of highly-accurate vertical excitation energies for small-
and medium-sized (organic) molecules. This database,
named quest,57,143 has been meticulously curated and
expanded over time. It currently comprises seven subsets,
as illustrated in Fig. 1:

• quest#1: This subset consists of 110 vertical ex-
citation energies (and oscillator strengths) in small
molecules containing 1 to 3 non-hydrogen atoms.144
Primarily focused on singly-excited states, the theo-
retical best estimates (TBEs) were determined using
FCI calculations.

• quest#2: Comprising 20 vertical transition en-
ergies for doubly-excited states in 14 small and
medium-sized molecules,145 this subset relied pre-
dominantly on FCI calculations to define the TBEs,
except for the largest molecules in the set.

• quest#3: This subset encompasses 238 excitation
energies (and oscillator strengths) for 27 medium-
sized molecules containing 4 to 6 non-hydrogen
atoms.146 The TBEs in this subset were originally
defined using CCSDT or CCSDTQ methods, and
more recent improvements have been made with
CC4 and CCSDTQ approaches.147,148

• quest#4: Composed of two distinct parts, this
subset includes an “exotic” subset of 30 vertical exci-
tation energies for closed-shell molecules containing
F, Cl, P, and Si atoms, and a “radical” subset of 51
doublet-doublet transitions in 24 small open-shell
molecules.149 In total, there are 81 TBEs, mostly
obtained with FCI.

• quest#5: Featuring 80 excitation energies in 13
(mostly large) molecules, this subset mostly contains
TBE calculations at the CCSDT level.57

• quest#6: Specifically designed for the study of
intramolecular charge-transfer transitions, this sub-
set provides highly-accurate vertical excitation en-
ergies for 30 such transitions in 17 π-conjugated
compounds obtained at the CCSDT level.96

quest database
lcpq.github.io/QUESTDB_website

quest#1:
Small-sized
molecules

quest#2:
Double

excitations

quest#3:
Medium-sized
molecules

quest#4:
“Exotic”
molecules
& radicals

quest#5:
Larger

molecules

quest#6:
Charge-transfer

excitations

quest#7:
Bicyclic
systems

quest#8:
Transition

metal
compounds

FIG. 1. The 8 subsets composing the quest database of
highly-accurate excitation energies with the inclusion of a new
subset gathering excited states of transition metal compounds
(quest#8).

• quest#7: This subset contains 91 vertical excita-
tion energies for 10 bicyclic molecules computed at
the CC3 or CCSDT levels.150

As evidenced by the above description, quest em-
ploys FCI and high-order CC methods to generate highly-
accurate reference data in triple-ζ basis, alongside ad-
ditional basis set corrections when possible. In most
cases, geometry optimization has been carried out at
the CC3/aug-cc-pVTZ level. A significant advantage of
the quest dataset is its independence from experimental
values, eliminating potential biases associated with experi-
ments and facilitating direct theoretical comparisons. The
employed protocol ensures uniformity, enabling straight-
forward cross-comparisons. This approach allowed the
benchmarking of a wide range of excited-state wave func-
tion methods, including those accounting for double and
triple excitations, as well as multiconfigurational methods.
Furthermore, chemically-accurate theoretical 0-0 energies
have been computed, providing a more direct comparison
to experimental data.142,151,152 Presently, our ongoing
efforts are dedicated to obtaining highly-accurate excited-
state properties such as dipoles and oscillator strengths
for small and medium-sized molecules.153–156

The creation of the quest dataset involved a
very significant computational effort, with numer-
ous calculations performed for each of the associated
articles.57,96,144–146,149,150 To access and manipulate the
data, a web application has been developed and hosted
on a GitHub repository (https://github.com/LCPQ/
QUESTDB_website). The web application can be ac-

https://github.com/LCPQ/QUESTDB_website
https://github.com/LCPQ/QUESTDB_website
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cessed at https://lcpq.github.io/QUESTDB_website, pro-
viding users with the ability to plot statistical indicators
for selected subsets of molecules, methods, and basis sets.

The utilization of the quest database as a benchmark
for excited-state methods has gained attraction among
research groups worldwide. For instance, the database has
been employed to assess orbital-optimized DFT for double
excitations,157,158 multistate DFT,159 and TD-DFT.160
Additionally, it has facilitated the evaluation of hybrid161

and double hybrid162–165 functionals, quantum Monte
Carlo methods for excited states166–170, multiconfigura-
tion methods155,171–173 and others.174–177 These studies
demonstrate the widespread use of the quest database as
a valuable resource for the rigorous assessment of excited-
state methods.

In this study, we aim to enhance the diversity of our
database and incorporate chemically challenging cases.
Specifically, we perform excited-state calculations for 11
diatomic molecules with a singlet or doublet ground state,
each containing a fourth-row transition metal: CuCl, CuF,
CuH, ScF, ScH, ScO, ScS, TiN, ZnH, ZnO, and ZnS. To
establish highly-accurate reference vertical excitation en-
ergies, we determine TBEs using a combination of FCI
and CCSDTQ data in the aug-cc-pVDZ and aug-cc-pVTZ
basis. Leveraging these reference values, we conduct a
comprehensive assessment of lower-order CC methods,
namely, CC3, CCSDT, and CC4, as well as benchmark
the performance of both CASPT2 and NEVPT2 for this
set of excitations. This contributes to a more thorough
understanding of the capabilities and limitations of these
computational methods in addressing the electronic exci-
tations of the aforementioned diatomic molecules.

Spin-orbit coupling, which arises from the relativistic
effects on the electrons’ motion, is important in transition
metal compounds as it couples the spin states of the elec-
trons and affects the energy ordering and mixing of the
excited states. Properly accounting for relativistic effects
is crucial when performing experiment vs theory compar-
isons, and it requires specified theoretical approaches to
accurately describe the electronic structure and energet-
ics. Here, because our aim is to rely solely on theoretical
values and to perform theory vs theory comparisons, we
eschew taking into account relativistic effects. We refer
the interested reader to Ref. 43 for a state-of-the-art treat-
ment of these systems based on single- and multi-reference
CC methodologies that incorporate core-valence and rela-
tivistic effects as well as complete basis set extrapolations.

III. COMPUTATIONAL METHODOLOGY

The ground-state geometries of the singlet and doublet
states have been optimized, in the frozen-core approxi-
mation at the CC3/aug-cc-pVTZ and UCCSD(T)/aug-
cc-pVTZ levels of theory, respectively. These calculations
were performed with cfour178 and gaussian16,179 re-
spectively. Large frozen cores have been systematically
selected. (Additional calculations for small cores can be

found in the supporting information showing that the
deviations between small and large frozen-core excita-
tion energies are small.) The optimized bond lengths
are reported in Table I alongside the electronic ground-
state symmetry of each system and experimental values
extracted from Ref. 43. For all the systems considered,
we performed calculations using two diffuse-containing
Gaussian basis sets (aug-cc-pVDZ and aug-cc-pVTZ).

FCI vertical excitation energies were obtained with se-
lected CI calculations180–192 based on the Configuration
Interaction using a Perturbative Selection made Itera-
tively (CIPSI) algorithm.193 All these calculations were
performed with quantum package194 following the same
protocol as our previous studies.144–146 Extrapolation er-
rors are estimated following the procedure of Ref. 57.

For the singlet excited states of closed-shell systems,
the CC calculations were carried out using cfour,178
which offers an efficient implementation of high-order
CC methods up to quadruples.95 For the triplet excited
states of closed-shell derivatives, we relied on psi4195

for the (U-)CC3 calculations and mrcc196 for the (U-
)CCSDT and (U-)CCSDTQ calculations. For the open-
shell transition metal derivatives, the latter two codes
were used as well for the corresponding CC calculations,
that were achieved starting from the restricted open-shell
Hartree-Fock (ROHF) solution.

The multiconfigurational calculations were performed
using a state-averaged (SA) CASSCF wave function,
which included the ground state and, at least, the excited
states of interest. Additional excited states were included
in some cases to address convergence and root-flipping
issues. The CASPT2 calculations were performed within
the RS2 contraction scheme (unless otherwise stated), as
implemented in molpro,197 with a default IPEA shift of
0.25Eh.198,199 To mitigate the intruder state problem, a
level shift of 0.3Eh was systematically applied.200,201 In
some cases, we have also performed partially-contracted
(PC) NEVPT2 calculations, as well as CASPT2 calcula-
tions without IPEA shift (labeled as NOIPEA). These
additional data can be found in the supporting informa-
tion where one would also find strongly-contracted (SC)
NEVPT2 results. For each system and transition, the sup-
porting information also provides a detailed description
of the active spaces for each symmetry representation.

IV. RESULTS AND DISCUSSION

The results for the singlet and triplet transitions are
reported in Table II, whereas those for the doublet tran-
sitions are reported in Table III. Table IV contains our
TBEs, along with selected available results from the liter-
ature. To the best of our knowledge, these are usually the
most up-to-date theoretical or experimental data for each
state. The interested reader can consult the corresponding
references to find more exhaustive comparisons with prior
results, which is not our focus here. The convergence of
the CC energies towards the TBEs is shown in Fig. 2. We

https://lcpq.github.io/QUESTDB_website
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TABLE I. Electronic ground-state symmetry and correspond-
ing bond length (in Å) of the 11 diatomic molecules considered
herein.

Electronic Bond Length (Å)
System Ground State This Work Exp. (Ref. 43)
ScH 1 1Σ+ 1.796 1.7754
ScO 1 2Σ+ 1.699 1.6661
ScF 1 1Σ+ 1.788 1.787
ScS 1 2Σ+ 2.168 2.1353
TiN 1 2Σ+ 1.599 1.5802
CuH 1 1Σ+ 1.480 1.4626
CuF 1 1Σ+ 1.758 1.7449
CuCl 1 1Σ+ 2.075 2.0512
ZnH 1 2Σ+ 1.603 1.5935
ZnO 1 1Σ+ 1.700 1.7047
ZnS 1 1Σ+ 2.068 2.0464

consider 22 out of our 67 TBEs to be unsafe (meaning
errors potentially greater than 1 kcal/mol or 0.043 eV).
Despite the uncertainties for this subset of TBEs, one can
still gauge the convergence profile of the CC series, since
a new TBE would only set a new reference energy.

It is important to bear in mind that, in most cases,
our computed vertical excitation energies are not directly
comparable to the previously reported data shown in
Table IV. There are three reasons for that. First, ground-
state geometries might be slightly different. Second, there
are differences between the Hamiltonian employed in the
calculations and the true physical Hamiltonian. Here, we
adopt the non-relativistic Coulombic Hamiltonian, which
neglects spin-orbit coupling and relativistic effects. These
effects are important for transition metal compounds,
and should be taken into account had the goal been
to obtain a quantitative comparison with experimental
observables. Ignoring them is justifiable though, because
we are interested in obtaining accurate non-relativistic
excitation energies, which are far greater in magnitude
than the contribution from the above-mentioned effects.
For this reason, when comparing the present results with
previous calculations, we present those that similarly
ignore relativistic effects, when available.

A third aspect is that the excitation energies listed
in Table IV often correspond to different observables.
Experiments typically report specific vibronic transitions,
particularly for those between vibrational ground states
of electronic ground and excited states, the so-called 0-0
energies, also referred to as T0. In turn, theoretical studies
usually present potential energy curves, from which the
minimum energy separation between ground and excited
states (the adiabatic or Te energy) is obtained. Modeling
the vibrational levels would provide information about
the 0-0 energy, which can be compared with experimental
values.136,137,139,140,142,151,152 Here, instead, we provide
very accurate vertical excitation energies. Considering
non-relativistic potential energy curves, our vertical value
represents an upper bound for Te and would also be
expected to be higher than the 0-0 value in most cases.

In the following, we discuss in detail each transition
metal compound, grouped into different families. When
comparing the available data with our TBEs, we always
refer to the aug-cc-pVTZ values. Next, we present the
global view of our full set of results, discussing the perfor-
mance of the different methodologies for transition metal
diatomics and comparing them with previous subsets of
the quest database devoted to organic compounds.57

A. ScH and ScF

Out of the eleven transition metal diatomics considered
here, the excitation energies of ScH present the fastest
convergence along the CC series. Already at the CC3
level, most energies lie within the desired chemical ac-
curacy window (±1 kcal/mol or 0.043 eV), as shown in
Fig. 2. The largest difference (0.12 eV) appears for the
fourth singlet state, 2 1Π(4s2,3d2), which is acceptable
since this state has a significant doubly-excited character,
making CC3 less efficient. The accuracy is significantly
improved at the CCSDT level and beyond. These out-
comes are unsurprising, as only 4 electrons are correlated
in our (large) frozen core approximation for ScH. Hence,
CCSDTQ is equivalent to FCI. In CASPT2 and NEVPT2,
all active electrons are correlated, though within a subset
of orbitals, and the computed excitation energies deviate
more from the TBEs than CC3. There is an average
increase of 0.04 eV in the TBEs of ScH when going from
aug-cc-pVDZ to aug-cc-pVTZ. It is worth mentioning that
the 1 3∆(4s,3d) state of ScH has the lowest TBE of the
quest database, of only 0.364 eV for the aug-cc-pVDZ
basis set and 0.446 eV for the aug-cc-pVTZ basis set.

Our vertical TBEs are compatible with the 0-0 exper-
imental energies,202 the former being higher by 0.13 eV
to 0.21 eV. The TBEs are also close to the Te energies
calculated at the multireference configuration interaction
(MRCI) level,203 appearing higher in energy by 0.06 eV
to 0.22 eV. The only exception concerns the 2 3Π(4s,3d)
state, whose TBE is lying lower by −0.03 eV, possibly
related to the occurrence of an avoided crossing with a
higher-lying 3 3Π state.203

Moving to ScF, we first note that both 2 1Π(4s2,3d2)
and 2 3Π(4s2,3d2) excited states are doubly-excited with
respect to the ground state. Although the number of ac-
tive electrons jumps from 4 to 10, the convergence along
the CC series remains quite fast, though not on par with
the ScH case. CC3 nevertheless delivers chemically ac-
curate excitation energies for most states, except for the
2 3Π(4s2,3d2) state, whose energy is more overestimated
than the others. In fact, third-order methods like CC3 and
CCSDT produce fairly accurate excitation energies for
the two doubly excited states, with the largest difference
to the TBEs produced with CC3 and the aug-cc-pVDZ
basis set for the triplet state (0.156 eV). This is some-
what surprising given the typically poorer performance
of these methods in describing such excited states.145
Ramping up to CCSDTQ produces excitation energies
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TABLE II. Vertical excitation energies (in eV) of the lowest singlet and triplet excited states of ScH, ScF, CuH, CuF, CuCl,
ZnO, and ZnS at various levels of theory. 3, T, 4, Q, CAS, and NEV stand for CC3, CCSDT, CC4, CCSDTQ, CASPT2(IPEA),
and PC-NEVPT2, respectively.

aug-cc-pVDZ aug-cc-pVTZ
Mol. State 3 T 4 Q CAS NEV FCI 3 T 4 Q CAS NEV FCI
ScH 1 1∆(4s,3d) 0.639 0.607 0.606 0.606 0.519 0.538 0.606(1) 0.698 0.672 0.671 0.672 0.515 0.535 0.671(1)

1 1Π(4s,3d) 0.837 0.818 0.819 0.820 0.783 0.786 0.820(1) 0.890 0.874 0.875 0.875 0.764 0.769 0.875(1)
2 1Σ+(4s,3d) 1.894 1.846 1.839 1.836 2.060 2.003 1.836(1) 1.900 1.856 1.848 1.845 2.040 1.983
2 1Π(4s2,3d2) 2.300 2.197 2.185 2.181 2.122 2.141 2.181(1) 2.331 2.233 2.219 2.215 2.129 2.149
1 3∆(4s,3d) 0.365 0.361 0.364 0.278 0.292 0.363(1) 0.445 0.443 0.446 0.280 0.295 0.445(1)
1 3Π(4s,3d) 0.573 0.563 0.565 0.520 0.532 0.565(1) 0.625 0.618 0.621 0.510 0.523 0.620(1)
1 3Σ+(4s,3d) 0.807 0.818 0.820 0.821 0.834 0.820(1) 0.840 0.850 0.852 0.813 0.827 0.851(1)
2 3Π(4s,3d) 1.870 1.835 1.832 1.845 1.832 1.852 1.820 1.817 1.853 1.839

ScF 1 1∆(4s,3d) 0.823 0.759 0.816 0.787 0.559 0.612 0.797(1) 0.925 0.863 0.919 0.890 0.554 0.584 0.903(4)
1 1Π(4s,3d) 1.602 1.550 1.579 1.564 1.353 1.406 1.574(3) 1.698 1.648 1.676 1.661 1.344 1.409 1.653(26)
2 1Σ+(4s,3d) 2.382 2.351 2.351 2.346 2.378 2.385 2.356(18) 2.437 2.410 2.408 2.404 2.366 2.382
2 1Π(4s2,3d2) 2.806 2.756 2.777 2.758 2.479 2.562 2.884 2.840 2.854 2.837 2.478 2.569
1 3∆(4s,3d) 0.550 0.490 0.519 0.292 0.341 0.528(2) 0.665 0.606 0.292 0.318 0.647(3)
1 3Π(4s,3d) 1.053 1.017 1.032 0.896 0.923 1.037(4) 1.122 1.089 0.896 0.933
1 3Σ+(4s,3d) 1.414 1.394 1.401 1.389 1.403 1.471 1.452 1.389 1.408
2 3Π(4s2,3d2) 2.625 2.469 2.469 2.409 2.478 2.664 2.593 2.422 2.503

CuH 2 1Σ+(3d,4s) 3.101 2.905 3.205 3.009 3.102 3.051(4) 3.120 2.928 3.222 3.031 3.143 3.080(7)
1 1∆(3d,4s) 3.701 3.554 4.082 3.718 3.558 3.743 3.593 4.110 3.754 3.614
1 1Π(3d,4s) 3.651 3.537 4.072 3.707 3.571 3.788(26) 3.700 3.580 4.102 3.746 3.623 3.829(28)
2 1Π(3d,4s) 5.527 5.379 5.664 5.470 5.408 5.557 5.410 5.686 5.497 5.449
3 1Σ+(3d,4p) 5.560 5.639 5.888 5.713 5.971 5.618 5.682 5.922 5.751 6.038
1 3Σ+(3d,4s) 2.600 2.411 2.493 2.536 2.514(5) 2.626 2.439 2.572 2.539(37)
1 3Π(3d,4s) 3.456 3.280 3.453 3.333 3.522(11) 3.508 3.327 3.393 3.561(37)
1 3∆(3d,4s) 3.591 3.393 3.561 3.422 3.631 3.432 3.479
2 3Π(3d,4s) 4.865 4.678 4.762 4.691 4.900 4.716 4.746

CuF 2 1Σ+(3d,4s) 2.571 2.391 2.723 2.508 2.528 2.561(10) 2.596 2.416 2.744 2.539 2.604(28)
1 1Π(3d,4s) 2.623 2.518 2.934 2.660 2.632 2.751(8) 2.671 2.560 2.970 2.674
1 1∆(3d,4s) 3.209 3.077 3.500 3.211 3.014 3.285(49) 3.245 3.111 3.528 3.045
2 1Π(3d,4s) 5.681 5.870 5.966 5.914 6.028 5.752 5.919 6.011 6.047
1 3Σ+(3d,4s) 2.121 1.882 1.992 1.941 2.017(20) 2.158 1.918 1.987 2.066(58)
1 3Π(3d,4s) 2.390 2.211 2.355 2.317 2.421(28) 2.439 2.258 2.367
1 3∆(3d,4s) 3.001 2.799 2.937 2.758 3.037 2.838 2.793
2 3Π(3d,4s) 5.679 5.715 5.766 5.791 5.760 5.767 5.825

CuCl 2 1Σ+(3d,4s) 3.072 2.880 3.227 3.004 3.088 3.333 3.090 2.898 3.242 3.149 3.030
1 1Π(σ,4s) 3.001 2.880 3.235 3.008 2.965 2.971 3.044 2.912 3.263 3.049 3.015
1 1∆(3d,4s) 3.562 3.392 3.843 3.540 3.533 3.539 3.596 3.422 3.874 3.472 3.454
1 3Σ+(3d,4s) 2.681 2.460 2.626 2.529 2.708 2.486 2.692 2.578
1 3Π(σ,4s) 2.770 2.591 2.661 2.654 2.811 2.631 2.845 2.818
1 3∆(3d,4s) 3.364 3.145 3.281 3.277 3.398 3.179 3.229 3.203

ZnO 1 1Π(2p,4s) 0.812 0.732 0.771 0.759 0.523 0.556 0.771(2) 0.835 0.760 0.791 0.530 0.557
2 1Σ+(σ,4s) 3.244 3.450 3.394 3.415 3.767 3.720 3.417(22) 3.260 3.466 3.400 3.763 3.718
1 1∆(2p,4p) 4.300 4.548 4.671 4.611 4.365 4.399 4.352 4.602 4.705 4.381 4.413
1 1Σ−(2p,4p) 4.354 4.592 4.718 4.660 4.691 4.591 4.401 4.638 4.746 4.692 4.587
1 3Π(2p,4s) 0.542 0.445 0.314 0.347 0.506(13) 0.574 0.481 0.332 0.358
1 3Σ+(σ,4s) 1.884 1.731 1.590 1.578 1.793(16) 1.880 1.729 1.570 1.554

ZnS 1 1Π(3p,4s) 0.769 0.755 0.778 0.774 0.735 0.701 0.816(3) 0.802 0.787 0.801 0.774 0.724 0.814(14)
2 1Σ+(σ,4s) 3.626 3.616 3.630 3.622 3.974 3.911 3.673(51) 3.651 3.642 3.649 3.978 3.915 3.867(116)
1 1∆(3p,4p) 4.181 4.162 4.213 4.200 4.198 4.191 4.225 4.204 4.242 4.231 4.216
1 1Σ−(3p,4p) 4.225 4.213 4.279 4.267 4.315 4.252 4.252 4.238 4.294 4.335 4.258
1 3Π(3p,4s) 0.520 0.503 0.528 0.496 0.565 0.546 0.573 0.524
1 3Σ+(σ,4s) 2.343 2.302 2.311 2.304 2.351 2.306 2.314 2.306

too low by only 0.01 eV for the states whose TBEs are
obtained with CIPSI. Considering the complete set of 11
transition metals investigated here, we find the TBEs to
be somewhat larger with the aug-cc-pVTZ basis set, by
0.04 eV in average and up to 0.08 eV. Taking into account
the safe TBEs only, ScF shows the most pronounced basis
set effects from our set, with the largest increase in the
TBEs of 0.124 eV for the 2 3Π(4s2,3d2) state, followed by
0.119 eV for the 1 3∆(4s,3d) state.

The TBEs of ScF can be correlated with the experi-
mental Te and 0-0 energies208,209 as well as with the Te

values calculated with MRCI plus Davidson correction

(+Q).210 However, the overall largest discrepancies from
the current set of transition metal diatomics are seen for
this system. Compared to experiment, the TBEs can
be lower by 0.12 eV [2 1Σ+(4s,3d)] or higher by 0.49 eV
[1 1Π(4s,3d)]. This hints at a more significant vibrational
relaxation in the excited states than in ScH.

B. CuH, CuF, and CuCl

CuH has 12 active electrons, whereas the halogen-
containing compounds CuF and CuCl have 18 in the
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TABLE III. Vertical excitation energies (in eV) of the lowest doublet excited states of ScO, ScS, TiN, and ZnH at various levels
of theory. 3, T, 4, Q, CAS, and NEV stand for CC3, CCSDT, CC4, CCSDTQ, CASPT2(IPEA), and PC-NEVPT2, respectively.

aug-cc-pVDZ aug-cc-pVTZ
Mol. State 3 T Q CAS NEV FCI 3 T Q CAS NEV FCI
ScO 1 2Π(4s,3d) 2.000 2.029 2.029 2.032 2.036 2.032(1) 1.998 2.028 2.028 2.037 2.040 2.037(3)

1 2∆(4s,3d) 2.248 2.023 2.084 1.824 1.829 2.107(1) 2.270 2.052 2.109 1.794 1.797 2.133(3)
2 2Σ+(4s,3d) 2.484 2.584 2.564 2.575 2.594 2.563(6) 2.482 2.584 2.564 2.569 2.591 2.572(19)
2 2Π(2p,4s) 3.502 3.467 3.550 3.590 3.489 3.534 3.506 3.570 3.632 3.502

ScS 1 2∆(4s,3d) 1.376 1.185 1.262 0.981 0.974 1.300(2) 1.405 1.231 1.299 0.936 0.934 1.340(8)
1 2Π(4s,3d) 1.579 1.450 1.485 1.495 1.466 1.495(8) 1.574 1.459 1.491 1.476 1.434 1.512(4)
2 2Σ+(4s,3d) 1.663 1.572 1.591 1.637 1.590 1.590(1) 1.653 1.571 1.589 1.634 1.574 1.593(5)
2 2Π(3p,4s) 2.161 2.021 2.070 2.134 2.140 2.185 2.063 2.093 2.215 2.338

TiN 1 2∆(4s,3d) 1.330 0.869 0.970 0.884 0.916 1.027(1) 1.386 0.916 0.840 0.874 1.066(5)
2 2∆(σ,3d) 1.796 1.965 1.969 2.241 2.242 2.008(6) 1.863 2.000 2.227 2.222
1 2Π(4s,3d) 1.979 2.023 2.009 2.045 2.030 1.976 2.008 2.027 2.014

ZnH 1 2Π(4s,4p) 2.862 2.834 2.839 2.843 2.851(4) 2.874 2.846 2.862 2.882(17)
2 2Σ+(σ,4s) 4.474 4.452 4.448 4.483 4.456(13) 4.499 4.478 4.510 4.483(43)
3 2Σ+(4s,5s) 5.070 5.027 5.035 5.062 5.045(3) 5.097 5.056 5.097 5.115(5)
4 2Σ+(4s,5p) 5.674 5.628 5.635 5.582 5.644(7) 5.691 5.647 5.598 5.689(21)
2 2Π(4s,5p) 6.118 6.069 6.076 6.062 6.081(8) 6.147 6.100 6.106 6.126(12)
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FIG. 2. Convergence of the errors in excitation energies (with respect to the TBEs) along the coupled-cluster models (CC3,
CCSDT, CC4, and CCSDTQ, denoted by their last digit in the figure), with the aug-cc-pVDZ (AVDZ) and aug-cc-pVTZ
(AVTZ) basis set, for Σ (red), Π (green), and ∆ (blue) excited states of transition metal diatomics. The gray shaded region
indicates deviations of ±0.043 eV with respect to the TBE.
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TABLE IV. TBEs (in eV) in the aug-cc-pVDZ (AVDZ) and aug-cc-pVTZ (AVTZ) basis sets for the 11 diatomic molecules and
the corresponding composite method to generate them.

aug-cc-pVDZ aug-cc-pVTZ literature
Mol. State TBE Method TBE Method Exp. Th.
ScH 1 1∆(4s,3d) 0.606 CCSDTQ 0.672 CCSDTQ 0.519b 0.509c

1 1Π(4s,3d) 0.820 CCSDTQ 0.875 CCSDTQ 0.670b 0.710c

2 1Σ+(4s,3d) 1.836 CCSDTQ 1.845 CCSDTQ 1.683b 1.703c

2 1Π(4s2,3d2) 2.181 CCSDTQ 2.215 CCSDTQ 2.089b 2.151c

1 3∆(4s,3d) 0.364 CCSDTQ 0.446 CCSDTQ 0.225c

1 3Π(4s,3d) 0.565 CCSDTQ 0.621 CCSDTQ 0.430c

1 3Σ+(4s,3d) 0.820 CCSDTQ 0.851 CCSDTQ 0.728c

2 3Π(4s,3d) 1.832 CCSDTQ 1.817 CCSDTQ 1.852c

ScO 1 2Π(4s,3d) 2.032 FCI 2.037 FCI 2.057d 2.070(6)e

1 2∆(4s,3d) 2.107 FCI 2.133 FCI 1.915d 1.950(5)e

2 2Σ+(4s,3d) 2.563 FCI 2.572 FCI 2.559f

2 2Π(2p,4s) 3.550a CCSDTQ 3.570a CCSDTQ
ScF 1 1∆(4s,3d) 0.797 FCI 0.903 FCI 0.568g 0.478j

1 1Π(4s,3d) 1.574 FCI 1.671 FCI/AVDZ + CCSDTQ/AVTZ − CCSDTQ/AVDZ 1.184g 1.107j

2 1Σ+(4s,3d) 2.346 CCSDTQ 2.404 CCSDTQ 2.527g 2.004j

2 1Π(4s2,3d2) 2.758 CCSDTQ 2.837 CCSDTQ 2.750g 2.521j

1 3∆(4s,3d) 0.528 FCI 0.647 FCI 0.242h 0.215j

1 3Π(4s,3d) 1.037 FCI 1.109 FCI/AVDZ + CCSDT/AVTZ − CCSDT/AVDZ 0.774i 0.719j

1 3Σ+(4s,3d) 1.401 CCSDTQ 1.459 CCSDTQ/AVDZ + CCSDT/AVTZ − CCSDT/AVDZ 1.073j

2 3Π(4s2,3d2) 2.469 CCSDTQ 2.593 CCSDTQ/AVDZ + CCSDT/AVTZ − CCSDT/AVDZ 2.347j

ScS 1 2∆(4s,3d) 1.300 FCI 1.340 FCI 1.003k

1 2Π(4s,3d) 1.495 FCI 1.512 FCI 1.375l 1.418k

2 2Σ+(4s,3d) 1.590 FCI 1.593 FCI 1.544l 1.493k

2 2Π(3p,4s) 2.070a CCSDTQ 2.093a CCSDTQ
TiN 1 2∆(4s,3d) 1.027 FCI 1.066 FCI 0.934m 0.946n

2 2∆(σ,3d) 2.008 FCI 2.043 FCI/AVDZ + CCSDT/AVTZ − CCSDT/AVDZ
1 2Π(4s,3d) 2.009 CCSDTQ 1.994 CCSDTQ/AVDZ + CCSDT/AVTZ − CCSDT/AVDZ 2.013m 2.01n

CuH 2 1Σ+(3d,4s) 3.051 FCI 3.080 FCI 2.905o 3.009p

1 1∆(3d,4s) 3.718a CCSDTQ 3.754a CCSDTQ 3.530o

1 1Π(3d,4s) 3.788 FCI 3.829 FCI 3.381o 3.406p

2 1Π(3d,4s) 5.470a CCSDTQ 5.497a CCSDTQ 5.542o 6.035p

3 1Σ+(3d,4p) 5.713a CCSDTQ 5.751a CCSDTQ 3.349p

1 3Σ+(3d,4s) 2.514 FCI 2.550 FCI/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 2.418q 2.604p

1 3Π(3d,4s) 3.522 FCI 3.582 FCI/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 3.276o 3.159p

1 3∆(3d,4s) 3.561a CCSDTQ 3.618a CCSDTQ/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 3.492o

2 3Π(3d,4s) 4.762a CCSDTQ 4.817a CCSDTQ/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 5.209p

CuF 2 1Σ+(3d,4s) 2.561 FCI 2.572 FCI/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 2.445r 2.31s

1 1Π(3d,4s) 2.751 FCI 2.793 FCI/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 2.512r 2.41s

1 1∆(3d,4s) 3.285a FCI 3.316a FCI/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 2.93s

2 1Π(3d,4s) 5.914a CCSDTQ 5.933a CCSDTQ/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ
1 3Σ+(3d,4s) 2.017 FCI 2.063 FCI/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 1.808r 1.81t

1 3Π(3d,4s) 2.421 FCI 2.471 FCI/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 2.177r 2.17t

1 3∆(3d,4s) 2.937a CCSDTQ 2.972a CCSDTQ/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 2.827r 2.65t

2 3Π(3d,4s) 5.766a CCSDTQ 5.800a CCSDTQ/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ
CuCl 2 1Σ+(3d,4s) 3.004a CCSDTQ 3.065a CCSDTQ/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 2.848u 2.75s

1 1Π(σ,4s) 3.008a CCSDTQ 3.092a CCSDTQ/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 2.861u 2.78s

1 1∆(3d,4s) 3.540a CCSDTQ 3.479a CCSDTQ/AVDZ + CASPT2/AVTZ − CASPT2/AVDZ 3.20s

1 3Σ+(3d,4s) 2.626a CASPT2 2.692a CASPT2 2.352u 2.43t

1 3Π(σ,4s) 2.661a CASPT2 2.845a CASPT2 2.540u 2.62t

1 3∆(3d,4s) 3.281a CASPT2 3.229a CASPT2 3.134u 3.00t

ZnH 1 2Π(4s,4p) 2.851 FCI 2.882 FCI 2.90v 2.93w

2 2Σ+(σ,4s) 4.456 FCI 4.482 FCI/AVDZ + CCSDT/AVTZ − CCSDT/AVDZ 3.42v 4.54w

3 2Σ+(4s,5s) 5.045 FCI 5.115 FCI 5.09v 5.04w

4 2Σ+(4s,5p) 5.644 FCI 5.663 FCI/AVDZ + CCSDT/AVTZ − CCSDT/AVDZ 5.70w

2 2Π(4s,5p) 6.081 FCI 6.126 FCI 6.09w

ZnO 1 1Π(2p,4s) 0.771 FCI 0.791 FCI/AVDZ + CC4/AVTZ − CC4/AVDZ 0.615x 0.54y

2 1Σ+(σ,4s) 3.417 FCI 3.423 FCI/AVDZ + CC4/AVTZ − CC4/AVDZ 3.75y

1 1∆(2p,4p) 4.611a CCSDTQ 4.645a CCSDTQ/AVDZ + CC4/AVTZ − CC4/AVDZ 4.90y

1 1Σ−(2p,4p) 4.660a CCSDTQ 4.688a CCSDTQ/AVDZ + CC4/AVTZ − CC4/AVDZ 4.76y

1 3Π(2p,4s) 0.506 FCI 0.542 FCI/AVDZ + CCSDT/AVTZ − CCSDT/AVDZ 0.305x 0.29y

1 3Σ+(σ,4s) 1.793 FCI 1.791 FCI/AVDZ + CCSDT/AVTZ − CCSDT/AVDZ 1.875z 2.03y

ZnS 1 1Π(3p,4s) 0.816 FCI 0.814 FCI 0.682aa

2 1Σ+(σ,4s) 3.622a CCSDTQ 3.641a CCSDTQ/AVDZ + CC4/AVTZ − CC4/AVDZ 3.718aa

1 1∆(3p,4p) 4.200 CCSDTQ 4.229 CCSDTQ/AVDZ + CC4/AVTZ − CC4/AVDZ 4.279aa

1 1Σ−(3p,4p) 4.267 CCSDTQ 4.282 CCSDTQ/AVDZ + CC4/AVTZ − CC4/AVDZ 4.239aa

1 3Π(3p,4s) 0.503a CCSDT 0.546a CCSDT 0.456aa

1 3Σ+(σ,4s) 2.302a CCSDT 2.306a CCSDT 2.266aa

aUnsafe TBE which means error possibly greater than 0.043 eV. b0-0 energy from emission spectroscopy of Ref. 202. cTe energy from MRCI
calculations of Ref. 203. dVertical energy obtained from the Te chemiluminescence spectroscopy of Refs. 204 and 205 corrected by the vibrational
term, as explained in Ref. 206, and averaged over the two spin-orbit components. eVertical energy (and statistical uncertainty) from FCIQMC

calculations of Ref. 206. fTe energy from Ref. 207. gTe energy from emission spectroscopy of Ref. 208. hTe energy from emission spectroscopy of
Ref. 209. i0-0 energy from emission spectroscopy of Ref. 209. jTe energy from MRCI+Q calculations of Ref. 210. kTe energy from MRCI+Q

calculations of Ref. 211. l0-0 energy from emission spectroscopy of Ref. 212. mTe energy from emission spectroscopy of Ref. 213. nTe energy from
MRCI calculations of Ref. 214. oTe experimental energy from Ref. 207. pTe energy from MRCI+Q+DKH calculations of Ref. 215. q0-0 energy from
photoelectron spectroscopy of Ref. 216. rTe energy from absorption spectroscopy of Ref. 217. sTe energy from EOM-CCSD calculations of Ref. 218.
tTe energy from CCSD(T) calculations of Ref. 218. u0-0 energy from fluorescence spectroscopy of Ref. 219. v0-0 experimental energy from Ref. 207.
wVertical energy from MS-CASPT2 calculations of Ref. 53. x0-0 energy from photoelectron spectroscopy of Ref. 220. y0-0 energy from MRCI+Q

calculations of Ref. 221. z0-0 energy from photoelectron spectroscopy of Ref. 222. aa0-0 energy from MRCI+Q calculations of Ref. 223.
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present (large) frozen core calculations. For some excited
states of CuH and CuF, safe TBEs of FCI quality could be
attained. For others (and for CuCl), we rely on CCSDTQ
or CASPT2 as the TBEs, which are therefore considered
unsafe. These systems present strong oscillations in the
CC series, having the overall slowest convergence from
our set of transition metal compounds. In many cases,
detailed below, even CCSDTQ is unable to produce values
within the chemically accurate TBEs that stem from FCI
calculations. The unfavorable convergence profile is inde-
pendent of the atom bonded to the Cu, which is the culprit
for the observed behavior. The 4s1 unpaired electron is
strongly coupled to the 3d10 shell, making correlation
effects very pronounced in Cu containing systems. This
contrasts to the Zn atom, where the additional electron
fills the 4s2 shell, such that a mean-field approximation
is a much more suitable starting point than for strongly
correlated Cu atom.

For some states of CuH, the CIPSI calculations yield a
small error bar and therefore directly provide trustworthy
TBEs. Accounting for these states only, the average abso-
lute errors are smaller with CCSDTQ (0.05 eV) than with
CASPT2 (0.12 eV), besides being more systematic with
the former method. We thus expect CCSDTQ to perform
similarly better than CASPT2 for the other excited states,
where FCI is unattainable, and for this reason, CCSDTQ
is the method of choice for obtaining their TBEs. Given
the systematic underestimation of CCSDTQ with respect
to the available FCI estimates, by 0.02 eV to 0.08 eV with
the aug-cc-pVDZ basis set, the true TBEs are probably
greater (by a comparable amount) than those obtained
with CCSDTQ. The same reasoning holds for CuF. The
average error for the 5 states where FCI/aug-cc-pVDZ
estimates are accessible is smaller for CCSDTQ (0.06 eV)
than for CASPT2 (0.12 eV), the former method underes-
timating the TBEs by 0.02 eV to 0.09 eV. The CCSDTQ
results for the remaining 3 excited states thus provide
our TBEs, which are in turn expected to be a bit too low.
When only CCSDT results are available (which is the
case of the triplet states of CuCl), we rely on CASPT2
for the TBEs, based on the same argument. Despite the
missing FCI estimates for CuCl, the similarity between
its excited states and those of CuH and CuF makes us
believe that CCSDTQ would also be more accurate than
CASPT2 for this system. However, we note that the CC
error formally increases more rapidly with the number of
electrons than the CASPT2 one. Enlarging the basis set
from aug-cc-pVDZ to aug-cc-pVTZ affects all TBEs of
CuH quite similarly, which increase by 0.03 eV to 0.06 eV,
averaging at 0.04 eV. For CuF, they increase by 0.01 eV
to 0.05 eV, with an average of 0.03 eV.

For the three Cu containing compounds, the profile
of the CC convergence is similar for most states. CC3
provides fairly decent excitation energies (typically within
0.2 eV of the TBEs), considering its relatively low com-
putational cost. CCSDT often becomes less accurate and
underestimates the TBEs, which are then overestimated
by CC4. Overall, CC3 is more accurate (and cheaper)

than the higher-order CCSDT and CC4 models. CCS-
DTQ is probably enough to achieve an accuracy of 0.1 eV.
To ensure chemical accuracy (0.043 eV), at least pentuple
excitations should likely be accounted for in CC models.

The three species present the overall very large dis-
crepancies between CC4 and CCSDTQ and between CC3
and CCSDT, from 0.2 eV to 0.3 eV. This is considerably
more than usually observed for typical excited states of
organic species.144,147–149 They also showed the overall
largest differences between the TBEs and the various CC
models. For instance, the 1 1Π(3d,4s) state of CuH is one
of the most challenging of our set. With the aug-cc-pVDZ
basis set, the TBE of 3.788 eV obtained with FCI is con-
sidered safe. This TBE presents the largest difference to
CCSDT (3.537 eV), of −0.251 eV, and to CC4 (4.072 eV),
of 0.284 eV, and the second largest difference to CCSDTQ
(3.707 eV), of −0.081 eV. For the aug-cc-pVTZ basis set,
the same state also presents the largest energy difference
obtained with CCSDTQ (3.746 eV) and the safe TBE
from FCI (3.829 eV), of −0.083 eV.

Despite these difficulties in the convergence of the CC
series, there is overall good agreement between our TBEs
and the previous results for CuH, CuF, and CuCl. Start-
ing with CuH, our TBEs appear −0.04 eV to 0.45 eV
relative to the Te experimental energies207 [0-0 energy
in the case of the 1 3Σ+(3d,4s) state216]. They are also
consistent with MRCI+Q calculations (with relativistic
effects), except for the 3 1Σ+(3d,4p) state, much higher in
energy in all our calculations (TBE of 5.751 eV with the
larger basis set) than in the previous one (3.349 eV).215
This state has also been assigned as 3 1Σ+ in Ref. 215, so
the reason for this discrepancy is unclear.

The 4 states of CuF for which safe TBEs can be
compared with experiment,217 appear higher in energy
than the experimentally obtained Te values from 0.13 eV
to 0.29 eV. They are also consistent with previous
CCSD(T) and EOM-CCSD calculations.218 Our TBEs
for the 1 3∆(3d,4s) state are close to and in-between
the experimental217 and EOM-CCSD results.218 For the
2 1Π(3d,4s) and 2 3Π(3d,4s) excited states, there is, to our
knowledge, no previous data to compare our results with.

Our TBEs for CuCl are also consistent with the 0-0 ex-
perimental values,219 which are overestimated by 0.09 eV
to 0.34 eV. There is also a correspondence between our
TBEs and the Te values obtained from CCSD(T) calcu-
lations for the 3 triplet states218 and from EOM-CCSD
calculations for the 3 singlet states,218 though with quite
larger differences in general, from 0.23 eV to 0.40 eV.

C. ZnO and ZnS

ZnO and ZnS have 18 active electrons in our large
frozen core approximation, the largest number in our set
of transition metal diatomics (along with CuF and CuCl).
Despite that, the convergence along the CC series can be
considered satisfactory, being far superior to the case of
Cu containing compounds.
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The CC estimates for both the 1 1Π(2p,4s) and
1 3Π(2p,4s) excited states of ZnO always fall within the
chemically accurate region, even with CC3. Meanwhile,
at least CCSDT is needed to reach the same level of ac-
curacy for the 2 1Σ+(σ,4s) state, whereas the 1 1∆(2p,4p)
and 1 1Σ−(2p,4p) states are more challenging and would
require at least CCSDTQ, which provides our (unsafe)
TBEs. For the latter two excited states, CC3 produces
excitation energies largely underestimated, by ca. 0.3 eV.
CCSDT significantly reduces the errors, bringing the ener-
gies from 0.05 eV to 0.07 eV below their TBEs. However,
CC4 does not lead to further improvement, as it overes-
timates the TBEs by around the same amount, 0.06 eV.
CCSDTQ is taken as the TBE, but it is not clear whether
this level of theory is enough to achieve chemical accuracy
for these two excited states.

Our TBEs for ZnO are consistent with the previous
reports on the 0-0 energies.220–222 For the lowest sin-
glet [1 3Π(2p,4s)] and triplet [1 3Π(2p,4s)] excited states,
they exceed the experimental values220,222 by 0.18 eV and
0.24 eV, respectively, and MRCI+Q calculations221 by
0.25 eV (both states). These differences can be explained
by the potential energy curves reported in Ref. 221, which
indicate considerably stretched equilibrium geometries for
these two excited states (more so for the 1 3Π(2p,4s) state).
Conversely, our TBE for the 1 3Σ+(σ,4s) state is smaller
than the experimental and the MRCI+Q 0-0 energy, by
0.08 eV and 0.24 eV, respectively. Here, ground- and
excited-state bond distances are actually similar, and the
underestimated TBE probably indicates that the excited-
state zero-point vibrational energy is greater than the
ground-state one.221 There is no experimental data for
the 3 higher-lying states, though our TBEs are system-
atically lower (by 0.07 eV to 0.33 eV) than the values
obtained in the MRCI+Q calculations.221

For ZnS, CC3 is able to provide excitation energies with
virtual chemical accuracy. It is rather surprising that it
performs significantly better than for ZnO, considering
that both systems share the same excited states char-
acter and number of active electrons. The 2 1Σ+(σ,4s)
state is very well described already at the CC3 level, and
the energy computed at higher-order CC levels fluctuates
around the TBE (corresponding to the CCSDTQ value
for this state). Despite the proximity between the CCS-
DTQ and FCI results, the residual statistical uncertainty
of the latter prevents us from claiming this TBE to be
safe. For the two triplet excited states, 1 3Π(3p,4s) and
1 3Σ+(σ,4s), CCSDT represents our TBEs, which are also
considered unsafe. CCSDT slightly but systematically
decreases the excitation energies of all states, which wors-
ens the comparison with the TBEs for the 1 1Π(3p,4s),
1 1∆(3p,4p), and 1 1Σ−(3p,4p) states. For the latter two,
one needs CC4 to obtain a significant reduction in the
errors.

The behavior of the first singlet excited state of ZnS,
1 1Π(3p,4s), stands out. Along the CC series (CC3,
CCSDT, CC4, and CCSDTQ), its aug-cc-pVDZ exci-
tation energy oscillates between 0.755 eV and 0.778 eV, a

narrow interval of 0.023 eV. However, the apparent conver-
gence can be ruled out with our FCI estimate of 0.816 eV,
which represents our TBE. This value lies 0.042 eV above
the CCSDTQ result and is significantly greater than the
0.003 eV statistical uncertainty of the FCI result. A simi-
lar trend is observed for the aug-cc-pVTZ basis set, though
with a substantially smaller gap (0.013 eV) between FCI
and CC4 (CCSDTQ is beyond computational reach). The
convergence profile of the CC series is overall similar with
both basis sets, somewhat less so than observed for ZnO.
The TBEs of both ZnO and ZnS are slightly larger with
the aug-cc-pVTZ basis set, by 0.02 eV in average.

Our computed TBEs for ZnS are once again close to
previous MRCI+Q results for the 0-0 energies,223 with
differences between −0.08 eV to 0.13 eV, and the TBEs
appear lower in energy for 2 out of the 6 excited states,
2 1Σ+(σ,4s) and 1 1∆(3p,4p). To the best of our knowl-
edge, ZnS is the single compound investigated here for
which there is no experimental excited-state data.

D. ScO and ScS

Both ScO and ScS are radicals having 9 active elec-
trons in our calculations. For most states, the CC series
quickly converges to the TBEs, though less than in the
closed-shell ScH and ScF derivatives. In particular, the
CC series is overall faster for ScF than for ScO. This
reflects the impact of the additional electron from the F
atom (compared with the O atom) closing the 3p shell..
The effect is small however, when compared to the case
where the single electron difference is associated with the
transition metals, as shown earlier for CuH and ZnH.

The 1 2∆(4s,3d) excited states of both ScO and ScS
are the most challenging for these systems. CC3 and
CCSDT display deviations of around 0.1 eV with respect
to the TBE, by either overestimating or underestimating
it, respectively. The description of these excited states
only becomes chemically accurate at the CCSDTQ level.
For both species, the CC convergence profile is quite
insensitive to the basis set.

Our TBE for the 1 2Π(4s,3d) state of ScO (2.037 eV)
very closely matches both the vertical excitation en-
ergy obtained with accurate FCI quantum Monte Carlo
(FCIQMC) calculations (2.070 eV),206 and the estimated
experimental vertical energy (2.057 eV), based on the Te

of Refs. 204 and 205 corrected for vibrational effect ac-
cording to Ref. 206. In turn, the differences are greater
for the 1 2∆(4s,3d) state, with our TBE of 2.133 eV ap-
pearing higher in energy than both the FCIQMC one
(1.950 eV)206 and the estimated experimental vertical en-
ergy (1.915 eV).204–206 Our TBEs place the 1 2∆(4s,3d)
state higher in energy than the 1 2Π(4s,3d) state, in con-
trast to the available experimental and theoretical results.
This is not too serious, however, as their energy gap is
small, probably around 0.1 eV. As for the 2 2Σ+(4s,3d)
state, our TBE differs from the experimental Te value207

by 0.013 eV only. There is no previous data for the higher-
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lying 2 2Π(2p,4s) excited state as far as we know.
The TBEs for the 1 2Π(4s,3d) and 2 2Σ+(4s,3d) ex-

cited states of ScS are consistent with both the avail-
able 0-0 experimental values212 and with MRCI+Q Te

calculations,211 being higher in energy by 0.05 eV to
0.14 eV. Whereas the lowest-lying excited state of ScS,
1 2∆(4s,3d) remains to be observed experimentally, our
TBE is higher than its MRCI+Q counterpart211 by
0.34 eV, a larger difference than for the two higher-lying
excited states. At least to some extent, this can be ex-
plained by the larger equilibrium bond distance of the first
excited state, based on the MRCI+Q potential energy
curves.211

E. TiN and ZnH

TiN and ZnH are radical species, having 9 and 13 active
electrons in our calculations, respectively. The first ex-
cited state of TiN, 1 2∆(4s,3d), shows a slow convergence
along the CC series. Compared to the TBE, its excita-
tion energy is significantly overestimated at the CC3 level
(0.30 eV to 0.32 eV, depending on the basis set), becoming
underestimated at CCSDT level (0.15 eV to 0.16 eV). The
error further decreases with CCSDTQ, though not enough
to reach chemical accuracy, as the computed energy ap-
pears 0.06 eV below the TBE with the aug-cc-pVDZ basis
set. For the next state, 2 2∆(σ,3d), CC3 also starts off
with a large error, this time undeshooting the TBE by
0.18 eV to 0.21 eV. With the aug-cc-pVDZ basis set, the
excitation energy obtained with CCSDT (1.965 eV) and
CCSDTQ (1.969 eV) varies by only 0.004 eV, suggesting
fairly converged results. However, the TBE of 2.008 eV
(obtained with FCI) still lies 0.039 eV above the CCSDTQ
energy. For both 1 2∆(4s,3d) and 2 2∆(σ,3d) states of
TiN, excitations beyond quadruples seem needed to effec-
tively reach chemical accuracy. The higher-lying excited
state, 1 2Π(4s,3d), displays a very small error already
at the CC3 level, becoming tinier at the higher CC lev-
els. We further notice that the convergence profile up to
CCSDT is quite insensitive to the choice of basis sets.

The TBEs for TiN are very close to the available
Te energies obtained experimentally213 and with MRCI
calculations.214 Compared to the previously reported val-
ues, the TBE for the 1 2∆(4s,3d) state is larger by 0.12 eV
to 0.13 eV, whereas for the 1 2Π(4s,3d) state, it is smaller
by 0.07 eV. The 2 2∆(σ,3d) excited state, although very
close lying in energy to the 1 2Π(4s,3d) state, has not been
considered in the previous experimental and theoretical
studies.

ZnH presents one of the most favorable CC convergence
profiles with the aug-cc-pVDZ basis set. CC3 produces
chemically accurate excitation energies with a slight over-
estimation with the double-ζ basis set. CCSDT is very
accurate with the aug-cc-pVDZ basis set (within 0.02 eV
of the TBEs), but slightly less with the aug-cc-pVTZ basis
set (with deviations up to 0.06 eV). That is a sizeable
basis set effect not seen in the other transition metal di-

atomics. CCSDTQ underestimates the TBEs by 0.005 eV
to 0.015 eV only.

There is very good agreement between the TBEs of
ZnH and the vertical excitation energies computed with
multistate CASPT2 (MS-CASPT2) calculations,53 with
average absolute deviations of 0.06 eV for the five excited
states considered here. Our CASPT2 results are even
more accurate, with average absolute deviations of 0.03 eV.
The TBEs are also very close to the available experimental
data207 for the 1 2Π(4s,4p) and 3 2Σ+(4s,5s) 0-0 energies,
respectively underestimated and overestimated by only
0.02 eV. A much larger deviation of 1.06 eV is seen for the
2 2Σ+(σ,4s) state, probably reflecting its more stretched
equilibrium bond distance.53,207,224

F. Global statistics

We computed the mean signed error (MSE), mean ab-
solute error (MAE), and root-mean-square error (RMSE),
gathered in Table V, for both CC and multiconfigura-
tional methods considered here. They were evaluated
with respect to the TBEs displayed in Table IV, including
results for both basis sets and excluding the unsafe excited
states (having errors potentially greater than 0.043 eV).
Figure 3 shows the corresponding distribution of errors
in the excitation energies. We collect the results from
both basis sets because the main trends, discussed in the
following, are rather insensitive to the choice of the basis
set. The individual results for each one can be found in
the supporting information.

TABLE V. Mean signed error (MSE), mean absolute error
(MAE), and root-mean-square error (RMSE), in units of eV,
with respect to the TBEs for all the states assigned as safe in
Table IV.

Method # MSE MAE RMSE
CC3 90 +0.02 0.06 0.09
CCSDT 90 −0.05 0.06 0.09
CC4 34 +0.05 0.05 0.10
CCSDTQ 63 −0.02 0.02 0.03
CASPT2 (IPEA) 90 −0.08 0.12 0.16
CASPT2 (no IPEA) 90 −0.11 0.13 0.17
PC-NEVPT2 64 −0.08 0.12 0.16
SC-NEVPT2 64 −0.07 0.14 0.18

CC3 displays a fairly normal distribution of errors, cen-
tered around zero (MSE of 0.02 eV) and the associated
MAE is 0.06 eV only. By fully accounting for the triple
excitations, CCSDT produces a negatively skewed dis-
tribution, with the MSE moving further away from zero
(−0.05 eV), and the MAE remaining at 0.06 eV. Mov-
ing to CC4 only slightly reduces the MAE to 0.05 eV,
whereas the underlying distribution becomes positively
skewed with a MSE of 0.05 eV. CCSDTQ significantly
reduces the errors, with a MAE of only 0.02 eV and a
somewhat negatively skewed distribution with a MSE of
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FIG. 3. Distribution of the errors in excitation energies with
respect to the safe TBEs of Table IV, with corresponding
statistical errors presented in Table V, where CAS and NEV
stand for CASPT2 and NEVPT2, respectively.

−0.02 eV. These very small errors would be expected,
given that one-third of our safe TBEs stem from CCS-
DTQ calculations. Excluding these TBEs slightly shifts
the MAE to 0.03 eV and the MSE to −0.03 eV.

In turn, the four different multiconfigurational ap-
proaches globally yield less accurate excitation energies
than the CC models. The errors are quite comparable
among them, with the MAEs lying between 0.12 eV to
0.14 eV, MSEs of −0.11 eV to −0.08 eV, and negatively
skewed distribution of the errors for all methods. CASPT2
with the IPEA shift is the most accurate out of the four,
yet by a small margin. The effect of the IPEA shift is
rather small, decreasing the MAE by 0.01 eV and making
the MSE less negative by 0.03 eV. Similarly, the errors of
PC-NEVPT2 and SC-NEVPT2 differ by no more than
0.02 eV. The comparable statistics obtained with the mul-
ticonfigurational methods endorses the choice of active
spaces.

The accuracy of the tested CC models is overall inde-
pendent of the basis set and is comparable for singlets,
doublets, and triplets. They are also similar across the dif-
ferent spatial symmetries, except for CC3, which performs
better for Σ and Π (MAE of 0.05 eV) than for ∆ (MAE
of 0.09 eV) excited states. In contrast, the multiconfig-
urational methods display more pronounced differences,
improving towards states of lower angular momentum.
CASPT2/PC-NEVPT2 show a MAE of 0.21 eV/0.20 eV
for ∆ states, decreasing to 0.12 eV/0.10 eV for Π states,

and down to 0.08 eV/0.09 eV for Σ states. The mul-
ticonfigurational methods also deliver somewhat more
accurate results for triplet than for singlet excited states,
with respective MAEs of 0.12 eV and 0.15 eV according
to CASPT2, and of 0.11 eV and 0.14 eV based on PC-
NEVPT2. Finally, the results are closer to the TBEs with
the smaller basis set. Both CASPT2 and PC-NEVPT2
have a MAE of 0.11 eV with the aug-cc-pVDZ basis set,
which increases to 0.14 eV with the larger aug-cc-pVTZ
basis set. The same trends concerning basis sets and
spatial/spin symmetries are observed with or without
the IPEA shift and also for both PC-NEVPT2 and SC-
NEVPT2.

It is interesting to compare the statistical errors for
the present transition metal compounds with those for
organic molecules obtained in the previous sets of the
quest database. For the transition metals, CC3 offers
a MAE of 0.06 eV. Although acceptable for most pur-
poses, such error is greater than those previously found
for other types of excited states. By comparing with
previous quest subsets for which CCSDTQ or FCI TBEs
are available, we find that the MAEs of CC3 become pro-
gressively smaller for the radicals of quest#4149 (0.05 eV
to 0.06 eV), the small molecules of quest#1144 (0.03 eV),
and the exotic molecules of quest#4149 (0.01 eV). Even
though CC3 performs very well in absolute terms, the
MAEs for each type of transition span a range of 0.01 eV
to 0.06 eV, which is large in relative terms. The accuracy
is excellent for typical transitions of organic molecules,
though less so for radicals and for transitions whose states
present pronounced multiconfigurational character, as the
transition metal derivatives surveyed here.

A similar comparison of CASPT2 and NEVPT2 re-
veals a different picture. For the transition metal di-
atomics, the MAE of 0.12 eV to 0.14 eV is virtually the
same as obtained for the medium-sized organic molecules
of quest#3146 with NEVPT2 (0.13 eV). Even though
these results certainly depend on the choice of active space,
they highlight the versatility of CASPT2 and NEVPT2
methods in handling excited states with varying multicon-
figurational characters while providing very similar levels
of accuracy. This contrasts with the case of CC3, whose
accuracy is more dependent on the type of transitions.
However, even for the challenging transitions in transition
metal diatomics, the single-reference CC3 still outper-
forms the multiconfigurational alternatives. Interestingly,
the IPEA shift has apparently a smaller impact on the
transition metal diatomics than on organic systems.155,171
In addition, the CASPT2 and NEVPT2 excitation ener-
gies are generally very similar for the systems considered
here. These observations further support our active spaces
choices.

V. CONCLUSION

We have presented highly-accurate vertical excitation
energies for 67 excited states of 11 transition metal di-
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atomic molecules, comprising 4 different fourth-row ele-
ments (Sc, Ti, Cu, and Zn). To this end, we employed
state-of-the-art excited-state methods, including selected
CI, high-order equation-of-motion CC (CC3, CCSDT,
CC4, and CCSDTQ), and multiconfigurational (CASPT2
and NEVPT2) methods. These calculations allowed
us to provide non-relativistic theoretical best estimates
(based on the aug-cc-pVDZ and aug-cc-pVTZ basis sets)
for the excitation energies of 67 states, 45 of which
should be chemically accurate (errors less than 0.043 eV
or 1 kcal/mol). These TBEs were compared with previous
experimental and theoretical results. This contribution
establishes the eighth subset of the quest database, the
first comprising transition metals.

The convergence of the CC series toward the TBE
shows a pronounced dependence on the system. It is
quite favorable for the Sc-containing species, ScH, ScF,
ScO, and ScS (somewhat less so for the latter two, open-
shell radicals), followed by the Zn-containing species, ZnH,
ZnO, and ZnS, although ZnO presents a few challenging
excited states. TiN presents a slower convergence profile,
whereas the Cu-containing compounds, CuH, CuF, and
CuCl proved to be the most challenging systems from the
present set. This trend can be rationalized based on the
occupancy of the 3d and 4s shells of the transition atom.
Moving one position towards the center of the periodic
table (from Sc to Ti and from Zn to Cu) increases the
half-filled character of the shells, making the electronic
correlation problem harder to tackle.

Despite the challenging multiconfigurational character
of many excited states, CC3 performs surprisingly well,
with a MAE of 0.06 eV, not significantly more than ob-
served for transitions of small organic systems (0.01 eV
to 0.06 eV). The higher-order CCSDT and CC4 levels
produce comparable MAEs, although their corresponding
error distributions are negatively and positively skewed,
respectively. A further reduction in the errors only comes
at the CCSDTQ level, with a MAE of 0.02 eV. In turn,
the multiconfigurational methods are less accurate than
CC3, with MAEs of 0.12 eV to 0.14 eV. Yet, we found
quite consistent results with both forms of NEVPT2 and
CASPT2, and a small effect introduced by the IPEA
shift. Overall, if an accuracy of around 0.1 eV to 0.2 eV
is acceptable, CC3 would be recommended. Otherwise,
CCSDTQ is needed to achieve chemical accuracy, though
it is still insufficient for the most difficult cases.
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SUPPORTING INFORMATION

Additional statistical measures for each basis set and
various types of excited states, comparison between small
and large frozen-core calculations, additional CASSCF,
CASPT2 (with and without IPEA shift), and (partially-
and strongly-contracted) NEVPT2 data, as well as the
detailed description and specification of the active space
for each molecule and each transition.
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