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## INVARIANTS OF GENUS 4 CURVES

THOMAS BOUCHET


#### Abstract

The present paper gives an explicit classification of the isomorphism classes of non-hyperelliptic genus 4 curves over an algebraically closed field of characteristic 0 . A non-hyperelliptic genus 4 curve lies on a quadric in $\mathbb{P}^{3}$ of rank 3 or 4 . In the case of rank 3 , we give a set of 60 invariants which classify the isomorphism classes, and in the case of rank 4, we find 65 invariants. These invariants are defined by transvectants and can be efficiently computed on a given example.
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## 1. Introduction

Invariant theory dates back to the 19th century, where the polynomial functions of binary forms invariant by change of variables were extensively studied. Under the impetus of Cayley, Sylvester, Clebsch and Gordan, much work was done on the subject. Gordan's algorithm [1] enabled them to find complete systems of invariants for binary forms of degrees up to 8. This algorithm is based on Clebsch's symbolic method [2] and the transvectant, which is Cayley's $\Omega$-process [3, Section 5] for binary forms.

This paper is motivated by the problem of finding an explicit classification of the isomorphism classes of non-hyperelliptic genus 4 curves. This problem was solved for curves of genus up to 3 (we refer the reader to [4], [5] and [6, 7]), so it was natural to try to adress the case of genus 4 .

It is well known that this problem can be solved for hyperelliptic curves of genus $g$ by finding a complete set of invariants for the algebra of invariants of binary forms of degree $2 g+2$ [8]. For those of genus $g=4$, we have thus to consider the algebra of invariants of binary forms of degree 10. A complete system of generators of this algebra was found by Popoviciu and Brouwer [9]. In [10], a generating set of invariants for the same algebra is constructed using an improved version of Gordan's algorithm.

In this work, any non-hyperelliptic curve of genus 4 is canonically embedded in $\mathbb{P}^{3}$ as the intersection of an irreducible cubic and an irreducible quadric. In addition, the quadratic form defining the quadric must be of rank 3 or 4 . We will refer to these cases as the rank 3 and rank 4 cases.

In this paper, we give an explicit classification of the isomorphism classes of nonhyperelliptic genus 4 curves for the rank 3 and rank 4 cases. We provide a Magma
package for the computation of invariants of genus 4 curves [11]. For the hyperelliptic case, we use the invariants given in [10].

The paper is organized as follows: in Section 2, we state our problem with our own notation. In Section 3, we introduce some technical tools. Section 4 deals with the rank 4 case, and is subdivided in many subsections to improve readability. Section 5 focuses on the resolution of the rank 3 case.

Let us now introduce a few notation. Let $K$ be a commutative, algebraically closed field of characteristic 0 . We use the definitions of algebraic groups and rational representations given in $[12, A .1]$. Let $\Gamma$ be an algebraic group, and $V$ a rational representation of $\Gamma$. Let $M \in \Gamma, f \in K[V]$, and $v \in V$. We define the action of $\Gamma$ on $K[V]$ to be

$$
[M \cdot f](v)=f\left(M^{-1} \cdot v\right)
$$

Let $H$ be the algebraic group $\mathrm{SL}_{2}(K) \times \mathrm{SL}_{2}(K)$ and $G$ be the algebraic group $H \rtimes \mathbb{Z} / 2 \mathbb{Z}$, where $\mathbb{Z} / 2 \mathbb{Z}$ acts on $H$ by exchanging the two $\mathrm{SL}_{2}(K)$ factors.

Let $m, n \in \mathbb{Z}_{>0}$. We say that

$$
f=\sum_{\substack{0 \leq i \leq m \\ 0 \leq j \leq n}} a_{i j} x^{i} y^{m-i} u^{j} v^{n-j}
$$

is a biform (also referred to as double binary form in [13]) of bidegree ( $m, n$ ). Let $W_{m, n}$ be the space of biforms of bidegree $(m, n)$. We will write $W_{m}$ for $W_{m, m}$.

The group $H$ acts on $W_{m, n}$ in a natural way: for any $f \in W_{m, n},\left(M_{1}, M_{2}\right) \in H$, we let

$$
\left[\left(M_{1}, M_{2}\right) \cdot f\right]((x, y),(u, v)):=f\left(M_{1}^{-1}(x, y), M_{2}^{-1}(u, v)\right) .
$$

That action induces an action of $H$ on the coordinate ring $K\left[W_{m, n}\right]$ : for $I \in K\left[W_{m, n}\right]$, $\left(M_{1}, M_{2}\right) \in H$, we let

$$
\left[\left(M_{1}, M_{2}\right) \cdot I\right](f)=I\left[\left(M_{1}^{-1}, M_{2}^{-1}\right) \cdot f\right] .
$$

The group $\mathbb{Z} / 2 \mathbb{Z}$ acts on $W_{m}$ by switching $(x, y)$ and $(u, v)$. One can see that the corresponding action on the coordinate ring is the exchange of the coefficients $a_{i j}$ and $a_{j i}$. Hence the group $G$ acts on $W_{m}$.

We say that $f, g \in W_{m, n}$ are $H$-equivalent (resp. $G$-equivalent) if there exists $M \in H$ (resp. $M \in G$ ) such that $M \cdot f=g$.

For clarity, we will often reason with the table of coefficients of a biform instead of the biform itself. For any $f \in W_{m, n}$, the $(i, j)$-th coefficient of the table is the coefficient of $x^{m-j} y^{j} u^{n-i} v^{i}$ in $f$. The vanishing coefficients are represented by a blank square, and the non-zero coefficients by a gray square.

For example, let $f=3 x u-4 y v \in W_{1}$. Its table representation is

|  | $x$ | $y$ |
| :--- | :--- | :--- |
| $u$ |  |  |
| $v$ |  |  |

Let $f \in W_{m, n}$ and $\alpha \in K$. We say that $x \leftarrow x^{\prime}-\alpha y$ (resp. $u \leftarrow u^{\prime}-\alpha v$ ) is a change of variables to the right (resp. a downwards change of variables). Indeed, these change of variables transform the table representation of $f$ from left to right and from top to bottom respectively. Let $\alpha, \beta \in K$. We call renormalization the transformation $x \leftarrow \alpha x^{\prime}$, $y \leftarrow \alpha^{-1} y^{\prime}, u \leftarrow \beta u^{\prime}, v \leftarrow \beta^{-1} v^{\prime}$. We note that all the above transformations can be seen as elements of $G$ and $H$.

Let $f$ be a biform of bidegree $(m, n)$, with generic coefficients $\left(a_{i j}\right)_{i, j}$. Let $C$ be a polynomial in $x, y, u, v$, and the coefficients of $f$, such that it is homogeneous in the coefficients of $f$, in $x, y$ and in $u, v$. We say that $C$ is a covariant of $f$ with respect to $H$ if for all $M=\left(M_{1}, M_{2}\right) \in H$, we have

$$
C\left(M \cdot\left(a_{i j}\right)_{i, j}, M_{1}(x, y), M_{2}(u, v)\right)=C\left(\left(a_{i j}\right)_{i, j},(x, y),(u, v)\right)
$$

Moreover, if $C$ does not contain any $x, y$ or $u, v$ terms, we say that $C$ is an invariant.
Similarly, we define invariants and covariants with respect to $G$ for the elements of $W_{m} . C$ is a covariant with respect to $G$ if it is a covariant with respect to $H$, and if it satisfies with regard to the action of $\mathbb{Z} / 2 \mathbb{Z}$,

$$
C\left(\left(a_{i j}\right)_{i, j},(x, y),(u, v)\right)=C\left(\left(a_{j i}\right)_{i, j},(u, v),(x, y)\right) .
$$

This paper contains the following results.
Theorem (see Theorem 5). Let $K$ be an algebraically closed field of characteristic 0. Let $G$ be the group $\mathrm{SL}_{2}(K) \times \mathrm{SL}_{2}(K) \rtimes \mathbb{Z} / 2 \mathbb{Z}$, and $W_{3}$ be the space of biforms of bidegree $(3,3)$. Then the algebra $K\left[W_{3}\right]^{G}$ is generated by 65 elements. Table 3 contains the definition of these generators.

Corollary. An explicit classification of isomorphism classes of non-hyperelliptic curves of genus 4 of rank 4 is given by Table 3.

Theorem ([14, Table 6]). Let $K$ be an algebraically closed field of characteristic 0, and $V_{n}$ be the space of binary forms of degree $n$ over $K$. The algebra $K\left[V_{4} \oplus V_{6}\right]^{\mathrm{SL}_{2}(K)}$ is generated by 60 invariants.

Corollary. An explicit classification of isomorphism classes of non-hyperelliptic curves of genus 4 of rank 3 is given by [14, Table 6].
2. Geometry of the problem

Let $X, Y, Z, T$ be coordinates for $\mathbb{P}_{K}^{3}$. A curve will always be smooth, reduced and irreducible. Let $\mathcal{C}$ be the canonical embedding in $\mathbb{P}_{K}^{3}$ of a non-hyperelliptic curve of genus 4 over $K$. Then $\mathcal{C}$ is the complete intersection of a unique irreducible quadric and an irreducible cubic in $\mathbb{P}_{K}^{3}$ [15, Example IV.5.2.2]. Moreover, the quadratic form that defines the quadric must be of rank 3 or 4 .

Let $\mathcal{C}, \mathcal{C}^{\prime}$ be two non-hyperelliptic curves of genus 4 canonically embedded in $\mathbb{P}_{K}^{3}$. The curve $\mathcal{C}$ is isomorphic to $\mathcal{C}^{\prime}$ if and only if there exists $f \in \operatorname{Aut}\left(\mathbb{P}_{K}^{3}\right) \simeq \operatorname{PGL}_{4}(K)$ such that $f(\mathcal{C})=\mathcal{C}^{\prime}$.
Proposition 1. Let $Q, Q^{\prime} \in K[X, Y, Z, T]$ (resp. $E, E^{\prime}$ ) be irreducible homogeneous polynomials of degree 2 (resp. degree 3). Let $\mathcal{C}$ (resp. $\mathcal{C}^{\prime}$ ) be the canonical embedding of the non-hyperelliptic curve of genus 4 defined over $K$ by $Q$ and $E$ (resp. $Q^{\prime}$ and $E^{\prime}$ ). Then the curves $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are isomorphic if and only if there exist $f \in \mathrm{GL}_{4}(K)$, and $\ell$ a linear form in $X, Y, Z, T$ such that

$$
\left\{\begin{array}{l}
f \cdot Q=Q^{\prime} \\
f \cdot E=\beta E^{\prime}+\ell Q^{\prime}
\end{array}\right.
$$

The action of the linear form is quite difficult to deal with, so we transform our problem so as to have a simpler action. In order to do so, we study separately the cases of rank 3 and rank 4 separately. But first, we introduce a few tools from classical invariant theory.

## 3. Preliminaries

In this section, we introduce the tools needed to study algebras of invariants.
3.1. Hilbert series. The Hilbert series of a graded algebra carries a great deal of combinatorial information about that algebra.

Definition 1. Let $A$ be a finitely generated graded $K$-algebra, with

$$
A=\bigoplus_{d \geq 0} A_{d}
$$

We define the Hilbert series of $A$ as the formal series

$$
H S(A, t)=\sum_{d=0}^{+\infty} \operatorname{dim}\left(A_{d}\right) t^{d}
$$

There are several ways of computing the Hilbert series of a graded algebra, one of them uses the theory of weights and roots. This method is detailed in [12, Section 4.6].

### 3.2. Linearly reductive groups.

Definition 2. Let $\Gamma$ be a linear algebraic group. We say that $\Gamma$ is linearly reductive if for every rational representation $V$ of $\Gamma$, there exist $V_{1}, \ldots, V_{r} \subset V$ rational representations of $\Gamma$ such that $V=\bigoplus_{i=1}^{r} V_{i}$.

Theorem 1 shows that invariant algebras arising from the action of a linearly reductive group on a rational representation carry a nice structure. We show in Proposition 8 that $H$ and $G$ are linearly reductive groups. We refer the reader to [12, Section 2] for more information on linearly reductive groups.

In the following, we let $A$ be a finitely generated graded $K$-algebra with $A=\bigoplus_{d=0}^{+\infty} A_{d}$, such that $A_{0}=K$.

Definition 3. Let $f_{1}, \ldots, f_{r} \in A$ be homogeneous elements. We say that $f_{1}, \ldots, f_{r}$ is a homogeneous system of parameters if:

- $f_{1}, \ldots, f_{r}$ are algebraically independent,
- $A$ is a finitely generated $K\left[f_{1}, \ldots, f_{r}\right]$-module.

It is well-known that for any finitely generated graded $K$-algebra $A$, there exists a homogeneous system of parameters [12, Corollary 2.4.8].

Definition 4. We say that $A$ is Cohen-Macaulay if there exists a homogeneous system of parameters $f_{1}, \ldots, f_{r} \in A$ for $A$, such that $A$ is free over $K\left[f_{1}, \ldots, f_{r}\right]$.
Proposition 2 ([12]). Let us assume that $A$ is Cohen-Macaulay. We let $f_{1}, \ldots, f_{r} \in A$ be a homogeneous system of parameters such that we have the decomposition

$$
A=\bigoplus_{i=1}^{s} g_{i} K\left[f_{1}, \ldots, f_{r}\right]
$$

with $g_{i} \in A$ homogeneous of degree $e_{i}$. Then, the Hilbert series of $A$ is equal to

$$
H S(A, t)=\frac{\sum_{i=1}^{s} t^{e_{i}}}{\prod_{j=1}^{r}\left(1-t^{d_{j}}\right)}
$$

where $d_{j}=\operatorname{deg}\left(f_{j}\right)$.
Remark 1. If $A$ is Cohen-Macaulay, then for every homogeneous system of parameters $f_{1}, \ldots, f_{r} \in A$, the algebra $A$ is a free $K\left[f_{1}, \ldots, f_{r}\right]$-module [12, Proposition 2.5.3]. Hence, the knowledge of the Hilbert series of $A$, together with a homogeneous system of parameters $f_{1}, \ldots, f_{r}$ for $A$, ensures that any generator of $A$ which does not belong to $K\left[f_{1}, \ldots, f_{r}\right]$ must have degree at $\operatorname{most}^{\max }{ }_{1 \leq i \leq s}\left(e_{i}\right)$ [12, Algorithm 2.6.1].
Theorem 1 ([16]). Let $\Gamma$ be a linearly reductive group, and $V$ be a rational representation of $\Gamma$. Then $K[V]^{\Gamma}$ is Cohen-Macaulay.

### 3.3. Nullcone of a rational representation.

Definition 5. Let $V$ be a rational representation of an algebraic group $\Gamma$ over $K$. We define the nullcone of $V$ as

$$
\mathcal{N}_{V}^{\Gamma}=\left\{f \in V \mid \forall I \in K[V]_{>0}^{\Gamma}, I(f)=0\right\}
$$

Lemma 1 ([12, Lemma 2.4.5]). Let $V$ be a rational representation of a linearly reductive group $\Gamma$. Let $f_{1}, \ldots, f_{r}$ be homogeneous elements of $K[V]^{\Gamma}$ such that $V\left(f_{1}, \ldots, f_{r}\right)=\mathcal{N}_{V}^{\Gamma}$. Then $K[V]^{\Gamma}$ is finitely generated as a $K\left[f_{1}, \ldots, f_{r}\right]$-module.

Corollary 1. Let $V$ be a rational representation of a linearly reductive group $\Gamma$. Let $f_{1}, \ldots, f_{r}$ be homogeneous elements of $K[V]^{\Gamma}$, where $r=\operatorname{dim}\left(K[V]^{\Gamma}\right)$. We assume that $V\left(f_{1}, \ldots, f_{r}\right)=\mathcal{N}_{V}^{\Gamma}$. Then $f_{1}, \ldots, f_{r}$ is a homogeneous system of parameters for $K[V]^{\Gamma}$.

Proof. We know that the transcendence degree of $K[V]^{\Gamma}$ is equal to the Krull dimension of $K[V]^{\Gamma}$ (we refer the reader to [17, Theorem 5.9]). Since $K[V]^{\Gamma}$ is a finitely generated $K\left[f_{1}, \ldots, f_{r}\right]$-module by Lemma 1 , the invariants $f_{1}, \ldots, f_{r}$ must be algebraically independent (otherwise the dimension of $K[V]^{\Gamma}$ would be smaller). It follows that $f_{1}, \ldots, f_{r}$ is a homogeneous system of parameters.
Definition 6. Let $\Gamma$ be a linearly reductive group, $V$ a rational representation of $\Gamma$. Let $\mathbb{G}_{m}$ be the algebraic group $\operatorname{Spec}\left(K\left[t, t^{-1}\right]\right)$. We define the 1-parameter subgroups of $\Gamma$ to be the non-trivial morphisms of algebraic groups (morphisms of varieties which also preserve the group structure) $\lambda: \mathbb{G}_{m} \rightarrow \Gamma$.
Definition 7. Let $\Gamma$ be a linearly reductive group, $V$ a rational representation of $\Gamma$ of dimension $n$. For any 1-parameter subgroup $\lambda$ of $\Gamma$, we pick a basis of $V$ on which the action of $\lambda$ is diagonal ([18, Section 7.3.3]). In this basis, we let $\operatorname{diag}\left(t^{m_{1}}, \ldots, t^{m_{n}}\right)$ be the matrix of $\lambda$, and for any $f=\left(f_{1}, \ldots, f_{n}\right) \in V$, we define

$$
\mu(f, \lambda)=\min \left\{m_{i} \mid i \text { such that } f_{i} \neq 0\right\}
$$

Proposition 3 (Hilbert-Mumford criterion, [19, Chapter 9]). Let $\Gamma$ be a linearly reductive group, $V$ a rational representation of $\Gamma$. Let $f \in V$. Then $f \in \mathcal{N}_{V}^{\Gamma}$ if and only if there exists a 1-parameter subgroup $\lambda$ of $\Gamma$ such that $\mu(f, \lambda)>0$.

Using this criterion, one can effectively compute the nullcone of a rational representation.
3.4. Transvectants of biforms. The operators we define in this paragraph allow us to encode the invariants and covariants of biforms in a very compact way, and they provide an efficient algorithm for evaluating invariants on given biforms. We will call these operators transvectants (for biforms).

It seems they were first introduced by Turnbull (around 1920) and rediscovered by Olver (around 1960) to construct a generating set of invariants for biforms of bidegree $(1,1),(2,1)$ and $(2,2)[13,3]$. To the best of our knowledge, these are the only instances where these operators have been used to construct invariants and covariants of biforms. In [13], Turnbull shows that there is a Gordan algorithm for biforms. He gives some examples, and in particular discusses the case of bicubic forms: to run Gordan's algorithm
in this case would require a generating set of invariants of binary forms of degree 12 , which is not yet known (although we have a good idea of what it should be, see https://www. win.tue.nl/~aeb/math/invar.html). In addition, the linear diophantine systems have too many solutions, so it seems that this strategy cannot be implemented in its current version for bicubic forms.

For a good reference on transvectants, invariants and covariants of binary forms, and in particular Gordan's algorithm, we refer the reader to [20].
Definition 8. Let $m, n, m^{\prime}, m^{\prime}>0$, and $k, l \geq 0$. We define a transvectant operator $W_{m, n} \times W_{m^{\prime}, n^{\prime}} \rightarrow W_{m+m^{\prime}-2 k, n+n^{\prime}-2 l}$ :

$$
(f, g)_{k, l}:=\sum_{\substack{0 \leq i \leq k \\ 0 \leq j \leq l}}(-1)^{i+j}\binom{k}{i}\binom{l}{j} \frac{\partial^{k+l} f}{\partial x^{i} \partial y^{k-i} \partial u^{j} \partial v^{l-j}} \frac{\partial^{k+l} g}{\partial x^{k-i} \partial y^{i} \partial u^{l-j} \partial v^{j}}
$$

where $f, g$ are biforms of bidegrees $(m, n)$ and $\left(m^{\prime}, n^{\prime}\right)$ respectively. Moreover, when $k=l$, we write instead $(f, g)_{k}$.

Proposition 4. Let $f, g$ be biforms. For any $k, l \geq 0$, the $\operatorname{map}(f, g) \mapsto(f, g)_{k, l}$ is $H$-equivariant. Furthermore, if $f \in W_{m}, g \in W_{n}$, and $k=l$, this map is $G$-equivariant.
Proof. We notice that $(f, g)_{k, l}$ is the trace of the composition of two $\Omega$-processes [3, Equation 10.28], one on the set of variables $x, y$ and the second one on $u, v$. It follows that $(f, g) \mapsto(f, g)_{k, l}$ is $H$-equivariant.

For the second statement, suppose that $f \in W_{m}, g \in W_{n}$ and $k=l$. The action of $\mathbb{Z} / 2 \mathbb{Z}$ on $f$ and $g$ switches $(x, y)$ and $(u, v)$, but it can also be seen as the exchange of the coefficients $a_{i, j}$ and $a_{j, i}$ for all $i, j$, in both $f$ and $g$. This action on the coefficients clearly commutes with the transvectant, hence $(f, g) \mapsto(f, g)_{k}$ is also $\mathbb{Z} / 2 \mathbb{Z}$-equivariant.

## 4. Case of Rank 4

Let $Q \in K[X, Y, Z, T]$ be a homogeneous irreducible quadratic form of rank 4 . Up to a change of variables, we can assume that $Q=X T-Y Z$. In the following, $Q$ always denotes $X T-Y Z$. Let $\mathcal{C}$ be the canonical embedding in $\mathbb{P}_{K}^{3}$ of a non-hyperelliptic curve of genus 4 which lies on the quadric defined by $Q$. Let $E \in K[X, Y, Z, T]$ be a homogeneous irreducible cubic form such that $\mathcal{C}=\{Q=0\} \cap\{E=0\}$.

We consider the Segre embedding

$$
\varphi: \left\lvert\, \begin{array}{ccc}
\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1} & \longrightarrow & \mathbb{P}_{K}^{3} \\
([x: y],[u: v]) & \longmapsto & {[x u: x v: y u: y v]}
\end{array}\right.
$$

It is well-known that $\varphi$ is an isomorphism from $\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}$ to the quadric defined by $Q$ in $\mathbb{P}_{K}^{3}$. Hence we can see the curve $\mathcal{C}$ as the pullback of $\{E=0\}$ by $\varphi$ in $\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}$, which is defined by a bicubic form in $x, y$ and $u, v$. For the rest of the paper, we write a generic bicubic form as:

$$
f=a_{33} x^{3} u^{3}+a_{32} x^{3} u^{2} v+a_{31} x^{3} u v^{2}+a_{30} x^{3} v^{3}+a_{23} x^{2} y u^{3}+a_{22} x^{2} y u^{2} v+\ldots+a_{00} y^{3} v^{3}
$$

4.1. Reduction to an algebraic problem. We might ask what conditions must be met on two biforms for the corresponding curves to be isomorphic.
Proposition 5. Let $E, E^{\prime} \in K[X, Y, Z, T]$ be homogeneous irreducible cubic forms. Let $\mathcal{C}=\{E=0\} \cap\{Q=0\}$ and $\mathcal{C}^{\prime}=\left\{E^{\prime}=0\right\} \cap\{Q=0\}$. Let $f, f^{\prime} \in W_{3}$ be the pullbacks of $E$ and $E^{\prime}$ by $\varphi$. Then the curves $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are isomorphic if and only if there exists $g \in \operatorname{Aut}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$ such that $g \cdot f=f^{\prime}$, where we identify $\operatorname{Aut}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$ with the pullback of the subgroup of $\mathrm{GL}_{4}(K)$ which stabilizes $Q$.
Proof. We use the characterization of Proposition 1. Let $E, E^{\prime} \in K[X, Y, Z, T]$ be homogeneous irreducible cubic forms. Let $\mathcal{C}=\{E=0\} \cap\{Q=0\}$ and $\mathcal{C}^{\prime}=\left\{E^{\prime}=0\right\} \cap\{Q=0\}$. Let $f, f^{\prime} \in W_{3}$ be the pullbacks of $E$ and $E^{\prime}$ by $\varphi$. Let $U$ be the subgroup of $\mathrm{GL}_{4}(K)$ which preserves $Q$. We can identify its pullback by $\varphi$ with $\operatorname{Aut}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$. Then the curves $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are isomorphic if and only if there exists an element $M \in U$ such that $M \cdot E=E^{\prime}+\ell Q$. We note that for any linear form $\ell \in K[X, Y, Z, T]$, the cubic forms $E^{\prime}+\ell Q$ are pulled back to $f^{\prime}$. Hence $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are isomorphic if and only if there exists $g \in \operatorname{Aut}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$ such that $g \cdot f=f^{\prime}$. We thus obtain the desired result.

Consequently, the problem of finding the isomorphism class of a non-hyperelliptic curve of genus 4 of rank 4 reduces to the study of the orbits of bicubic forms under the action of $\operatorname{Aut}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$.
Lemma 2. We have $\operatorname{Aut}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right) \simeq \mathrm{PGL}_{2}(K) \times \mathrm{PGL}_{2}(K) \rtimes \mathbb{Z} / 2 \mathbb{Z}$, where the first and second $\mathrm{PGL}_{2}(K)$ act on the first and second $\mathbb{P}_{K}^{1}$ respectively, and $\mathbb{Z} / 2 \mathbb{Z}$ acts by exchanging the two $\mathbb{P}_{K}^{1}$.

Proof. It is clear that $\mathrm{PGL}_{2}(K) \times \mathrm{PGL}_{2}(K) \rtimes \mathbb{Z} / 2 \mathbb{Z}$ is a subgroup of $\operatorname{Aut}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$. We now prove the converse inclusin, with arguments involving divisors.

Let $\psi$ be an automorphism of $\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}$. It induces an automorphism $\tilde{\psi}$ of $\operatorname{Pic}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$.
Let $\pi_{1}, \pi_{2}$ be the projections $\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1} \rightarrow \mathbb{P}_{K}^{1}$ on the first and second $\mathbb{P}_{K}^{1}$ factor respectively. Let $\alpha=\mathbb{P}_{K}^{1} \times\{[0: 1]\}$ and $\beta=\{[0: 1]\} \times \mathbb{P}_{K}^{1}$ be the pullbacks of the point at infinity by $\pi_{2}$ and $\pi_{1}$ respectively. It is clear that $\alpha$ and $\beta$ are effective divisors of $\operatorname{Pic}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$.

It is well-known that there is an isomorphism $\operatorname{Pic}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right) \simeq \mathbb{Z} \times \mathbb{Z}$ [21, Exercise A.2.1]. The divisors $\alpha$ and $\beta$ are generators of $\operatorname{Pic}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$, so we identify them as generators of $\mathbb{Z} \times \mathbb{Z}$.

The group morphism $\tilde{\psi}$ acts linearly on $\alpha$ and $\beta$, with integer coefficients. Moreover, if $D$ is an effective divisor, $\tilde{\psi}(D)$ and $\tilde{\psi}^{-1}(D)$ are also effective. Only two $\tilde{\psi}$ satisfy such conditions: the identity, and the automorphism that switches $\alpha$ and $\beta$.

Let us assume that $\tilde{\psi}$ acts trivially on $\operatorname{Pic}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$. Then $\psi$ preserves the hyperplane sections of each factor. It follows that $\psi \in \mathrm{PGL}_{2}(K) \times \mathrm{PGL}_{2}(K)$.

If $\psi$ does not act trivially on $\operatorname{Pic}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$, we let $\mu \in \operatorname{Aut}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$ such that $\mu$ exchanges the two factors $\mathbb{P}^{1}$. The automorphism $\tilde{\mu}$ it induces on $\operatorname{Pic}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$ is the non-trivial involution. The action of $\widetilde{\mu \circ \psi}$ on $\operatorname{Pic}\left(\mathbb{P}_{K}^{1} \times \mathbb{P}_{K}^{1}\right)$ is trivial, so we conclude that $\mu \circ \psi \in \mathrm{PGL}_{2}(K) \times \mathrm{PGL}_{2}(K)$.

This proves the converse inclusion.
It is easier to study the action of $\mathrm{SL}_{2}(K) \times \mathrm{SL}_{2}(K) \rtimes \mathbb{Z} / 2 \mathbb{Z}$, thus we wish to reduce to that case.

Lemma 3. Let $\left\{I_{j}\right\}$ be a homogeneous generating set of invariants for $K\left[W_{3}\right]^{G}$, with $I_{j}$ of degree $d_{j}$. Let $\mathcal{C}, \mathcal{C}^{\prime}$ be two non-hyperelliptic curves of genus 4 defined by $f, f^{\prime} \in W_{3}$ respectively. Then $\mathcal{C}, \mathcal{C}^{\prime}$ are isomorphic if and only if there exists $\lambda \in K^{\times}$such that

$$
\begin{equation*}
I_{j}\left(f^{\prime}\right)=\lambda^{d_{j}} I_{j}(f) \tag{1}
\end{equation*}
$$

Proof. Let us assume that $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are isomorphic. There exists an element

$$
M:=\left(M_{1}, M_{2}, \varepsilon\right) \in \mathrm{GL}_{2}(K) \times \mathrm{GL}_{2}(K) \rtimes \mathbb{Z} / 2 \mathbb{Z}
$$

such that $M \cdot f=f^{\prime}$. We define

$$
M^{\prime}=\left(\frac{1}{\operatorname{det}\left(M_{1}\right)} M_{1}, \frac{1}{\operatorname{det}\left(M_{2}\right)} M_{2}, \varepsilon\right), \text { and } \lambda=\left(\operatorname{det}\left(M_{1}\right) \operatorname{det}\left(M_{2}\right)\right)^{3} .
$$

Clearly we have $M^{\prime} \cdot f=\lambda f^{\prime}$. Hence, for all $j$ we have

$$
I_{j}(f)=I_{j}\left(M^{\prime} \cdot f\right)=I_{j}\left(\lambda f^{\prime}\right)=\lambda^{d_{j}} I_{j}\left(f^{\prime}\right)
$$

The converse implication relies on the fact that $\left\{I_{j}\right\}$ is a generating set of $K\left[W_{3}\right]^{G}$, hence it separates the orbits which are not unstable. We note that curves defined by elements of the nullcone $\mathcal{N}_{W_{3}}^{G}$ are singular. Hence, since by assumption the curves $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are not singular, the biforms $f$ and $f^{\prime}$ do not belong to the nullcone $\mathcal{N}_{W_{3}}^{G}$. It follows that if their invariants are the same, they are $G$-equivalent.

To exhibit such a set of generators for the algebra $K\left[W_{3}\right]^{G}$, we divide the study into two steps: first we study $K\left[W_{3}\right]^{H}$, then we look at the action of $\mathbb{Z} / 2 \mathbb{Z}$ over $K\left[W_{3}\right]^{H}$. The following lemma guarantees that this approach is valid.
Lemma 4. We have

$$
K\left[W_{3}\right]^{G}=\left(K\left[W_{3}\right]^{H}\right)^{\mathbb{Z} / 2 \mathbb{Z}}
$$

Proof. This is an application of a more general result: let $V$ be a rational representation of an algebraic group $\Gamma=M \rtimes N$. Then $K[V]^{\Gamma}=\left(K[V]^{M}\right)^{N}$. This result comes from the straightforward use of the definitions of the objects involved.

This strategy is motivated by the fact that $H$ is connected, whereas $G$ is not. Thus, using the theory of weights, we can compute the Hilbert series of $K\left[W_{3}\right]^{H}$, but not the Hilbert series of $K\left[W_{3}\right]^{G}$. However, the Hilbert series of $K\left[W_{3}\right]^{G}$ is computed by different means, and is given in Equation (4).

We exhibit a generating set of invariants for $K\left[W_{3}\right]^{H}$ in 4 steps:
(1) Computation of the Hilbert series $H S\left(K\left[W_{3}\right]^{H}, t\right)$,
(2) Computation of the nullcone $\mathcal{N}_{W_{3}}^{H}$,
(3) Search of a homogeneous system of parameters for $K\left[W_{3}\right]^{H}$,
(4) Use of the Hilbert series to find generators of $K\left[W_{3}\right]^{H}$.

In fact, we note in Remark 2 that any homogeneous system of parameters for $K\left[W_{3}\right]^{G}$ is a homogeneous system of parameters for $K\left[W_{3}\right]^{H}$, which modifies steps 2 and 3 . We instead compute $\mathcal{N}_{W_{3}}^{G}$, in order to find a homogeneous system of parameters for $K\left[W_{3}\right]^{G}$.
4.2. Hilbert series $H S\left(K\left[W_{3}\right]^{H}, t\right)$. The method we used to compute the Hilbert series of $K\left[W_{3}\right]^{H}$ is detailed in [12, Section 4.6]. It relies on the theory of weights and the computation of residues of meromorphic functions.

Clearly $K\left[W_{3}\right]^{H}$ is a graded algebra: we have $K\left[W_{3}\right]=K\left[a_{i, j}\right]_{0 \leq i, j \leq 3}$, with weights of the variables equal to 1 . We compute the Hilbert series of $K\left[W_{3}\right]^{H}$ relatively to this grading.

We verify the hypotheses of [12, Theorem 4.6.3]:
(1) $\mathrm{SL}_{2}(K)$ is connected, since it is the affine scheme of an integral ring. Hence $H$ is connected.
(2) $K$ is algebraically closed of characteristic 0 .
(3) $W_{3}$ is a rational representation of $H$.

Theorem 2. The Hilbert series of $K\left[W_{3}\right]^{H}$ is

$$
\begin{equation*}
\frac{P_{1}(t)}{\left(1-t^{2}\right)\left(1-t^{4}\right)^{2}\left(1-t^{6}\right)^{2}\left(1-t^{8}\right)^{2}\left(1-t^{10}\right)\left(1-t^{12}\right)\left(1-t^{14}\right)}, \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
P_{1}(t)= & t^{58}+2 t^{52}+3 t^{50}+9 t^{48}+16 t^{46}+26 t^{44}+46 t^{42}+69 t^{40}+96 t^{38}+129 t^{36}+ \\
& 159 t^{34}+181 t^{32}+195 t^{30}+195 t^{28}+181 t^{26}+159 t^{24}+129 t^{22}+96 t^{20}+69 t^{18}+ \\
& 46 t^{16}+26 t^{14}+16 t^{12}+9 t^{10}+3 t^{8}+2 t^{6}+1
\end{aligned}
$$

Proof. We use the theory of roots and weights developed in [12, A. 4 and A.5].
The roots of $H$ are $(1,0),(0,1),(-1,0),(0,-1)$. We choose a set of simple roots

$$
\left\{\alpha_{1}=(1,0), \alpha_{2}=(0,1)\right\}
$$

The fundamental weights associated to this system of simple roots is

$$
\lambda_{1}=(1 / 2,0), \lambda_{2}=(0,1 / 2)
$$

Let $z_{1}, z_{2}$ to be the characters associated to $\lambda_{1}, \lambda_{2}$ respectively, with the notation $z_{i}=z^{\lambda_{i}}$.
In the canonical basis $x^{i} y^{3-i} u^{j} v^{3-j}$, the action of the maximal torus consisting of the matrices $\left(\operatorname{diag}\left(z_{1}, 1 / z_{1}\right) \operatorname{diag}\left(z_{2}, 1 / z_{2}\right)\right)$ is diagonal, with diagonal elements being

$$
z_{1}^{3-2 i} z_{2}^{3-2 j}=z^{\frac{1}{2}(3-2 i, 3-2 j)}
$$

Hence the weights of the $H$-module $W_{3}$ are

$$
\lambda_{i, j}=\frac{1}{2}(3-2 i, 3-2 j) .
$$

By [12, Theorem 4.6.3], it follows that the Hilbert series of $K\left[W_{3}\right]^{H}$ is the coefficient of $z_{1}^{0} z_{2}^{0}$ in the series expansion of the rational function

$$
\begin{aligned}
g_{0}(z, t) & :=\frac{\left(1-z^{\alpha_{1}}\right)\left(1-z^{\alpha_{2}}\right)}{\prod_{0 \leq i, j \leq 3}\left(1-z^{\lambda_{i, j}} t\right)} \\
& =\frac{\left(1-z_{1}^{2}\right)\left(1-z_{2}^{2}\right)}{\prod_{0 \leq i, j \leq 3}\left(1-z_{1}^{3-2 i} z_{2}^{3-2 j} t\right)}
\end{aligned}
$$

In [11, File HilbertSeries.m], we perform the whole calculation of the Hilbert series. Let $g_{1}\left(z_{1}, t\right)$ be the sum of the residues of $g_{0}\left(z_{1}, z_{2}, t\right) / z_{2}$ seen as a rational function in $z_{2}$ with poles inside the circle $\left\{\left|z_{2}\right|=1\right\}$ (considering that $|t|<\left|z_{1}\right|=1$ ). Finally, we compute the sum of the residues of $g_{1}\left(z_{1}, t\right) / z_{1}$ seen as a rational function in $z_{1}$ with poles inside the circle $\left\{\left|z_{1}\right|=1\right\}$ (considering that $|t|<1$ ), and the result is the Hilbert series of $K\left[W_{3}\right]^{H}$.

After some simplifications, we get Equation (2).
4.3. A homogeneous system of parameters for $K\left[W_{3}\right]^{G}$. We now turn to Step 2 of our strategy, the computation of the nullcone $\mathcal{N}_{W_{3}}^{G}$ and the search of a homogeneous system of parameters for $K\left[W_{3}\right]^{G}$.
4.3.1. Relations between $K\left[W_{3}\right]^{G}$ and $K\left[W_{3}\right]^{H}$. We show in this paragraph that any homogeneous system of parameters of $K\left[W_{3}\right]^{G}$ is a homogeneous system of parameters of $K\left[W_{3}\right]^{H}$.
Lemma 5. The algebra $K\left[W_{3}\right]^{H}$ is integral over $K\left[W_{3}\right]^{G}$.
Proof. Let $\sigma: K\left[W_{3}\right]^{H} \rightarrow K\left[W_{3}\right]^{H}$ be the restriction of the morphism $\sigma\left(a_{i j}\right)=a_{j i}$ (defined on $K\left[W_{3}\right]$ ) to $K\left[W_{3}\right]^{H}$. Since $H$ is normal in $G, \sigma$ is well-defined. Moreover, $K\left[W_{3}\right]^{G}$ is the subalgebra of $K\left[W_{3}\right]^{H}$ fixed by $\sigma$.

Let $I \in K\left[W_{3}\right]^{H}$. We have $I^{2}-(\sigma(I)+I) I+\sigma(I) I=0$. In addition, since $\sigma$ is an involution, we get $\sigma(\sigma(I)+I)=\sigma(I)+I$ and $\sigma(\sigma(I) I)=\sigma(I) I$. Hence $I$ is a root of a unitary polynomial of degree 2 with coefficients in $K\left[W_{3}\right]^{G}$.

It follows that $K\left[W_{3}\right]^{H}$ is integral over $K\left[W_{3}\right]^{G}$.
Corollary 2. We have $\mathcal{N}_{W_{3}}^{G}=\mathcal{N}_{W_{3}}^{H}$.
Proof. Clearly $K\left[W_{3}\right]^{G} \subset K\left[W_{3}\right]^{H}$, thus we get $\mathcal{N}_{W_{3}}^{H} \subset \mathcal{N}_{W_{3}}^{G}$.
For the converse inclusion, let $f \in \mathcal{N}_{W_{3}}^{G}$, and $I \in K\left[W_{3}\right]^{H}$. We have

$$
I^{2}(f)-[\sigma(I)+I](f) I(f)+[\sigma(I) I](f)=0
$$

By definition of $f,[\sigma(I)+I](f)=[\sigma(I) I](f)=0$. It follows that $I^{2}(f)=0$.
Remark 2. It follows from Corollary 2 that any homogeneous system of parameters of $K\left[W_{3}\right]^{G}$ is a homogeneous system of parameters of $K\left[W_{3}\right]^{H}$. Hence finding a homogeneous system of parameters for $K\left[W_{3}\right]^{G}$ will kill two birds with one stone.
4.3.2. One-parameter subgroups of $G$.

Lemma 6. The 1-parameter subgroups of $H$ are the subgroups of $H$ which are conjugate to

$$
\left\{\left(\left(\begin{array}{cc}
t^{k} & 0  \tag{3}\\
0 & t^{-k}
\end{array}\right),\left(\begin{array}{cc}
t^{l} & 0 \\
0 & t^{-l}
\end{array}\right)\right), t \in K^{\times}\right\}
$$

for some $(k, l) \in \mathbb{Z}^{2} \backslash\{(0,0)\}$.
Proof. Let $\lambda: \mathbb{G}_{m} \rightarrow H$ be a morphism of algebraic groups. Writing in coordinates, we have $\lambda=\left(\lambda_{1}, \lambda_{2}\right)$. We can see $\lambda_{1}, \lambda_{2}$ as rational representations of $\mathbb{G}_{m}$. Since $\mathbb{G}_{m}$ is a torus, these representations are diagonal in some basis [18, Section 7.3.3]. Furthermore, the diagonal elements of $\lambda_{1}, \lambda_{2}$ must be integral powers of $t[18$, Theorem 1 from Section 7.3.3]. Therefore, the 1-parameter subgroups of $H$ are given by Equation (3).

Corollary 3. The 1-parameter subgroups of $G$ are the subgroups of $G$ which are conjugate to those given by Equation (3).

Proof. The image of the connected component of the identity by a morphism of algebraic groups is included in the connected component of the identity of the image. Thus, since $\mathbb{G}_{m}$ is connected (it is the affine scheme of an integral ring), any morphism of algebraic groups $\mathbb{G}_{m} \rightarrow G$ has its image contained in $H$.

Now we have all the tools we need to characterize $\mathcal{N}_{W_{3}}^{G}$. But prior to doing that, we study the algebra $K\left[W_{2}\right]^{G}$. For computational reasons, it seems that this detour is mandatory.
4.3.3. Interlude: a homogeneous system of parameters for $K\left[W_{2}\right]^{G}$. Although $K\left[W_{2}\right]^{G}$ was well understood in the 20th century [13, 3], we provide the results we need in more modern language. The knowledge of a homogeneous system of parameters for $K\left[W_{2}\right]^{G}$ greatly simplifies the proof of Theorem 4. Moreover, our strategy is the same for the study of $K\left[W_{3}\right]^{G}$ and $K\left[W_{2}\right]^{G}$ :
(I) Computation of the nullcone,
(II) Exhibition of a set of representatives,
(III) Proof that we found a homogeneous system of parameters.

Step II is essential: by exhibiting a set of representatives for the $G$-action, the vanishing of some invariants can be more easily exploited, thus simplifying Step III.
Proposition 6. The nullcone $\mathcal{N}_{W_{2}}^{G}$ is composed of the forms which are $G$-equivalent to a biquadratic form with representation Table 1 a.
Proof. Let $f \in \mathcal{N}_{W_{2}}^{G}$. By Hilbert-Mumford criterion 3, there exists a 1-parameter subgroup $\lambda$ of $G$ such that $\mu(f, \lambda)>0$. We choose a basis in which the action of $\lambda$ is diagonal, as in Equation (3).

If $k>0$ then the change of variables $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$, transforms $\left(\begin{array}{cc}t^{k} & 0 \\ 0 & t^{-k}\end{array}\right)$ into $\left(\begin{array}{cc}t^{-k} & 0 \\ 0 & t^{k}\end{array}\right)$.

|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :--- | :--- | :--- |
| $u^{2}$ |  |  |  |
| $u v$ |  |  |  |
| $v^{2}$ |  |  |  |

(a) Elements of $\mathcal{N}_{W_{2}}^{G}$

|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :---: | :---: | :---: |
| $u^{2}$ |  |  |  |
| $u v$ |  |  |  |
| $v^{2}$ |  |  |  |


|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :--- | :--- | :--- |
| $u^{2}$ |  |  |  |
| $u v$ |  |  |  |
| $v^{2}$ |  |  |  |

(b) Case $l \leq k \leq 0$

Hence we assume without loss of generality that $k, l \leq 0$. Since $\mu(f, \lambda)>0$, the conditions on the coefficients of $f$ correspond to representation tables 2 a and 2 b .

Up to exchanging $(x, y)$ and $(u, v)$, which is a transformation in the group $G$, these cases are the same. Hence $f$ is $G$-equivalent to a biform with representation Table 1a.

Lemma 7. Let $q \in W_{2}$. Then $q$ is $G$-equivalent to one of the biquadratic forms given in Figure 3.

|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :---: | :---: | :---: |
| $u^{2}$ |  |  |  |
| $u v$ |  |  |  |
| $v^{2}$ |  |  |  |

(a) Type I

(b) Type II

|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :---: | :---: | :---: |
| $u^{2}$ |  | 1 |  |
| $u v$ | 1 |  |  |
| $v^{2}$ |  |  |  |

(c) Type III

Figure 3. Representatives of $W_{2}$ for the $G$-action
Proof. Let $q \in W_{2}$, with coefficients $b_{i j} \in K$. If $b_{22} \neq 0$, we let $\alpha$ be a solution of $b_{22} \alpha^{2}-b_{21} \alpha+b_{20}=0$. The change of variables $u \leftarrow u^{\prime}-\alpha v$ makes $b_{20}$ vanish. After the change of variables $u \leftarrow v^{\prime}, v \leftarrow-u^{\prime}$ the new coefficient $b_{22}$ is 0 . Hence we can always assume that $b_{22}=0$.

The case $b_{12}=b_{21}=0$ corresponds to Table (3a).
If exactly one of them is not 0 (let's say $b_{12}$ for the computations, the involution of $G$ that exchanges $(x, y)$ and $(u, v)$ allows us to assume so), then we can transform $b_{11}$ and $b_{02}$ into 0 with the change of variables $x \leftarrow x^{\prime}-\alpha y, u \leftarrow u^{\prime}-\beta v$, where $\alpha=b_{02} / b_{12}$ and $\beta=b_{11} /\left(2 b_{12}\right)$. Then, with the renormalization $u \leftarrow \mu u^{\prime}, v \leftarrow 1 / \mu v^{\prime}$, where $\mu^{2}=1 / b_{12}$, $b_{12}$ becomes 1. This corresponds to Table (3b).

If none of $b_{12}$ and $b_{12}$ vanish, then with similar transformations we get Table (3c).
Remark 3. By increasing the number of orbits, we could have set more coefficients. We chose not to, for the sake of simplicity.
Theorem 3 ([11, File ProofHSOP.m]). Let $q$ be a biquadratic form with generic coefficients $b_{i j}$. We define $J_{2}=(q, q)_{2}, J_{3}=\left((q, q)_{1}, q\right)_{2}$, and $J_{4}=\left((q, q)_{2},(q, q)_{2}\right)_{2}$. Then

$$
\mathcal{N}_{W_{2}}^{G}=V\left(J_{2}, J_{3}, J_{4}\right)
$$

This theorem is proved in [11, File ProofHSOP.m], but we detail the proof for the generic case, which corresponds to Table (3c).
Proof. Let $q \in V\left(J_{2}, J_{3}, J_{4}\right)$. By Lemma 7, we can write $q$ as one of the representatives given in Figure 3. For each of them, we take the unknown coefficients to be indeterminates to cover all possible $q$. For Table (3c), we get $q=\sum_{0 \leq i, j \leq 2} b_{i j} x^{i} y^{2-i} u^{j} v^{2-j}$, where $b_{22}=b_{21}=b_{12}=0$, and the other $b_{i j}$ are indeterminates.

We let $I=\left(J_{2}(q), J_{3}(q), J_{4}(q)\right)$ be an ideal in $K\left[b_{20}, b_{10}, b_{01}, b_{00}\right]$.
The radical decomposition of $I$ gives two possibilities: either $q$ has representation table

|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :---: | :---: | :---: |
| $u^{2}$ |  | 1 |  |
| $u v$ | 1 |  |  |
| $v^{2}$ |  |  |  |

in which case $q \in \mathcal{N}_{W_{2}}^{G}$, either we make the change of variables $x \leftarrow x^{\prime}+b_{20} y, u \leftarrow u^{\prime}-b_{20} v$, which transforms the representation table of $q$ into

|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :---: | :---: | :---: |
| $u^{2}$ |  | 1 |  |
| $u v$ | 1 |  |  |
| $v^{2}$ |  |  |  |

In any case, $q \in \mathcal{N}_{W_{2}}^{G}$.
4.3.4. A homogeneous system of parameters for $K\left[W_{3}\right]^{G}$.

Proposition 7. The nullcone of $\mathcal{N}_{W_{3}}^{G}$ is composed of the bicubic forms whose representation table is given in Figure 4:

|  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |
| :---: | :--- | :--- | :--- | :--- |
| $u^{3}$ |  |  |  |  |
| $u^{2} v$ |  |  |  |  |
| $u v^{2}$ |  |  |  |  |
| $v^{3}$ |  |  |  |  |

(a) Type I

|  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |
| :---: | :--- | :--- | :--- | :--- |
| $u^{3}$ |  |  |  |  |
| $u^{2} v$ |  |  |  |  |
| $u v^{2}$ |  |  |  |  |
| $v^{3}$ |  |  |  |  |

(b) Type II

Figure 4. Elements of the nullcone $\mathcal{N}_{W_{3}}^{G}$

The proof is very similar to that of Proposition 6.
In order to find a homogeneous system of parameters for $K\left[W_{3}\right]^{G}$, we argue in the same way as in Section 4.3.3.
Lemma 8. Let $f \in W_{3}$. Then $f$ is $G$-equivalent to a bicubic form whose representation table is given in Figure 5.

(a) Orbit I

(b) Orbit II

|  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| $u^{3}$ |  |  |  |  |
| $u^{2} v$ | 1 |  |  |  |
| $u v^{2}$ |  |  |  |  |
| $v^{3}$ |  |  |  |  |

(c) Orbit III

|  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| $u^{3}$ |  | 1 |  |  |
| $u^{2} v$ |  |  |  |  |
| $u v^{2}$ |  |  |  |  |
| $v^{3}$ |  |  |  |  |

(d) Orbit IV

|  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| $u^{3}$ |  | 1 |  |  |
| $u^{2} v$ | 1 |  |  |  |
| $u v^{2}$ |  |  |  |  |
| $v^{3}$ |  |  |  |  |

(e) Orbit V

Figure 5. Orbits of $W_{3}$ under the action of $G$
Proof. The proof is very similar to that of Lemma 7.
First, we observe that we can always ensure that $a_{33}=0$. Either it is already 0 , or we can make $a_{30}$ vanish using $a_{33}$, and then use the change of variables $u^{\prime}=v, v^{\prime}=-u$.

- We assume that $a_{32}=a_{23}=0$.
- If $a_{31}$ is 0 , we get Table 5a.
- Otherwise, with one change of variables downwards, one to the right and a renormalization, we transform the coefficients $a_{30}$ and $a_{21}$ into 0 , and $a_{31}$ into 1. This case corresponds to Table 5b.
- If exactly one of $a_{32}$ and $a_{23}$ vanishes, and after a downwards change of variables and a change of variables to the right, the table representation of $f$ is either Table 5c or 5d.
- If we assume that none of $a_{32}$ and $a_{23}$ vanish, then with a renormalization, we make $a_{23}, a_{32}$ equal to 1 . A downwards change of variables and one to the right enable us to make two more coefficients vanish, and we get Table 5e.

These simplifications are not enough for the proof of Theorem 4, we need one last lemma.

Lemma 9 ([11, File ProofHSOP.m]). Let $f \in W_{3}$. If $(f, f)_{2}=0$ and $(f, f)_{3}=0$, then $f \in \mathcal{N}_{W_{3}}^{G}$.

Proof. Let $f$ be a bicubic form with indeterminate coefficients $a_{i j}$. We assume that $(f, f)_{2}=(f, f)_{3}=0$. In some cases, the radical decomposition of the ideal defined by these conditions can be used to show that $f$ belongs to the nullcone. However, there are cases for which the radical decomposition is hard to interpret, which is why we introduce another covariant of $f$.

Let $f$ be a generic bicubic form with indeterminate coefficients $a_{i j}$. Let $J_{1,3}=(f, f)_{1,3}$. This covariant is a binary form of degree four in $x, y$. Its fundamental invariants as a binary form of degree 4 are of degree 4 and 6 in the coefficients of $f$. A simple computation shows that these invariants are in the radical of the ideal defined by the coefficients of $(f, f)_{2}$ and $(f, f)_{3}$. Therefore, they must vanish.

If follows that for any $f \in W_{3}, J_{1,3}$ belongs to the nullcone of binary quartics, so it has a triple root. We assume without loss of generality that $J_{1,3}$ is divisible by $y^{3}$. It means that its coefficients in $x^{4}, x^{3} y, x^{2} y^{2}$ vanish.

We reason with a generic representative of each equivalence class of $W_{3}$ given in Figure 5 . We can do that, since the only transformations on $x, y$ used in Lemma 8 are to the right. The other conditions $(f, f)_{2}=(f, f)_{3}=0$ clearly stay unchanged after these transformations.

We now compute the radical decomposition of the ideal defined by $(f, f)_{3}$, the coefficients of $(f, f)_{2}$, and the coefficients of $x^{4}, x^{3} y, x^{2} y^{2}$ in $J_{1,3}$.

For representation Tables $5 \mathrm{a}, 5 \mathrm{~b}, 5 \mathrm{c}, 5 \mathrm{~d}$, from the radical decomposition of $I$ it follows that $f \in \mathcal{N}_{W_{3}}^{G}$.

Now let $f \in W_{3}$ be a generic representative of the orbit given by Table 5 e . We compute the radical decomposition of the ideal defined by all the above conditions. Either we have $f \in \mathcal{N}_{W_{3}}^{G}$, or the change of variables $x \leftarrow x^{\prime}+a_{31} / 2 y, u \leftarrow u^{\prime}-a_{31} / 2 v$ transforms $f$ in such a way that $f \in \mathcal{N}_{W_{3}}^{G}$.

Theorem 4 ([11, File ProofHSOP.m]). Let $I_{2}, I_{4,1}, I_{4,2}, I_{6,1}, I_{6,2}, I_{8,1}, I_{8,2}, I_{10}, I_{12}, I_{14}$ be the invariants defined in Table 2. Then

$$
\mathcal{N}_{W_{3}}^{G}=V\left(I_{2}, I_{4,1}, I_{4,2}, I_{6,1}, I_{6,2}, I_{8,1}, I_{8,2}, I_{10}, I_{12}, I_{14}\right)
$$

Proof. Let $f \in V\left(I_{2}, I_{4,1}, I_{4,2}, I_{6,1}, I_{6,2}, I_{8,1}, I_{8,2}, I_{10}, I_{12}, I_{14}\right)$, and $h=(f, f)_{2}$.
Since the invariants $I_{4,1}, I_{6,1}, I_{8,1}$ vanish when evaluated on $f$, we get that $h \in \mathcal{N}_{W_{2}}^{G}$. Hence we choose a basis such that the table representation of $h$ is:

|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :--- | :--- | :--- |
| $u^{2}$ |  |  |  |
| $u v$ |  |  |  |
| $v^{2}$ |  |  |  |

In the following, we assume that $a_{33}=0$. We show afterwards that we can always reduce to that assumption.

Since the change of variables used to transform $f$ into a representative given in Lemma 8 are only to the right and downwards, we only need to prove the theorem for generic representatives given in Figure 5.

Each case is covered in [11, File ProofHSOP.m], but we detail the proof of the most generic case, which corresponds to Table 5e.

Let $f=\sum_{0 \leq i, j \leq 3} a_{i j} x^{3-i} y^{i} u^{3-j} v^{j}$, where $a_{33}=a_{22}=a_{13}=0$ and $a_{23}=a_{32}=1$, and the other $a_{i j}$ are indeterminates.

Let $I$ be the ideal generated by the 5 vanishing coefficients of $h$, together with $I_{2}, I_{4,2}$, $I_{6,2}, I_{8,2}, I_{10}, I_{12}, I_{14}$. We denote by $\operatorname{Rad}(I)$ its radical.

A computation shows that every coefficient of a monomial in $h$ belongs to $\operatorname{Rad}(I)$, thus we get $h=0$. By Lemma 9 it follows that $f \in \mathcal{N}_{W_{3}}^{G}$.

Now let us deal with the case $a_{33} \neq 0$. With a downwards change of variables, we transform $a_{30}$ into 0 , and then the change of variables $u \leftarrow v^{\prime}, v \leftarrow-u^{\prime}$ transforms $a_{33}$ into 0 . However, the last change of variables transforms the representation table of $h$ into:

|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :---: | :---: | :---: |
| $u^{2}$ |  |  |  |
| $u v$ |  |  |  |
| $v^{2}$ |  |  |  |

Let $b_{12}$ be the coefficient of $x y u^{2}$ in $h$. We assume that $b_{12}$ is not 0 , otherwise it reduces to the case we already dealt with.

A downwards change of variables modifies the 0 coefficients of $h$, which is why we try to reduce $f$ as much as possible, without doing downwards transformations. Hence, with the same idea of proof as Lemma $8, f$ belongs is $G$-equivalent to an element of the following orbits:

|  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u^{3}$ |  |  |  |  | $u^{3}$ |  |  |  |  | $u^{3}$ |  |  |  |  |
| $u^{2} v$ |  |  |  |  | $u^{2} v$ |  |  |  |  | $u^{2} v$ | 1 |  |  |  |
| $u v^{2}$ |  |  |  |  | $u v^{2}$ | 1 |  |  |  | $u v^{2}$ |  |  |  |  |
| $v^{3}$ |  |  |  |  | $v^{3}$ |  |  |  |  | $v^{3}$ |  |  |  |  |
|  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |
| $u^{3}$ |  |  |  |  | $u^{3}$ |  | 1 |  |  | $u^{3}$ |  | 1 |  |  |
| $u^{2} v$ | 1 |  |  |  | $u^{2} v$ |  |  |  |  | $u^{2} v$ |  |  |  |  |
| $u v^{2}$ |  | 1 |  |  | $u v^{2}$ | 1 |  |  |  | $u v^{2}$ | 1 |  |  |  |
| $v^{3}$ |  |  |  |  | $v^{3}$ |  |  |  |  | $v^{3}$ |  |  |  |  |
|  |  |  |  |  |  | $x^{3}$ | $x^{2} y$ | $x y^{2}$ | $y^{3}$ |  |  |  |  |  |
|  |  |  |  |  | $u^{3}$ |  | 1 |  |  |  |  |  |  |  |
|  |  |  |  |  | $u^{2} v$ | 1 |  |  |  |  |  |  |  |  |
|  |  |  |  |  | $u v^{2}$ |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | $v^{3}$ |  |  |  |  |  |  |  |  |  |

All cases are covered in [11, File ProofHSOP.m]. We only detail the proof for the most generic representative, which corresponds to the last representation table above.

Let $I$ be the ideal generated by the 5 vanishing coefficients of $h$, together with $I_{2}, I_{4,2}$, $I_{6,2}, I_{8,2}, I_{10}, I_{12}, I_{14}$. We denote by $\operatorname{Rad}(I)$ its radical.

A computation shows that $a_{30} b_{12} \in \operatorname{Rad}(I)$. However, we assumed that $b_{12} \neq 0$, hence we must have $a_{30}=0$.

With the change of variables $u=v^{\prime}, v=-u^{\prime}$, we reduced to the case where $a_{33}$ vanishes and $h$ is of the form

|  | $x^{2}$ | $x y$ | $y^{2}$ |
| :---: | :---: | :---: | :---: |
| $u^{2}$ |  |  |  |
| $u v$ |  |  |  |
| $v^{2}$ |  |  |  |

Hence we can always assume that $a_{33}=0$
4.4. A generating set of invariants for $K\left[W_{3}\right]^{G}$. Several of the following results can be extended to $W_{n}$ for a general $n$, but for simplicity we only state them for $n=3$.
Proposition 8. The algebras $K\left[W_{3}\right]^{G}$ and $K\left[W_{3}\right]^{H}$ are Cohen-Macaulay.
Proof. We prove that $H$ and $G$ are linearly reductive. First, we know that $\mathrm{SL}_{2}(K)$ is reductive [18, Section 7.3.2]. Furthermore, the (semi-direct) product of two reductive groups is a reductive group [18, Section 7.3.6, Theorem 1]. Thus, since the characteristic of $K$ is $0, H$ is linearly reductive [18, Section 7.3.6, Theorem 2].

The corollary of [18, Section 7.3.6, Proposition 2] guarantees that $G$ is linearly reductive. It is clear that $W_{3}$ is a rational representation of both $H$ and $G$.

Thus, from Hochster-Roberts theorem [16], it follows that $K\left[W_{3}\right]^{G}$ and $K\left[W_{3}\right]^{H}$ are Cohen-Macaulay.
Lemma 10 ([22, Page 38]). Let $\mu_{1}, \ldots, \mu_{10}$ be any homogeneous system of parameters of $K\left[W_{3}\right]^{G}$. Let $\eta_{1}, \ldots, \eta_{N} \in K\left[W_{3}\right]^{H}$. Then $\eta_{1}, \ldots, \eta_{N}$ is a set of secondary invariants with respect to $\mu_{1}, \ldots, \mu_{10}$ if and only if $\eta_{1}, \ldots, \eta_{N}$ forms a basis of the $K$-vector space $K\left[W_{3}\right]^{H} /\left(\mu_{1}, \ldots, \mu_{10}\right)$.

The proof, while not detailed in [22, Theorem 2.3.1], is rather elementary.

Proposition 9. Let $\mu_{1}, \ldots, \mu_{10}$ be a homogeneous system of parameters for $K\left[W_{3}\right]^{G}$. There exist $\eta_{1}, \ldots, \eta_{N}$ homogeneous elements of $K\left[W_{3}\right]^{H}$ such that

$$
K\left[W_{3}\right]^{H}=\bigoplus_{j=1}^{N} \eta_{j} K\left[\mu_{1}, \ldots, \mu_{10}\right]
$$

with $\sigma\left(\eta_{i}\right)= \pm \eta_{i}$ for all $1 \leq i \leq N$.
Proof. By Lemma 10, finding such a decomposition is equivalent to constructing a basis of the $K$-vector space $V:=K\left[W_{3}\right]^{H} /\left(\mu_{1}, \ldots, \mu_{10}\right)$ with the properties needed. Since the number of secondary invariants is finite, $V$ is a finite-dimensional $K$-vector space. Let $e_{1}, \ldots, e_{N}$ be a homogeneous basis of $V$. Clearly the set $\left\{e_{i}+\sigma\left(e_{i}\right)\right\}_{i} \cup\left\{e_{i}-\sigma\left(e_{i}\right)\right\}_{i}$ generates $V$. Let $\left\{\eta_{j}\right\}_{1 \leq j \leq N^{\prime}}$ be a subset of these elements which forms a basis of $V$. In addition, we have $\sigma\left(\eta_{j}\right)= \pm \eta_{j}$ for all $1 \leq j \leq N^{\prime}$.
Corollary 4. With the same notation, we have

$$
K\left[W_{3}\right]^{G}=\bigoplus_{j \in J} \eta_{j} K\left[\mu_{1}, \ldots, \mu_{10}\right]
$$

where $J=\left\{1 \leq j \leq N^{\prime} \mid \sigma\left(\eta_{j}\right)=\eta_{j}\right\}$.
Proof. Let $\mathcal{R}: K\left[W_{3}\right]^{H} \rightarrow K\left[W_{3}\right]^{G}$ such that for any $I \in K\left[W_{3}\right]^{H}$,

$$
\mathcal{R}(I)=\frac{I+\sigma(I)}{2}
$$

It is the linear projection of $K\left[W_{3}\right]^{H}$ onto $K\left[W_{3}\right]^{G}$. For any $I_{1} \in K\left[W_{3}\right]^{G}, I_{2} \in$ $K\left[W_{3}\right]^{H}$, we have $\mathcal{R}\left(I_{1} I_{2}\right)=I_{1} \mathcal{R}\left(I_{2}\right)$ [12, Proposition 2.2.7]. Hence, since $\mathcal{R}$ is surjective (it is a linear projection), and $\mu_{1}, \ldots, \mu_{r}$ are elements of $K\left[W_{n}\right]^{G}$, we have

$$
K\left[W_{n}\right]^{G}=\sum_{j=1}^{N^{\prime}} \mathcal{R}\left(\eta_{j}\right) K\left[\mu_{1}, \ldots, \mu_{r}\right] .
$$

We naturally get

$$
K\left[W_{n}\right]^{G}=\sum_{j \in J} \eta_{j} K\left[\mu_{1}, \ldots, \mu_{r}\right]
$$

where $J=\left\{1 \leq j \leq N^{\prime} \mid \sigma\left(\eta_{j}\right)=\eta_{j}\right\}$. Moreover, this sum is direct, since

$$
K\left[W_{n}\right]^{H}=\bigoplus_{j=1}^{N^{\prime}} \eta_{j} K\left[\mu_{1}, \ldots, \mu_{r}\right]
$$

Corollary 5 ([11, File SecondaryInvariants.m]). The Hilbert series of $K\left[W_{3}\right]^{G}$ is

$$
\begin{equation*}
\frac{P_{2}(t)}{\left(1-t^{2}\right)\left(1-t^{4}\right)^{2}\left(1-t^{6}\right)^{2}\left(1-t^{8}\right)^{2}\left(1-t^{10}\right)\left(1-t^{12}\right)\left(1-t^{14}\right)}, \tag{4}
\end{equation*}
$$

with

$$
\begin{aligned}
P_{2}(t)= & t^{52}+t^{50}+3 t^{48}+6 t^{46}+12 t^{44}+23 t^{42}+36 t^{40}+51 t^{38}+68 t^{36}+84 t^{34}+ \\
& 94 t^{32}+99 t^{30}+96 t^{28}+87 t^{26}+75 t^{24}+61 t^{22}+45 t^{20}+33 t^{18}+23 t^{16}+ \\
& 14 t^{14}+10 t^{12}+6 t^{10}+2 t^{8}+t^{6}+1
\end{aligned}
$$

Proof. We exhibit a set of secondary invariants for $K\left[W_{3}\right]^{H}$ which satisfy the condition of Proposition 9. We generate invariants degree by degree, until the dimension of the spanned vector space is equal to the dimension given by the Hilbert series given in Equation (2). Instead of working with the generic expression of the invariants themselves, we evaluate them on biforms, which is much more efficient. Our strategy is similar to that of [10, Section 5.3].

Once this stage is complete, we can check which secondary invariants are fixed by $\sigma$, and which are not. Hence we get Equation (4).
Theorem 5 ([11, File SecondaryInvariants.m]). Let $K$ be an algebraically closed field of characteristic 0 . Let $G:=\mathrm{SL}_{2}(K) \times \mathrm{SL}_{2}(K) \rtimes \mathbb{Z} / 2 \mathbb{Z}$, and $W_{3}$ be the space of biforms of bidegree $(3,3)$. The algebra $K\left[W_{3}\right]^{G}$ is generated by 65 elements.

This theorem follows from Corollary 5: once the Hilbert series is known, we generate invariants degree by degree to find the dimension given by the Hilbert series. A set of generating invariants is explicited in Table 3. Table 6 shows the number of invariants of a given degree in the set of generating invariants.

| Degree | 2 | 4 | 6 | 8 | 10 | 12 | 14 | 16 | 18 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of fundamental invariants | 1 | 2 | 3 | 4 | 7 | 10 | 13 | 14 | 11 |

Figure 6. Number of invariants of $K\left[W_{3}\right]^{G}$ by degree

Remark 4. So far, we have only worked over algebraically closed fields. In practice, however, one does not work with such fields. Let $K$ be field of characteristic 0 (not necessarily algebraically closed).

Let $Q, E \in K[X, Y, Z, T]$ be an irreducible quadratic and cubic form, with $Q$ of rank 4. There is an element $M\left(\Delta_{1}, \Delta_{2}\right)$ of $\mathrm{GL}_{4}(L)$ which maps $Q$ to $X T-Y Z$, where $L=$ $K\left(\Delta_{1}, \Delta_{2}\right)$ is (at most) a biquadratic extension of $K$. One can show that the invariants of the curve defined by $Q$ and $E$ belong to $K$, by considering the conjugate transformations $M\left( \pm \Delta_{1}, \pm \Delta_{2}\right)$.
4.5. Discriminant of a genus 4 curve of rank 4. Once a model is chosen, the discriminant of a curve is a natural algebraic invariant. In the case of non-hyperelliptic genus 4 curves of rank 4 , one can compute the discriminant of a bicubic form of bidegree $(3,3)$ using [23]. It is an invariant of degree 34 in the coefficients of the bicubic form, hence not a fundamental invariant.

We use a strategy of evaluation interpolation to find the decomposition of the discriminant on the 65 invariants. That decomposition can be found on [11, File Discriminant.m].

## 5. Case of rank 3

Let $K$ be an algebraically closed field of characteristic 0 . As in the case of the rank 4 quadric, we assume that the quadratic form is normalized, here $Q=X Z-Y^{2}$. Let $\mathcal{C}$ be the canonical embedding of a non-hyperelliptic curve of genus 4 defined by $Q$ and an irreducible cubic form $E$.

Let

$$
\varphi: \left\lvert\, \begin{array}{ccc}
\mathbb{P}_{K}(1,1,2) & \longrightarrow & \mathbb{P}_{K}^{3} \\
{[s: t: w]} & \longmapsto & {\left[s^{2}: s t: t^{2}: w\right]}
\end{array}\right.
$$

where $\mathbb{P}_{K}(1,1,2)$ is the weighted projective space with weights $(1,1,2)$.
It is clear that $\varphi$ is an isomorphism from $\mathbb{P}_{K}(1,1,2)$ to $\{Q=0\}$. Therefore, as for the case of rank 4 , we realize the curve $\mathcal{C}$ in $\mathbb{P}_{K}(1,1,2)$ as the pullback of the cubic $\{E=0\}$. The pullback of this cubic is defined by a homogeneous polynomial of degree 6 in $s, t, w$. We will write such a sextic generically as

$$
f(s, t, w)=f_{0} w^{3}+f_{2}(s, t) w^{2}+f_{4}(s, t) w+f_{6}(s, t)
$$

with $f_{i} \in K[s, t]$ homogeneous of degree $i$.
One can wonder what it means for curves to be isomorphic in such a space. Like for the case of rank 4, the action of the linear form becomes trivial, and the subgroup of $\mathrm{PGL}_{4}(K)$ which preserves $Q$ is isomorphic to $\mathbb{P}_{\mathrm{K}}(1,1,2)$.

Moreover, we observe that $\mathbb{P}_{K}(1,1,2)=\operatorname{Proj}(K[s, t, w])$, with $s, t$ variables of weight 1 , and $w$ of weight 2 . In [24], it is shown that $\operatorname{Aut}\left(\mathbb{P}_{K}(1,1,2)\right) \simeq \operatorname{Aut}(K[s, t, w]) / K^{\times}$.
Lemma 11. We have $\operatorname{Aut}(K[s, t, w]) \simeq\left(\mathrm{GL}_{2}(K) \times K^{\times}\right) \ltimes K^{3}$, where $\mathrm{GL}_{2}(K)$ and $K^{\times}$ act naturally on $s, t$ and $w$ respectively, and $(a, b, c) \in K^{3}$ acts on $w$ as $w+a s^{2}+b s t+c t^{2}$.
Proof. Let $\psi \in \operatorname{Aut}(K[s, t, w])$. Since $s$ and $t$ are the only elements of degree $1, \psi$ acts on $s, t$ via an element of $\mathrm{GL}_{2}(K)$. There only remains to know the image of $w$. Since $\psi(w)$ is a degree 2 element, it must be of the form $\alpha w+a s^{2}+b s t+c t^{2}$, with $\alpha \in K^{\times}$, and $a, b, c \in K$.

Conversely, let $\psi$ be the $K[s, t, w]$ algebra morphism defined by $\psi(s, t)=M(s, t)$, with $M \in \mathrm{GL}_{2}(K)$, and $\psi(w)=\alpha w+a s^{2}+b s t+c t^{2}$, with $\alpha \in K^{\times}$, and $a, b, c \in K$. We can define an inverse for $\psi$ : let $\left(s^{\prime}, t^{\prime}\right)=\psi(s, t)$ and $w^{\prime}=\psi(w)$. We define $(s, t)=$ $\psi^{-1}\left(s^{\prime}, t^{\prime}\right)=M^{-1}\left(s^{\prime}, t^{\prime}\right)$, and $w=\psi^{-1}\left(w^{\prime}\right)=1 / \alpha\left(w^{\prime}-a s^{2}-b s t-c t^{2}\right)$.

The action of $\mathrm{GL}_{2}(K) \times K^{\times}$does not commute with the action of $K^{3}$. We get $\operatorname{Aut}(K[s, t, w]) \simeq\left(\operatorname{GL}_{2}(K) \times K^{\times}\right) \ltimes K^{3}$.

Let $f_{0}$ be the coefficient of $w^{3}$ in $f$. If $f_{0}$ is 0 , the curve defined by $f$ has a singularity, so we assume that $f_{0} \neq 0$. Up to rescaling, we have $f=w^{3}+f_{2}(s, t) w^{2}+f_{4}(s, t) w+f_{6}(s, t)$. If we make the change of variables $w=w^{\prime}-f_{2}\left(s^{\prime}, t^{\prime}\right) / 3$, the term in $w^{2}$ vanishes, and we get $f=w^{3}+f_{4}(s, t) w+f_{6}(s, t)$.

We call this form the canonical form of $f$. The only action which preserves a canonical form is the action of $\mathrm{GL}_{2}(K)$ on $s, t$.

Hence, we reduced to the problem of finding invariants of $V_{4} \oplus V_{6}$ under the action of $\mathrm{SL}_{2}(K)$, where $V_{n}$ is the space of binary forms of degree $n$. This problem was studied and solved by Olive.

Theorem 6 ([14, Table 6]). The algebra $K\left[V_{4} \oplus V_{6}\right]^{\mathrm{SL}_{2}(K)}$ is generated by 60 invariants.
Remark 5. In general, one does not work over algebraically closed fields. Let $K$ be a field of characteristic 0 . Let $Q, E \in K[X, Y, Z, T]$ be irreducible homogeneous polynomials of degree 2 and 3 respectively, such that $Q$ is of rank 3. Unlike the case of rank 4, the invariants of the curve defined by $Q$ and $E$ do not necessarily belong to $K$. They belong to (at most) a quadratic extension of $K$.

Appendix A. Covariant tables

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  |  | $f$ |  |
| 2 |  | $h=(f, f)_{2}$ |  | $j=(f, f)_{1}$ |
| 3 | $c_{31}=(h, f)_{2}$ |  | $\begin{aligned} & c_{33,1}=(j, f)_{2} \\ & c_{33,2}=(h, f)_{1} \end{aligned}$ |  |
| 4 |  | $\begin{gathered} c_{42,1}=(h, h)_{1} \\ c_{42,2}=\left(c_{31}, f\right)_{1} \\ c_{42,3}=\left(c_{33,2}, f\right)_{2} \end{gathered}$ |  | $\begin{gathered} c_{44,1}=\left(c_{33,2}, f\right)_{1} \\ c_{44,2}=\left((j, f)_{1}, f\right)_{2} \end{gathered}$ |
| 5 | $\begin{aligned} & c_{51,1}=\left(c_{42,2}, f\right)_{2} \\ & c_{51,2}=\left(c_{44,1}, f\right)_{3} \\ & c_{51,3}=\left(c_{44,2}, f\right)_{3} \end{aligned}$ |  | $\begin{gathered} c_{53,1}=\left(c_{42,2}, f\right)_{1} \\ c_{53,2}=\left(c_{42,3}, f\right)_{1} \\ c_{53,3}=\left(\left(f^{3}, f\right)_{3}, f\right)_{3} \end{gathered}$ |  |
| 6 |  | $\begin{aligned} & c_{62,1}=\left(c_{53,1}, f\right)_{2} \\ & c_{62,2}=\left(c_{53,2}, f\right)_{2} \\ & c_{62,3}=\left(c_{51,1}, f\right)_{1} \end{aligned}$ |  |  |
| 7 | $\begin{aligned} & c_{71,1}=\left(c_{62,1}, f\right)_{2} \\ & c_{71,2}=\left(c_{51,1}, h\right)_{2} \\ & c_{71,3}=\left(c_{51,2}, h\right)_{2} \end{aligned}$ |  | $\begin{aligned} & c_{73,1}=\left(c_{62,2}, f\right)_{1} \\ & c_{73,2}=\left(c_{62,3}, f\right)_{1} \end{aligned}$ |  |
| 8 |  | $\begin{aligned} & c_{82,1}=\left(c_{71,1}, f\right)_{1} \\ & c_{82,2}=\left(c_{73,2}, f\right)_{2} \end{aligned}$ |  | $c_{84}=\left(c_{73,1}, f\right)_{1}$ |
| 9 | $c_{91}=\left(c_{82,2}, f\right)_{2}$ |  | $\begin{gathered} c_{93,1}=\left(c_{82,1}, f\right)_{1} \\ c_{93,2}=\left(c_{84}, f\right)_{2} \end{gathered}$ |  |
| 10 |  | $c_{102}=\left(c_{91}, f\right)_{1}$ |  |  |
| 11 | $c_{111}=\left(c_{102}, f\right)_{2}$ |  | $c_{113}=\left(c_{93,2} \cdot f, f\right)_{3}$ |  |

TABLE 1. Covariants required to compute the generators of $K\left[W_{3}\right]^{G}$

| Degree | Invariants |
| :---: | :---: |
| 2 | $I_{2}=(f, f)_{3}$ |
| 4 | $I_{4,1}=(h, h)_{2}$ <br> $I_{4,2}=\left(c_{33,1}, f\right)_{3}$ |
| 6 | $I_{6,1}=\left(c_{42,1}, h\right)_{2}$ <br> $I_{6,2}=\left(c_{53,3}, f\right)_{3}$ |
| 8 | $I_{8,1}=\left(c_{42,1}, c_{42,1}\right)_{2}$ <br> $I_{8,2}=\left(c_{73,1}, f\right)_{3}$ |
| 10 | $I_{10}=\left(c_{93,1}, f\right)_{3}$ |
| 12 | $I_{12}=\left(c_{113}, f\right)_{3}$ |
| 14 | $I_{14}=\left(c_{111} \cdot h, f\right)_{3}$ |

Table 2. A homogeneous system of parameters for $K\left[W_{3}\right]^{G}$

THOMAS BOUCHET

| Degree | Invariants |
| :---: | :---: |
| 2 | $I_{2}=(f, f)_{3}$ |
| 4 | $I_{4,1}=(h, h)_{2} \quad I_{4,2}=\left(c_{33,1}, f\right)_{3}$ |
| 6 | $\begin{gathered} I_{6,1}=\left(c_{42,1}, h\right)_{2} \quad I_{6,2}=\left(c_{53,3}, f\right)_{3} \\ j_{6,1}=\left(c_{31}, c_{31}\right)_{1} \end{gathered}$ |
| 8 | $\begin{array}{cc} I_{8,1}=\left(c_{42,1}, c_{42,1}\right)_{2} & I_{8,2}=\left(c_{73,1}, f\right)_{3} \\ j_{8,1}=\left(c_{31}, c_{51,1}\right)_{1} & j_{8,2}=\left(c_{31}, c_{51,2}\right)_{1} \end{array}$ |
| 10 | $\begin{array}{rlrl} I_{10} & =\left(c_{93,1}, f\right)_{3} & j_{10,1} & =\left(c_{51,1}, c_{51,1}\right)_{1} \\ j_{10,2} & =\left(c_{51,1}, c_{51,2}\right)_{1} & j_{10,3} & =\left(c_{51,1}, c_{51,3}\right)_{1} \\ j_{10,4} & =\left(c_{51,2}, c_{51,2}\right)_{1} & j_{10,5} & =\left(c_{51,2}, c_{51,3}\right)_{1} \\ j_{10,6}=\left(c_{51,3}, c_{51,3}\right)_{1} & \end{array}$ |
| 12 | $I_{12}=\left(c_{113}, f\right)_{3}$ $j_{12,1}=\left(c_{71,1}, c_{51,1}\right)_{1}$ <br> $j_{12,2}=\left(c_{71,1}, c_{51,2}\right)_{1}$ $j_{12,3}=\left(c_{71,1}, c_{51,3}\right)_{1}$ <br> $j_{12,4}=\left(c_{71,2}, c_{51,1}\right)_{1}$ $j_{12,5}=\left(c_{71,2}, c_{51,2}\right)_{1}$ <br> $j_{12,6}=\left(c_{71,2}, c_{51,3}\right)_{1}$ $j_{12,7}=\left(c_{51,1} \cdot c_{31}^{2}, f\right)_{1}$ <br> $j_{12,8}=\left(c_{51,2} \cdot c_{31}^{2}, f\right)_{1}$ $j_{12,9}=\left(c_{51,3} \cdot c_{31}^{2}, f\right)_{1}$ |
| 14 | $\begin{array}{cc} \hline I_{14}=\left(c_{111} \cdot h, f\right)_{3} & j_{14,1}=\left(c_{71,1}, c_{71,1}\right)_{1} \\ j_{14,2}=\left(c_{71,1}, c_{71,2}\right)_{1} & j_{14,3}=\left(c_{71,1}, c_{71,3}\right)_{1} \\ j_{14,4}=\left(c_{71,2}, c_{71,3}\right)_{1} & j_{14,5}=\left(c_{71,3}, c_{71,3}\right)_{1} \\ j_{14,6}=\left(c_{51,1}^{2} \cdot c_{31}, f\right)_{3} & j_{14,7}=\left(c_{51,1} \cdot c_{51,2} \cdot c_{31}, f\right)_{3} \\ j_{14,8}=\left(c_{51,1} \cdot c_{51,3} \cdot c_{31}, f\right)_{3} & j_{14,9}=\left(c_{51,2}^{2} \cdot c_{31}, f\right)_{3} \\ j_{14,10}=\left(c_{51,2} \cdot c_{51,3} \cdot c_{31}, f\right)_{3} & j_{14,11}=\left(c_{51,3}^{2} \cdot c_{31}, f\right)_{3} \\ j_{14,12}=\left(c_{71,1} \cdot c_{31}^{2}, f\right)_{3} \end{array}$ |
| 16 | $\begin{array}{cc} j_{16,1}=\left(c_{71,1} \cdot c_{51,1} \cdot c_{31}, f\right)_{3} & j_{16,2}=\left(c_{71,1} \cdot c_{51,2} \cdot c_{31}, f\right)_{3} \\ j_{16,3}=\left(c_{71,1} \cdot c_{51,3} \cdot c_{31}, f\right)_{3} & j_{16,4}=\left(c_{71,2} \cdot c_{51,1} \cdot c_{31}, f\right)_{3} \\ j_{16,5}=\left(c_{51,1}^{3}, f\right)_{3} & j_{16,6}=\left(c_{51,1}^{2} \cdot c_{51,2}, f\right)_{3} \\ j_{16,7}=\left(c_{51,1}^{2} \cdot c_{51,3}, f\right)_{3} & j_{16,8}=\left(c_{51,1} \cdot c_{51,2}^{2}, f\right)_{3} \\ j_{16,9}=\left(c_{51,1} \cdot c_{51,2} \cdot c_{51,3}, f\right)_{3} & j_{16,10}=\left(c_{51,1} \cdot c_{51,3}^{2}, f\right)_{3} \\ j_{16,11}=\left(c_{51,2}^{3}, f\right)_{3} & j_{16,12}=\left(c_{51,2}^{2} \cdot c_{51,3}, f\right)_{3} \\ j_{16,13}=\left(c_{51,2} \cdot c_{51,3}^{2}, f\right)_{3} & j_{16,14}=\left(c_{51,3}^{3}, f\right)_{3} \\ \hline \end{array}$ |
| 18 | $$ |

TABLE 3. A generating set of invariants for $K\left[W_{3}\right]^{G}$
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