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Abstract

In order to use gaseous hydrogen for mobility of light and heavy duty ve-
hicles, the standard J2601 from the Society of Automotive Engineers (SAE)
recommends that the temperature in the tank must not exceed 85 ◦C for safety
reasons. Prior experiments reported that a vertical thermal stratification can
occur during the filling of horizontal tanks under specific conditions. Thermody-
namic modeling of hydrogen tank filling can predict the average gas temperature
but not the onset of stratification. In a previous study, the computational fluid
dynamics (CFD) software OpenFOAM was used to carry out simulations of hy-
drogen filling for a type IV 37 L tank. The CFD results, by comparison with
experimental results from the HyTransfer project, were capable to predict the
rise of the thermal stratification with however an underestimation of thermal
gradient magnitudes. The maximal temperature predicted at the end of the
filling was 15.05 ◦C bellow the experimental measurements. In this work, the
k−ω SST turbulence model is replaced by the k−ω SST SAS turbulence model
to limit the prediction of high levels of eddy-viscosity in stagnation areas which
over-diffuses the temperature. By using the same mesh as in a previous study,
(651 482 cells in the fluid region and 449 126 cells in solid regions), the k − ω
SST SAS turbulence model is found to be more appropriate for CFD simulation
of tank filling as it predicts a thermal gradient magnitude in the gas in bet-
ter agreement with experimental measurements than the k− ω SST turbulence
model for a similar time of simulation. The maximal temperature predicted at
the end of the filling is 2.17 ◦C bellow the experimental measurements.
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1. Introduction

The use of hydrogen as an energy carrier is motivated by its ability to pro-
duce electrical power without rejecting CO2 to the atmosphere. The COP 26
summit urges on a net-zero target of greenhouse gas emissions for mid-century
[1]. Hydrogen can replace fossil-fuel to match this requirement [2].5

In this perspective, the automotive industry develops high pressure storage
of hydrogen for light and heavy duty [3] fuel-cell vehicles. During the filling
of gaseous tanks, the gas pressure is increasing and induces an elevation of the
gas temperature. In the J2601 standard, the Society of Automobile Engineers
(SAE) organism [4] recommends to maintain the maximum temperature inside10

the tank below 85 ◦C. Type IV tanks use plastic as liner and a composite
material wrap around to limit tank weight and endure the pressure force of the
700 bar compressed hydrogen. These materials are thermal insulators, which
limits heat exchanges between the compressed gas in the tank and the exterior
environment. Type IV tanks are likely to exceed 85 ◦C during filling.15

The final averaged gas temperature in the tank depends on the temperature
of the injected hydrogen [5, 6]. A cooling process is applied to the injected
hydrogen to maintain the final averaged temperature below 85 ◦C. The final
averaged gas temperature also depends on the filling time. A shorter filling time,
which requires a higher mass flowrate, limits heat exchanges between the inner20

gas and the walls of the tank [7, 8]. However, for a longer filling time, i.e. a
smaller mass flowrate, the injected gas has a lower velocity, limiting the mixing
process inside fluid bulk. A criterion of 5 m/s for the velocity of the gas at the
injection was suggested in [9] to maintain the mixing for a type IV 65 L tank
with an aspect ratio of 2.08. This criterion was confirmed in subsequent studies25

[10, 11]. A limited mass flowrate may lead to thermal heterogeneities inside
the tank: despite the fact that the averaged temperature is within the thermal
recommendation, local hot spots exceeding the thermal recommendation can
occur.

The HyTransfer project [12] investigated the filling of hydrogen tanks laid30

horizontally for different tank geometries and different filling scenarios. During
the experiments, a type IV 37 L tank provided by ®Hexagon (with a length to
diameter aspect ratio of 2.4) showed contrasted thermal behaviors, depending on
the injection diameter and mass flowrate. Figure 1 shows a schematic of the tank
and presents the fluid region and the different solid regions. The experimental35

measurements from Air Liquide Advanced Technology (ALAT) used 10 probes
of temperature in the fluid region. Their locations are represented in figure 1.

These experimental measurements were performed for 3 injector diameters
(3 mm, 6 mm and 10 mm) and 2 mass flowrates (2 g/s and 8 g/s). The
10 mm diameter is obtained by injecting directly through the plug aperture,40

without injection pipe. The above mentioned mass flowrate values are averaged
over the filling time. To designate them, the injection diameter D and the mass
flowrate Q followed by the corresponding values are used. For example, the case
D10Q2 corresponds to the scenario with the injector diameter of 10 mm and
the averaged mass flowrate of 2 g/s. Table 1 presents different filling scenarios45
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Figure 1: Type IV 37 L tank provided by ®Hexagon filled axially in horizontal position with
a 3 mm diameter injector. View through the (x,y) plane. Probe locations are marked on the
schematic by circles: probes located inside the (x,y) plane in white and probes located outside
the (x,y) plane in black.

Scenario name D3Q2 D3Q8 D6Q2 D6Q8 D10Q2 D10Q8
Injection diameter [mm] 3 3 6 6 10 10
Time-averaged mass flowrate [g/s] 2 8 2 8 2 8
Velocity at pipe outlet* [max; min][m/s] [190;4.2] [280;17] [62;1.1] [73;2.0] [22;0.41] [28;1.1]
Tmax − Tav [◦C] 8.36 6.35 26.76 11.28 30.03 24.39

Table 1: Thermal gradients for the type IV 37 L tank from ALAT[13]. *The velocity at
pipe outlet is given in brackets to indicate the range of velocities during the filling. It is
estimated assuming a uniform velocity profile in the pipe and using the density calculated via
the measured inlet temperature and pressure in the tank, the measured mass flowrate and
pipe cross section. As the density is rising during the filling and the mass flowrate does not
vary too much, the velocity at pipe outlet is largely diminishing during the filling.

with the thermal gradient occurring at the end of the filling and an estimate of
the injection velocity. To complement table 1, figure 2 gives the temperatures
measured during the experimental campaigns [13] for the above mentioned cases.

Views (A) and (F) are the extreme scenarios in terms of thermal gradi-
ents: (A) is the most homogeneous case and (F) the most heterogeneous case.50

These two cases were studied previously [14] using three dimensional (3D)
computational fluid dynamics (CFD) simulations performed with the software
OpenFOAM[15]. The geometrical domain selected for the simulations was a half
of the tank geometry, using a symmetry assumption about the (x,y) plane to
save computational resources. The D3Q8 CFD results matched the experimental55

data regarding both the averaged temperature and the local probe temperatures
in the fluid. The D10Q2 CFD results matched the experimental data regarding
the averaged temperature of the fluid and detected the onset of stratification.
However, the thermal stratification magnitude was underestimated. This is con-
sistent with the results of ALAT [16] where the same turbulence model, the k−ω60

Shear Stress Transport (SST) model [17] was used, with a different CFD code
and a different mesh.

Figure 3, issued from a previous study [14], summarizes the thermal behav-
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Fluid region temperature (10 probes)
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Fluid region pressure (1 probe)

Figure 2: Experimental measurements from HyTransfer [13], for six cases: (A) D3Q8, (B)
D3Q2, (C) D6Q8, (D) D6Q2, (E) D10Q8, (F) D10Q2. The number of temperature probes
used in the different tank regions is added in brackets in the legend. The temperatures are
indicated on the left axis and the pressure is indicated on the right axis
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Figure 3: Scenario D10Q2. Comparison between the experimental measurements and CFD
results using the k − ω SST model, concerning the averaged and local temperature values.
The averaged temperature Tav−probes is the arithmetic average of the 10 probe temperatures
located in the fluid region. The maximum temperature value issued from the CFD thermal
field is represented by a red dashed line.
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ior in the tank, for the D10Q2 case, i.e. the most heterogeneous case. The
averaged temperature in the tank (black) is plotted together with values from65

temperature probes (grey). The temperatures of the probes TT764 and TT761
exhibit the maximum and minimum values among probe data (red and blue,
respectively). The average CFD temperature matches the experimental data
(Texp − TCFD = −0.12 ◦C). At probe TT764, CFD temperature is lower than
the experimental one (Texp − TCFD = 15.05 ◦C). At probe TT761, CFD tem-70

perature is higher than the experimental one (Texp − TCFD = −8.01 ◦C). The
maximum temperature in the CFD thermal field (red dashed line) is close to
the CFD value at probe TT764.

The turbulence modeling approach could explain the deviation from the
experimental data. The k − ω SST turbulence model tends to over-predict75

turbulent kinetic energy, leading to high values of the turbulent viscosity [18].
As the viscosity plays an important role in the thermal diffusion process, the
k − ω SST turbulence model is suspected to over-predict thermal diffusion and
thus to underestimate the thermal gradient magnitude.

The objective of this paper is to clarify the role of turbulence modeling in80

the thermal stratification process and to suggest a more accurate turbulence
model for tank filling simulations.

Models based on Unsteady Reynolds-Averaged Navier–Stokes (URANS) ap-
proach are considered due to their reduced computational costs. To limit the
turbulence level in areas where the flow may still be laminar, advanced turbu-85

lence models are considered.
A CFD case with no turbulence model is considered with the same mesh

as in the previous D10Q2 simulation [14]. This case would work as a Direct
Numerical Simulation (DNS) if the mesh and time step were fine enough. That
is why this numerical experiment is called the coarse-DNS (cDNS) case. It aims90

at investigating the effect of turbulence modeling in the URANS equations, on
the thermal field.

2. Physical system and modeling approach

2.1. Description of the physical system

Filling of a hydrogen tank consists in injecting pressurized gaseous hydrogen95

inside a closed vessel. In the tank, the pressure is rising due to the increase
of mass and the temperature is rising due to the compression effect. Figure
1 presents a schematic of the tank geometrical configuration. The tank has a
circular symmetry around its main axis, the x-axis. The gas is injected axially
along the x-axis. The tank is placed horizontally and the gravity (g) is pointing100

along the y-axis.
The solid regions of the tank are: (i) a composite wrap which supports the

mechanical load of the gas pressure, (ii) a plastic liner which limits the molecular
diffusion of hydrogen across the wall, (iii) metallic bosses, (iv) plugs at each tank
extremities and (v) a metallic injection pipe.105

The fluid region inside the tank can be defined by the remaining volume
enclosed by the solid regions.
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An ambient temperature and atmospheric pressure are in contact with the
exterior tank walls.

Data from experimental measurements provided during the HyTransfer project110

[13] are used to initialize the simulations. During the experimental measure-
ments, in the fluid region, the temperature was measured from 10 probes located
as presented in figure 1. The inlet temperature is issued from a temperature
probe located 10 cm upstream from the pipe inlet. Figure 2, adapted from
[13], shows plots of all probe measurements in the tank for the different filling115

scenarios examined with the type IV 37 L tank.

2.2. Modeling approach

The simulations consists in a coupled CFD simulation in the fluid region and
heat transfer simulation in solid regions, called Conjugate Heat Transfer (CHT)
method [19].120

The energy balance equation is solved in solid regions to simulate the thermal
diffusion across tank walls. The set-up is the same as in a previous study on
this topic [14].

The governing equations in the fluid region are the mass, momentum and
energy balance equations.125

The Reynolds number evaluated with the plug aperture diameter (10 mm)
evolves from 45 000 to 15 000 during the filling. For these Reynolds numbers,
the flow is turbulent in the injection area [20]. The turbulence is modeled using
the URANS approach with the Boussinesq eddy-viscosity assumption [21].

For the velocity, a no-slip condition is applied on walls. As input, a mass130

flowrate is applied uniformly on the inlet with time-dependent values deduced
from the experimental pressure ramp (see 2 (green line)). The temperature and
heat flux are set to ensure continuity between the different regions.

Considering the present ranges of pressure and temperature, the hydrogen
cannot be considered as an ideal gas [5]. Real gas data from the National135

Institute of Standards and Technology (NIST) [22] are used to determine the
thermodynamics.

2.3. Turbulence modeling

In the URANS equation system [23], turbulence effects are taken into account
via the Reynolds stress tensor τij [kg/m/s2], which contributes to the total
viscosity tensor. Using the Boussinesq eddy-viscosity assumption

τij = 2µtSij −
2

3
ρkδij , (1)

the Reynolds stress tensor is linked to the turbulent viscosity µt [kg/m/s], the
turbulent kinetic energy k [m2/s2], the Kronecker delta δij [1] and the density
ρ [kg/m3]. The mean rate of strain tensor Sij [1/s] is

Sij =
1

2

(
∂Ui

∂xj
+

∂Uj

∂xi

)
, (2)
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where U [m/s] is the Reynolds-Averaged velocity field. Turbulence models
are designed to model τij via µt [kg/m/s]. However, µt [kg/m/s] also plays
an important role in thermal diffusion. In the energy equation, the effective
thermal conductivity λeff [W/m/K] is defined as

λeff = λ+ λt , (3)

where λ is the thermal conductivity and λt is the turbulent thermal conductivity,

λt =
cpµt

Prt
, (4)

where Prt = 0.85 is the turbulent Prandtl number and cp [J/kg/K] is the
specific heat capacity. The effective thermal diffusivity is directly linked to the140

effective thermal conductivity:

αeff =
λeff

ρcp
. (5)

The choice of the turbulence model is a key element for temperature predic-
tion since it impacts the prediction of the turbulent viscosity and therefore the
prediction of the effective thermal diffusivity.

A previous study [24] pointed out that the k−ϵ Realizable turbulence model145

is the most suitable for CFD simulation of hydrogen tank filling. The comparison
test was performed for an axisymmetric case where gravity was not taken into
account. The benchmark was based on the averaged temperature only. The
influence of the different models on temperature distribution is unknown. This
model was recently used to investigate the temperature distribution during the150

filling stage of a hydrogen tank [25, 26, 27]. The model captures correctly the
round jet physics [28] which is an important part of the fluid dynamics in the
tank. However, the thermal boundary layer at wall must be modeled by a wall
function, which is problematic for precise heat transfer predictions [29].

Therefore, to improve the capture the thermal layer instead of modeled it155

with wall functions, the mesh at walls is refined and the k − ω SST turbulence
model [17, 29] is selected. In previous studies [16, 14], this turbulence model
was able to capture the averaged value of the temperature and the onset of
stratification while underestimating thermal gradient amplitudes. The model
involves two equations to predict the eddy-viscosity: one is based on the con-160

servation of the turbulent kinetic energy k [m2/s2] and the other one is based
on the conservation of the specific rate of dissipation of the turbulent kinetic
energy ω [1/s].

The idea behind the k−ω SST turbulence model is to merge two other two-
equations eddy-viscosity models, the k − ω and k − ε models. An advantage of165

the k − ω model is to be applicable until the viscous layer. Its major downside
is its sensitivity to the freestream condition [30], which can lead to less accurate
predictions than the k − ε model. Therefore, the k − ω SST turbulence model
was designed to switch between the k − ω model close to walls and the k − ε
model in other regions. This model is intensively used in the industry [31].170
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A limitation of the k − ω SST model is the over-predicted turbulence ki-
netic energy in stagnation regions [18]. This becomes problematic when the
cooled jet coming from the injected gas is deviated towards the lower part of
the tank and the upper part of the tank becomes a stagnation area. Increasing
the turbulent kinetic energy in this area would, from a thermal perspective, in-175

crease temperature diffusion and limit gradient amplitudes, which is consistent
with the observations reported in the previous study [14]. Therefore, advanced
turbulence models which limit the production of turbulent kinetic energy, and
consequently turbulent viscosity, are expected to improve gradient predictions.

The γ − Reθ model [32, 33] is a 4-equation model designed to capture the180

laminar-turbulent transition phenomenon. It is derived from the k − ω SST
model and includes two additional equations for two additional variables: the
intermittency γ and the momentum thickness Reynolds number Reθ. It was
used by the Joint Research Centre (JRC) of the European Commission [34, 35]
to study the thermal distribution during hydrogen tank filling. It was able to185

detect the onset of stratification but underestimated the thermal amplitude,
compared to the experimental measurements [34].

In a preliminary phase of the present study, several tests have been carried
out using the γ − Reθ model with OpenFOAM [36]. No substantial difference
with the k − ω SST model has been noted and the investigation of the γ −Reθ190

model was stopped.
The Scale Adaptive Simulation (SAS) concept was applied to the k−ω SST

model [37] to avoid the over-prediction of eddy-viscosity. The SAS concept
consists in comparing the turbulent length-scale L issued from the k − ω SST
model to the von Kármán length scale LνK , a three-dimensional generalization195

of the boundary layer thickness. Depending on the ratio L
LνK

, a source term
QSAS is added in the balance equation of ω, correcting the production of ω, and
therefore impacting the turbulent viscosity µt.

The model is available in OpenFOAM [38] and supplementary details can be
found in [17, 37, 39]. The corrected value of turbulent viscosity µt in stagnation200

areas is expected to improve the prediction of temperature gradients.
In addition, to investigate the influence of the turbulent viscosity on the tem-

perature field, a numerical experiment with no turbulence model is performed:
the cDNS. In this case, the flow is considered to be fully resolved, i.e. the small
scale structures of turbulence are filtered. This approach will therefore tend205

to minimize thermal diffusion and thus maximize temperature gradients. The
equation system is the same as for DNS studies, although the mesh is not fine
enough to capture the smallest scales, as theorized in the Kolmogorov theory
[40]. For example, in the injection area, the smallest scale η [m], can be linked

to the Reynolds number Re =
uinjD

ν by the relationship η ∼ DRe−3/4, with the210

injection velocity uinj [m/s], the injection diameter D [m] and the kinematic
viscosity ν [m2/s]. For the D10Q2 case, Re ≈ 1.5 × 104 at minimum, conse-
quently this scale is at maximum η = 7.3 × 10−6 m. The smallest cell size is
4.9×10−5 m. The DNS conditions are not satisfied but the simulation may still
give insights into the impact of turbulence modeling.215
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To save computational resources, the different simulations have been initial-
ized at 180 s based on the k−ω SST results; this corresponds to the beginning
of the thermal stratification.

3. Numerical Method

The OpenFOAM solver chtMultiRegionFoam [41] is used to perform the220

CHT simulations. In the fluid region, the solver uses the Pressure Implicit with
Splitting of Operators (PISO) algorithm [42, 43]. A variable time step is used
to maintain the Courant–Friedrichs–Lewy number (CFL) lower than 1 during
the simulations.

A symmetry assumption is used to reduce CFD cost. Only half of the tank,225

cut through the (x,y) plane, is considered. The mesh is issued from the hetero-
geneous case described in the previous study [14]. It is composed of 651 482
cells in the fluid region and 449 126 cells in the solid regions, using hexahedral
dominant meshes. In the fluid region, the minimal cell volume (1.17×10−13 m3)
is located in the injection area where the velocities are the highest and the maxi-230

mal cell volume (2.6×10−7 m3) is located in the main bulk. A y+ < 1 numerical
criterion on walls is maintained to avoid wall functions. The mesh is issued and
was validated in a previous study [14].

4. Results

4.1. Comparison of thermal gradient predictions235

Figure 4 shows a comparison of the CFD results with the experimental mea-
surements. Averaged temperatures are calculated using an arithmetic average
from local temperature probes. Concerning the averaged gas temperature, for
all the CFD approaches, it matchs the experimental averaged gas temperature.
Considering the maximum temperature, probe TT764, the k − ω SST case un-240

derestimates the temperature while the cDNS case overestimates it. The k − ω
SST SAS case results are in-between, in better agreement with the experimental
data than the other CFD approaches, even though slightly lower.

On the TT761 probe, the k − ω SST model overestimates the temperature
while the cDNS case underestimates it. The k − ω SST SAS case is slightly245

higher than the experimental value.
The values of the averaged and probe temperature deviations (Texp−TCFD)

at the final time (630 s) for the different CFD approaches are presented in table
2.

A detailed monitoring of each probe is presented in figure 5. It can be noted250

that the k − ω SST SAS case is closer to the experimental data on the higher
and lower probes than on the central probes (TT762, TT766, TT769).

The k − ω SST SAS case shows better prediction of the thermal gradients
(i.e. closer to the experimental data) than the k − ω SST and the cDNS cases.
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Texp − TCFD [◦C]\CFD approaches k − ω SST k − ω SST SAS cDNS
av(T) tf [◦C] -0.12 0.11 -0.73
TT764 tf [◦C] 15.05 2.17 -4.82
TT761 tf [◦C] -8.01 -1.79 5.66

Table 2: Temperature deviations between the experimental data and CFD simulation results
at the end of the filling, for each CFD approach.
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Figure 4: Scenario D10Q2. Comparaison between the experimental measurements and CFD
results concerning the averaged and local temperature values, for each CFD approach. The
results of the k − ω SST model simulation are issued from [14].
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Figure 5: Scenario D10Q2. Comparison between the local temperatures issued from the
simulations and the experiment. Probe locations are indicated at the top of the figure.
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4.2. Field comparison255

Figure 6 presents, for scenario D10Q2 at three instants (200 s, 400 s, 600 s),
the temperature fields simulated by the k−ω SST (upper view) and k−ω SST
SAS (lower view) turbulence models. Likewise, figure 7 depicts the effective
thermal diffusivity. In figures 6 and 7, the fields are located in the symmetry
plane.260

The source termQSAS , added to the ω balance equation in the k−ω SST SAS
model, limits the level of turbulent viscosity. The effective thermal diffusivity
behaves like the turbulent viscosity (expression (5)). Figure 7 shows that the
level of effective thermal diffusivity is reduced when the k − ω SST SAS model
is used. In the stagnation area where there is no mixing, the lower effective265

thermal diffusivity strongly influences the temperature field. Figure 6 shows
that, for each time instant, the averaged temperature (given above the thermal
field) is similar for the two turbulence models, while the maximum temperature
(also reported above the thermal field) is significantly different. For example at
600 s, the difference of maximum temperature between the k−ω SST SAS and270

k − ω SST turbulence models reaches approximately 13 ◦C.
A complementary video of scenario D10Q2 using the k− ω SST SAS model

is available in the Supplemental Data. It presents the thermal field in the
upper view and the velocity field in the lower view.

5. Application to other filling scenarios275

The comparison reported in section 4 shows that the k−ω SST SAS turbu-
lence model substantially improves the thermal gradient prediction for scenario
D10Q2. Two other filling scenarios are selected to confirm the accuracy of this
approach, scenarios D6Q2 and D6Q8.

For both scenarios, a mesh composed of 704 209 cells in the fluid region280

is employed. The processing time depends on the solver algorithm and the
inlet velocity. It has been found that the PISO solver is computationally more
efficient for velocities below 10 − 20 m/s while the PIMPLE algorithm [44] is
faster for higher velocities, using a CFL > 1. Consequently, a PIMPLE-PISO
switch has been performed at 100 s for scenario D6Q2 and at 80 s for scenario285

D6Q8.

5.1. Scenario D6Q2

Like scenario D10Q2, scenario D6Q2 leads to a large difference between the
averaged and maximum gas temperatures issued from the probes (figure 2,D),
Tmax−Tav = 30.03 ◦C and Tmax−Tav = 26.76 ◦C, respectively. Unlike scenario290

D10Q2, scenario D6Q2 involves an injection pipe, which is usually present during
tank filling in real conditions.

Figure 8 compares the average and local probe temperatures issued from
the experimental measurements with the CFD results. For scenario D6Q2,
measurements from the probes TT760, TT764 and TT767 tend to converge295

during the filling. The probe TT760 temperature rises at 90 s, then the probe
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A)

B)

C)

Figure 6: Scenario D10Q2. Comparison of the temperature fields predicted by the k−ω SST
(upper views) and k − ω SST SAS (lower views) turbulence models, at three time instants:
(A) 200 s, (B) 400 s and (C) 600 s. The black line corresponds to the isoline of averaged
temperature.
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A)

B)

C)

Figure 7: Scenario D10Q2. Comparison of the effective thermal diffusivity fields predicted by
the k − ω SST (upper views) and k − ω SST SAS (lower views) turbulence models, at three
time instants: (A) 200 s, (B) 400 s and (C) 600 s.
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Figure 8: Scenario D6Q2. Comparison between the averaged and local temperature values
issued from the experimental measurements and the CFD results using the k − ω SST SAS
turbulence model. The maximum temperature value issued from the CFD thermal field is
represented by a red dashed line. The upper view is a zoomed view in the time interval
[70 s 200 s], to see the delay of probe TT760 temperature between the CFD and experimental
results.

TT764 temperature at 130 s and finally the probe TT767 temperature at 180 s.
At the final time, the temperatures measured by probes TT760, TT764 and
TT767 are very close. The CFD results predict a similar phenomenon, i.e. a
local increase of temperature (a hot spot) occurs near the injection region where300

the gas is not cooled by the injected gas. Once the buoyancy forces dominate
the jet momentum forces, the jet is deflected and the hot spot is convected
along the upper part, crossing successively probes T760, TT764 and TT767.
Figure 9 shows that the hot spot is close to the injector region at t = 150 s.
At t = 200 s, the hot spot has already crossed probes TT760 and TT764 but305

not probe TT767. At t = 450 s, the hot spot has reached the rear region of
the tank. The CFD predicts this phenomenon with a delay compared to the
experimental measurements. In figure 8, the temperature raise for probe TT760
occurs at 150 s in the CFD results versus 90 s in the experiment.
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After 150 s, the maximum gas temperature issued from the CFD results (red310

dashed line) is similar to the temperature from probe TT760. This suggests that
probe TT760 is correctly located to measure the maximum temperature in the
tank at the end of the filling.

The CFD simulation predicts a lower vertical thermal gradient than that
measured experimentally. At time t = 568.9 s, the difference of temperature315

for probe TT760 between the experimental measurements and the CFD results
is Texp − TCFD = 10.1 ◦C. The difference for probe TT768 is Texp − TCFD =
−8.02 ◦C.

The difference between the experimental measurements and the CFD results
are larger than for the D10Q2 scenario. No results issued from the k − ω SST320

model are available and the impact of the SAS approach cannot be estimated
for the D6Q2 scenario.

These discrepancies could be explained by the presence of the experimen-
tal measurement device in the gas region. A thermocouple tree (figure 10)has
been inserted in the rear region of the tank (region opposite to the injector re-325

gion). Considering the D6Q2 configuration, with an injection pipe, the injection
outlet is closer to the thermocouple tree extremity. This results in a potential
interaction between the jet and the measurement device, leading possibly to
less thermal mixing and larger thermal gradients. Moreover, the jet is deflected
earlier in the D10Q2 scenario. Figures 6 and 9 show that in this scenario, at330

t = 200 s, the jet is more deflected than in the D6Q2 scenario at t = 450 s, re-
ducing the potential influence of the measurement device in the D10Q2 scenario.
The influence of the experimental measurement device on the actual thermal
field remains to be clarified.

5.2. Scenario D6Q8335

Scenario D6Q8 leads to a limited gradient, with a maximum of 11.28 ◦C
between the averaged and maximum gas temperatures issued from the probes
(figure 2,C)). It represents an interesting case to test the k−ω SST SAS turbu-
lence model in a scenario involving an important thermal mixing by the inner
jet.340

Figure 11 compares the average and local probe temperatures issued from
the experimental measurements and the CFD simulation. The minimum tem-
perature is not observed at the lowest probes (TT761,TT765,TT768), but at
the TT763 probe. This can be explained as follows: due to the gravity, the cold
jet is deflected and hits the TT763 probe, which is closer to the injector outlet345

than the TT765 probe. The averaged and local temperatures predicted by the
CFD simulation are close to the experimental measurements.

The jet oscillates in the tank. By oscillating up and down, it successively
cools down the upper part and the lower part of the tank. The temperatures
from probes TT763 and TT760 oscillate in phase opposition (figure 11). When350

the jet stops oscillating (close to 70 s), the same phenomenon as for scenario
D6Q2 occurs: with the deflection of the jet, a hot spot is convected from the
injector region to the tank rear region, and a vertical thermal gradient develops.
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Figure 9: Scenario D6Q2. CFD simulation using the k − ω SST SAS turbulence model. The
temperature field in the (x,y) plane is reported at time t = 150 s, t = 200 s and t = 450 s.
The convection of the hot spot is visible between t = 150 s and t = 200 s.

Figure 10: Thermocouple tree photograph reproduced from the report concerning the exper-
imental tests of the HyTransfer project [13].
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Complementary videos of scenarios D6Q2 and D6Q8 using the k − ω SST
SAS model are available in the Supplemental Data.355

6. Conclusion

The objective of this work was to improve the CFD prediction of thermal
gradients during the filling stage of a hydrogen tank. Previous studies [16,
34, 14] had shown that the URANS approach, associated with the k − ω SST
turbulence model, tends to underestimate thermal gradients. Here, the impact360

of turbulence modeling on thermal gradient prediction was investigated on an
experimental case, issued from the HyTransfer project [12] and leading to large
thermal gradients. The underprediction of the thermal gradient magnitude by
the k−ω SST model was attributed to an overestimation of the eddy-viscosity,
which plays a key role in thermal diffusion. An advanced turbulence model, the365

k − ω SST SAS model, was used to balance the eddy-viscosity production, and
it was shown to substantially improve the prediction for this filling scenario.

The accuracy of the k − ω SST SAS model was assessed on a second filling
scenario leading to large thermal gradients. The CFD results underestimate the
maximum gas temperature by 10.1 ◦C, compared to the experimental measure-370

ments. This difference could be attributed to the measurement device present
in the tank during the experiments, which may potentially interact with the jet.
The impact of the measurement device on thermal mixing needs to be clarified.

The k − ω SST SAS turbulence model leads to accurate predictions for a
third scenario with limited thermal gradients. It requires similar computational375

resources compared to the k − ω SST turbulence model. Consequently, the
present study suggests to use the k − ω SST SAS turbulence model for CFD
simulation of tank filling.
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