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Abstract

Modularity is a general principle present in many fields. It offers attractive advantages, including, among
others, ease of conceptualization, interpretability, scalability, module combinability, and module reusability. The
deep learning community has long sought to take inspiration from the modularity principle, either implicitly
or explicitly. This interest has been increasing over recent years. We review the notion of modularity in deep
learning around three axes: data, task, and model, which characterize the life cycle of deep learning. Data
modularity refers to the observation or creation of data groups for various purposes. Task modularity refers to
the decomposition of tasks into sub-tasks. Model modularity means that the architecture of a neural network
system can be decomposed into identifiable modules. We describe different instantiations of the modularity
principle, and we contextualize their advantages in different deep learning sub-fields. Finally, we conclude the
paper with a discussion of the definition of modularity and directions for future research.

1 Introduction

Modularity is a general principle present in many fields such as biology
7 complex systems , mathematics , system design 7 computer
science , graph theory . While sharing the same name, there is no universally agreed upon
definition of modularity . However, we can identify a shared definition @: in general, modularity is the

property of an entity whereby it can be broken down into a number of sub-entities (referred to as modules). This
definition has different instantiations in different fields with their nuances [205] from which various properties may
arise. Such field-specific properties include autonomy of modules (limited interaction or limited interdependence

between modules) [7,[14}[15/[17,/52//87,/96,[113,[119}[167}[1701[177,[208260], functional specialization of modules
, reusability of modules ﬂ§|,, combinability of
modules [6,/12}/144][151}[165/[177,[184}[188|[239], replaceability of modules [174,[175,/177].

As a general principle, modularity is a descriptive property and an organizational scheme. It is a means of
representing entities (data, tasks, models) to be able to manipulate them, conceptually or practically
. Though modular entities are not necessarily hierarchical , many modular entities have a hierarchical
structure in the sense that multiple modules of a lower hierarchy level can form one module of a higher
hierarchy level. The modules of the lower hierarchy level are of finer granularity than those of the higher hierarchy
level. At the same level of the hierarchy, modules can refer to an exclusive division of the overall entity (hard
division) or overlapping parts of the overall entity (soft division). The decomposed modules can be homogeneous
(similar modules) or heterogeneous (dissimilar modules).

Back to the very beginning of neural network research in the last century, the community started to be interested
in bringing the notion of modularity to neural networks , this interest has been revived recently @
91[12,[391[61}[77.[78[135,[209}[239]. The publication trend (Figure [1)) shows an increasing interest in the modularity
principle within deep learning over recent years. This survey investigates the notion of modularity in deep learning
around three axes: data, task, and model. The organization of the survey is shown in Figure
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Figure 1: Publication trend of “modular deep learning” from 1990 to 2021. The ratio of the count of
publications containing “modular deep learning” and “modular neural network” among publications containing
“deep learning” and “neural network”, indexed by Google Scholar. The horizontal axis is the publication year.
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Figure 2: Organization of this survey. The first three sections discuss how the modularity principle is instanti-
ated in the three axes: data, task, and model architecture. We then cover other modularity notions for completeness.
Finally, we discuss the definition of modularity and directions for future research. The introduction and conclusion
are ignored in this figure.

2 Data modularity

Data is an entity used to represent knowledge and information. In the context of machine learning and deep learning,
it can take various forms e.g., image, audio sound, and text. Data samples can be interpreted as points in a high
dimensional space (fixed-length dense vectors) . A collection of data samples is a dataset. Datasets can
be used to train or test deep learning models, referred to as training or test datasets. In these scenarios, data is
the input of deep learning models (neural networks) [94].

Data modularity is the observation or creation of data groups; it refers to how a dataset can be divided into
different modules for various purposes. The division of the dataset into modules facilitates conception and data
manipulation. Data modularization can influence the training of learning machines . Some algorithms
leverage data modularity so that each data module is processed by a different solver .

We identify two types of data modularity: intrinsic data modularity and imposed data modularity. Intrinsic data
modularity means identifiable dataset divisions naturally in data, which a human practitioner does not introduce.
Imposed data modularity means identifiable dataset divisions that a human practitioner introduces. The rationale
of this taxonomy is that when the dataset reaches the practitioner who analyses it, it already contains some form
of intrinsic modularity, including that stemming from the class labels. The people who collect the data are not
considered practitioners.
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Figure 3: Illustration of modularity in data. (a) intrinsic data modularity based on super-classes, images, and
class hierarchy in ImageNet ; (b) intrinsic data modularity based on styles characterized by a set of metadata,
the upper-left circle contains black-on-white characters, the upper-right circle contains white-on-black characters,
the lower circle contains characters with natural foreground and background, all characters are drawn from the same
set of classes (small-case Latin characters), these three circles illustrate the division of a character dataset based on
its metadata; (c¢) intrinsic manifolds in the form of a moon dataset, where each data manifold can be considered

as a module; (d) few-shot learning episodes, reprinted from [191]. (a), (b) and (c) are examples of intrinsic data
modularity, (d) is an example of imposed data modularity.

2.1 Intrinsic data modularity

Intrinsic data modularity means identifiable dataset divisions naturally in data, which are not introduced by a
human practitioner.

Any supervised learning datasets can be divided according to the classes (labels); data points belonging to the
same class are supposed to be close to each other in a hidden space, which allows for solutions of classification
algorithms. Classes sharing common semantics can be further grouped to form super-classes. For example, Ima-
geNet has a class hierarchy (see Figure (a)) which is used by Meta-Dataset . Omniglot dataset and
OmniPrint datasets contain character images organized in scripts, each script (super-class) contains several
characters (classes); Meta-Album dataset is a meta-dataset including 40 datasets, where each dataset can be
considered as a super-class. The super-classes provide information about class similarity, allowing splitting datasets
according to the semantics .

In addition to the classes or super-classes, data points can also be grouped by one or several metadata such
as time, location, and gender. Such metadata is available with the Exif data of photos. The OmniPrint data
synthesizer generates data together with a comprehensive set of metadata, including font, background, foreground,
margin size, shear angle, rotation angle, etc. [227] (see Figure [3[ (b)). The NORB dataset collected stereo image
pairs of 50 uniform-colored toys under 36 angles, 9 azimuths, and 6 lighting conditions, where the angles, azimuths,
and lighting conditions serve as the metadata .

Some datasets contain intrinsic clusters in the high-dimensional feature space. Such intrinsic clusters can stem
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from the underlying data generative process, where latent categorical variables determine the natural groups of data.
An illustrative example is a Gaussian Mixture distribution where data points are assumed to be generated from a
mixture of a finite number of Gaussian distributions with unknown parameters |[101]. Some datasets have intrinsic
manifolds; an illustrative example is the moons dataset as shown in Figure |3 (¢), where the two manifolds interlace
while preserving an identifiable division, each manifold can be considered as a module. Both of the above examples
fall into the category of data clustering. When data samples are interconnected in the form of a graph [154}/249],
this is called graph partitioning. One question which arises is how to determine the optimal clustering of a dataset.
Luxburg et al. [240] argue that there are no optimal domain-independent clustering algorithms and that clustering
should always be studied in the context of its end-use.

Multi-modal deep learning aims to build models that can process and relate information from multiple modalities.
Here the modality refers to the way in which something happens or is experienced e.g., data in the form of image,
text, audio [19]. Multi-modal datasets fall into the category of intrinsic data modularity in the sense that the
data in each modality can be considered a module. For example, VQA v2.0 dataset [97] consists of open-ended
questions about images; SpeakingFaces dataset 3] consists of aligned thermal and visual spectra image streams of
fully-framed faces synchronized with audio recordings of each subject speaking.

2.2 Imposed data modularity

Imposed data modularity means identifiable dataset divisions which are introduced by a human practitioner.

When training deep learning models [94], human practitioners usually divide the whole training dataset into
mini-batches, which can be seen as a kind of imposed data modularity. The gradient is computed using one mini-
batch of data for each parameter update; one training epoch means passing through all the mini-batches. This
iterative learning regime is called stochastic gradient descent [199]. Mini-batches reduce the memory requirement
for backpropagation, which makes training large deep learning models possible. On the other hand, batch size also
influences learning behavior. Smith et al. [221] showed that the benefits of decaying the learning rate could be
obtained by instead increasing the training batch size. Keskar et al. [131] showed that learning with large batch
sizes usually gives worse generalization performance.

Instead of using a sequence of mini-batches sampled uniformly at random from the entire training dataset,
curriculum learning [100] uses non-uniform sampling of mini-batches such that the mini-batch sequence exhibits an
increasing level of difficulty. A related concept is active learning [193], which assumes that different data points in
a dataset have different values for the current model update; it tries to select the data points with the highest value
to construct the actual training set.

The model performance is usually tested on few-shot episodes in few-shot learning and meta-learning. Few-shot
episodes are typically formed by drawing several classes N from the class pool and several examples K for each
selected class, called N-way-K-shot episodes [79,[223] (Figure [3| (d)). For such scenarios, the meta-training phase
can employ the same episodic learning regime or not [235], recent studies [141,/242,/244] and competition results [71]
suggest that episodic meta-training is not more effective than vanilla pretraining with access to the global class
pool.

Data augmentation is a way to generate more training data by applying transformations to existing data [216].
The transformed versions of the same data point can be seen as a module. Some transformations, such as rotation
and translation, form a group structure [196]. The effect of such data augmentation can be understood as aver-
aging over the orbits of the group that keeps the data distribution approximately invariant and leads to variance
reduction [40].

In addition to splitting the dataset into subsets of samples, each data sample can be split into subdivisions of
features, referred to as feature partitioning. A dataset can be represented as a matrix where each row represents one
data sample; each column represents one feature dimension. It can then be divided along the sample and feature
dimensions. Schmidt et al. [207] process each feature partition with a different model. For image classification
tasks, input images can be split into small patches that can be processed in parallel [67}[121].

2.3 Conclusion of data modularity

We argue that data without structure contains no useful information for learning dependencies (e.g., between feature
and label). Some dependencies boil down to the emergence or the creation of groups. Intrinsic data modularity
relates to the semantic relationship between samples and how data samples are similar or dissimilar. Imposed data
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modularity, on the other hand, relates to the way that practitioners organize data at hand to better train learning
machines.

Future research for data-centric deep learning may investigate the relationship between intrinsic and imposed
data modularity. For example, does intrinsic data modularity promote imposed data modularity? How does this
interplay affect model training?

Data modularity describes how the input of deep learning models can be modularized. On the other hand, the
end goal (the output) of deep learning models can also be modularized, which is the topic of the next section.

3 Task modularity

Figure 4: Illustration of sub-task decomposition. The upper figure illustrates the parallel decomposition of a
task. The lower figure illustrates the sequential decomposition of a task.

Deep learning models are tools to solve tasks e.g., from the classification of entities to the generation of realistic
photos. Solving a task is equal to achieving a corresponding objective. In deep learning, we usually model an
objective by an explicit differentiable objective function (also known as a loss function), allowing end-to-end training.
This perspective can be generalized to any task, even if the objective function is implicit and does not entail
a differentiable form. For example, the task of “purchasing a cup of tea” can be characterized by an indicator
function that returns a penalty if no tea can be purchased or a bonus otherwise. In deep learning, tasks are often
related to data; but they are different. Given the same dataset, one can define various tasks on top of it. For
example, the MNIST dataset can be used either for an image classification benchmarking task or for a pixel
sequence classification benchmarking task [96,[139], the OmniPrint-meta[1-5] datasets can be used either for
a few-shot learning benchmarking task or for domain adaptation benchmarking task. Tasks define the objective;
they are orthogonal to how the end goal should be achieved.

This section presents task modularity i.e., sub-task decomposition. Sub-task decomposition means that a
task could be factorized or decomposed into sub-tasks. Sub-task decomposition facilitates conceptualization and
problem-solving. The divide-and-conquer principle breaks down a complex problem into easier sub-problems
57,[118}[187]. By solving each individual sub-problem and combining the solutions, the complex problem can be
solved more efficiently. The sub-task decomposition facilitates the integration of expert knowledge, and the a priori
knowledge can further facilitate problem-solving. Sub-task decomposition can also promote reuse if the overall task
is compositional; the solution to sub-tasks may be reused in other tasks .

The sub-task decomposition can be categorized into two regimes: parallel decomposition and sequential de-
composition (Figure @ Parallel decomposition means that the sub-tasks can be executed in parallel. Sequential
decomposition means that the sub-tasks need to be executed in order; certain sub-tasks cannot be executed before
the previous sub-task is finished. In practice, these two regimes can be mixed. For example, a sub-task from a
sequential decomposition can be further decomposed parallelly, which leads to a directed acyclic graph workflow.

3.1 Parallel sub-task decomposition

A parallel sub-task decomposition is called homogeneous if the decomposed sub-tasks are similar. One typical
example is dividing a multi-class classification problem into multiple smaller classification problems . Given a
neural network trained to perform a multi-class classification problem, Csordés et al. use parameter masks to
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identify subsets of parameters solely responsible for individual classes on their own. Kim et al. [133] learn to split
a neural network into a tree structure to handle different subsets of classes. They assume that different classes
use different features, the tree-structured neural network ensuring that the later layers do not share features across
different subsets of classes. Pan et al. [174|175] and Kingetsu et al. [134] decompose a multi-class classification model
into reusable, replaceable and combinable modules, where each module is a binary classifier. Such modules can
be recombined without retraining to obtain a new multi-class classifier. These methods can be useful in situations
where the classes to be classified frequently change. Abbas et al. |2] use transfer learning and class decomposition to
improve the performance of medical image classification. Such sub-task decomposability is an implicit prerequisite
of the model editing problem [127,160L[162}|163}220]. Model editing aims to modify a specific sub-task learned by
a trained neural network without damaging model performance on other inputs, e.g., it aims to patch the mistake
of the model for a particular sample. If the task cannot be decomposed into disentangled sub-tasks, then model
editing cannot be achieved.

A parallel sub-task decomposition is termed heterogeneous if the decomposed sub-tasks are dissimilar; such
decomposition is usually problem-dependent and requires expert knowledge of the task at hand. Belay et al. [25]
decompose the recognition task of Amharic characters into a vowel recognition task and a consonant recognition
task to reduce overall task complexity. Cao et al. |36] decompose the full self-attention into question-wide and
passage-wide self-attentions to speed up inference for question answering tasks. Ding et al. [66] decompose the
facial recognition task into multiple facial component recognition tasks. Zhou et al. [266] decompose the neural
network learning task into structure learning and parameter learning to learn equivariance from data automatically.
Gatys et al. [89] decompose the natural image synthesis task into a content component and a style component,
which allows recombining the content and the style in a combinatorial way to generate new images.

3.2 Sequential sub-task decomposition

Sequential sub-task decomposition reflects the sequential pipeline of the task. A simple example is the division
of a machine learning task into a preprocessing stage (data cleaning and normalization) and a model inference
stage [190].

In reinforcement learning, a complex task can usually be decomposed [219] into a sequence of sub-tasks or steps.
An illustrative example is to imagine that the task of manufacturing an artifact Z requires purchasing the raw
material X, forging X to produce parts Y, and then assembling the parts Y into the end product Z. Both X
and Y can take different values independently (X € {z1,z2,23,...},Y € {y1,¥2,¥s,...}). Different values of X
and Y can be recombined, which forms a combinatorial number of possible scenarios to learn. This pipeline can
be factorized into three stages: (1) raw material purchase, (2) forging to produce parts, and (3) assembling of
parts. Reinforcement learning agents would learn more efficiently if the learning happens at the granularity of the
factorized stages instead of the overall task [56]. Furthermore, such a factorization enables the independence of
credit assignment |181]; the failure of the overall task can be traced back to the problematic stages, while the other
stages can remain untouched. For example, if the raw material is of bad quality, then the purchase sub-task needs
to be improved; the forging sub-task and the assembling sub-task do not need to be changed [39].

The sequential pipeline is omnipresent in practical applications e.g., optical character recognition (OCR), nat-
ural language processing (NLP). When facing a multi-script (multi-language) recognition task, the pipeline can
consist of a script identification stage and a script-specific recognition stage [112,/210], which decouples the domain
classifier and the domain-specific solver. The text-in-the-wild recognition task [41] usually consists of decoupled text
detector (to localize the bounding box of the text) and recognizer (recognize the text from the bounding box) [41].
Traditional OCR methods also decompose the word recognition task into a character segmentation task and a char-
acter recognition task [3748)128/204]. Traditional NLP pipeline includes sentence segmentation, word tokenization,
part-of-speech tagging, lemmatization, filtering stop words, and dependency parsing [125]. In bioinformatics, the
scientific workflow (data manipulations and transformations) groups similar or strongly coupled workflow steps into
modules to facilitate understanding and reuse [55].

3.3 Conclusion of task modularity

The sub-task decomposition can be parallel, sequential, or mixed (directed acyclic graph). We provided examples
from the literature that leverage sub-task decomposition to reduce task complexity or promote the reuse of sub-task
solutions. Task modularity can help integrate expert knowledge and promote model interpretability when paired
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with model modularity, as will be discussed in the next section.

Future research may focus on how to automate the process of sub-task decomposition or make the problem-
dependent sub-task decomposition techniques transferable to other tasks, which is an important step for AutoML.
It would reduce the demand for highly qualified deep learning engineers, which can reduce expert bias and entry
barriers to deep learning.

4 Model modularity

This section presents model modularity. It means that the architecture of the neural network system (one neural
network or a system of neural networks) consists of identifiable sub-entities (modules).

Model modularity is different from task modularity. A task define an objective, task modularity focuses on
decomposing the objective into sub-objectives. Model modularity focuses on the architecture of the neural network
system, it decomposes the solution into sub-solutions.

4.1 Advantages of model modularity

Model modularity provides ease of conceptual design and implementation. For example, modern neural networks
consist of repeated layer/block patterns (modules). Examples include fully-connected neural networks [94], vanilla
convolutional neural networks, ResNet [105,|251], Inception [230] and models searched by Neural Architecture
Search (NAS) [|741|270]. The design with homogeneous modules allows for a more concise description of the model
architecture in the sense of Kolmogorov complexity (short description length) [148[/149]. For example, instead of
specifying how each primitive operation (e.g., sum, product, concatenation) interacts in a computational graph,
the model can be described as a collection of modules that interact with each other [92]. The standardization of
such neural network building blocks (fully-connected layers, convolutional layers) also enabled the development of
highly optimized hardware and software ecosystems for fast computation [1}/90,98L|156}/178].

Together with sub-task decomposition (task modularity), model modularity offers ease of expert knowledge
integration [|12}25,(95/211,214] and interpretability [118,[135}/137,|184]. Interpretability can have different forms.
For example, each neural network module could be assigned a specific interpretable sub-task. On the other hand,
selective module evaluation provides insights on how different samples/tasks are related [6/12/119209] in the context
of conditional computation [28].

The model decomposition into modules promotes reusability and knowledge transfer [33]. Though each neural
network is typically trained to perform a specific task, its (decomposed) modules could be shared across tasks if
appropriate mechanisms promote such reusability. The simplest example would be the classical fine-tuning paradigm
of large pretrained models [50}104}/106,[258]. This paradigm typically freezes the pretrained model and only retrains
its last classification layer to adapt it to the downstream task. Pretrained models are typically pretrained on large
datasets [201,225,254]. The large amount and diversity of training data make pretrained models’ intermediate
features reusable for other downstream tasks. More recently, the finer-grained reusability of neural network systems
has attracted the attention of researchers. Such methods assume that the tasks share underlying patterns and
keep an inventory of reusable modules (each module is a small neural network) |6,/12,|135239]. Each module learns
different facets (latent factors or atomic skills) of the knowledge required to solve each task. The selective/sparse use
and dynamic reassembling/recombination of these modules can promote sample efficiency [184] and combinatorial
generalization [6}12}/62}/117].

Combinatorial generalization is also known as compositional generalization, “infinite use of finite means” [47],
and systematic generalization. It aims to generalize to unseen compositions of known functions/factors/words |38,
60,82,132,|143}|173,[185], it is the ability to systematically recombine previously learned elements to map new
inputs made up from these elements to their correct output [206]. For example, new sentences consist of new
compositions of a known set of words. Combinatorial generalization is argued to be important to achieve human-
like generalization |23][1141115[/134,/142,[146}|153}[1641[183}/184./237/243|. Learning different facets of knowledge with
different modules in a reusable way could be one solution to combinatorial generalization. Modular systems have
been shown effective for combinatorial generalization [197] in various fields e.g., natural language processing [114}144,
169,/183,/184], visual question answering [12,/16,/62], object recognition [38}[142}|176/|185], and robotics [6L[51}/64,{179].

The modularization of neural network systems promotes knowledge retention. If different knowledge is localized
into different modules, targeted knowledge updates and troubleshooting [134,[1741|175] will be possible. This can
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alleviate gradient interference of different tasks |126,/155/261] and catastrophic forgetting [41/6,(10}/72,(85] 1204129,
1721|2021|233/[239].

Modular neural network systems facilitate model scaling in two ways. (1) Modular models like fully-connected
models and ResNet can be scaled up (or down) by simply stacking more (or less) modules to increase (or decrease)
the model capacity to fit larger (or smaller) datasets [105]. (2) Modular methods based on sparsely activated
Mixture-of-Experts [209] decouple computation cost from model size. They allow drastically increasing the model
capacity without increasing compute cost because only a small fraction of the model is evaluated on each forward
pass [21149,/68.|75/102,[209]. The extreme example of these sparsely activated models is Switch Transformer [76]
which contains 1.6 trillion parameters, pushing the competition of large model sizes [35,[222] to the next level.

4.2 Typical modules in deep learning models

This section reviews some typical modules in the deep learning literature.

Almost all systems are modular to some degree [205], neural network systems can almost always be decomposed
into subsystems (modules) [18] following different points of view. More specifically, they usually consist of a
hierarchical structure in which a module of a higher hierarchy level is made of modules of a lower hierarchy level.
The elementary layer of modern neural networks (e.g., fully-connected layer, convolutional layer) can be seen as a
module on its own. On the other hand, any neural network as a whole can also be considered as a module e.g., in
the context of ensemble [268], Mixture-of-Experts [119], and Generative Adversarial Networks (GAN) [95]. Some
literature [264[61}/134./226] define modules as sub-neural networks where part of the parameters are masked out (set
to 0). In these cases, overlapping modules can be obtained when the masks overlap.

hy
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Figure 5: Examples of a module. (a) a fully-connected layer; (b) a basic ResNet module, reprinted from |105];
(¢) an LSTM module, reprinted from [44].

4.2.1 Modules for non-sequential data

Fully-connected layers (Figure [5| (a)) imitate the connections between neurons in biological neural networks but
connect every input neuron to every output neuron [94]. In practice, a fully-connected layer is implemented as a
matrix multiplication between input data and learnable parameters. Convolutional layers introduce the inductive
bias of translation equivariance. Conceptually, a convolutional layer (with a single output channel) can be obtained
from a fully-connected layer by enforcing local connectivity and parameter sharing [94]. Local connectivity means
that each neuron only connects to a subset of neurons of the previous layer; parameter sharing means that the same
learnable parameters are used across receptive fields. In practice, a convolutional layer is implemented as a collection
of kernels/filters shifted over the input data [156,/178|. Each kernel performs a dot product between input data and
learnable parameters. Depending on the number of dimensions over which kernels are shifted, a convolutional layer
is termed e.g., 1D, 2D, 3D. 2D convolutional layers are widely used in computer vision tasks [138}/147]. Locally
connected layers are similar to convolutional layers except that they remove the constraint of parameter sharing
(across kernels). It helps if one wants to impose local receptive fields while there is no reason to think each local
kernel should be the same [94]. Low-rank locally connected layers relax spatial equivariance and provide a trade-
off between locally connected layers and convolutional layers. The kernel applied at each position is constructed
as a linear combination of a basis set of kernels with spatially varying combining weights. Varying the number
of basis kernels allows controlling the degree of relaxation of spatial equivariance [73]. Standard convolutional
layers offer translation equivariance; a line of research focuses on generalizing this to other equivariances (rotation,
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reflection), referred to as group convolutional layers 24,5354, 65,88,/246-248]. On the other hand, depthwise
separable convolutional layers [46,109,213| factorize a standard convolutional layer into a depthwise convolutional
layer and a pointwise convolutional layer, which reduces model size and computation.

Multiple layers can be grouped into a building block (a module of a higher hierarchy level). Such examples include
the building blocks of ResNet [105], Inception [229,230], ResNeXt [251], Wide ResNet [262]. Inception [229}/230]
has parallel kernels of multiple sizes within each block and merge their results to extract information at varying
scales. Inception also includes several techniques to reduce computation cost e.g., factorizing large kernels into
smaller kernels and using 1 x 1 convolution to reduce dimensionality. A ResNet block [105] (Figure [5| (b)) contains
a sequence of convolutional layers; it adds a skip-connection (also known as residual connection, identity mapping)
from the beginning to the end of the block to alleviate vanishing gradients. Many variants of the ResNet block
have been proposed. For example, Wide ResNet [262] increases the block width; ResNeXt [251] aggregates parallel
paths within each block.

The block design could be automatically searched instead of handcrafted. In order to narrow down the model
search space, some Neural Architecture Search methods [74}[116}/257,/270] automatically search the optimal de-
sign pattern for a block (also known as a cell) while fixing the block composition scheme (also known as meta-
architecture). Once the block design patterns are searched, the full model is instantiated by repeating the searched
blocks following the predefined block composition scheme. For example, NAS-Bench-101 [257] defines the block
search space as all possible directed acyclic graphs on V nodes (V' < 7) while limiting the maximum number of
edges to 9.

McNeely-White et al. [159] report that the features learned by Inception and ResNet are almost linear transfor-
mations of each other, even though these two architectures have a remarkable difference in the architectural design
philosophy. This result explains why the two architectures usually perform similarly and highlights the importance
of training data. This result is corroborated by Bouchacourt et al. |[30], who argue that invariance generally stems
from the data itself rather than from architectural bias.

4.2.2 Modules for sequential data

When the input data is sequential e.g., time series, text, audio, video, Recurrent Neural Networks (RNN) [200]
come into play. The RNN module processes the sequential data one at a time; the output (also known as the hidden
state) of the RNN module at the previous time step is recursively fed back to the RNN module, which allows it
to aggregate information across different time steps. The vanilla RNN module suffers from short-term memory
issues; it cannot effectively preserve information over long sequences. To overcome this issue, gated recurrent unit
(GRU) [45] and long short-term memory (LSTM) [107] module use gates to control which information should be
stored or forgotten in the memory, which allows better preservation of long-term information. In GRU and LSTM
modules, gates are neural networks with trainable parameters. While GRU modules are faster to train than LSTM
modules, their performance comparison varies depending on the scenario. GRU surpasses LSTM in long text and
small dataset scenarios while LSTM outperforms GRU in other scenarios [255].

Contrary to RNN, GRU, and LSTM, which process sequential data one at a time, self-attention layers [238]
process the data sequence in parallel. For each data point in a data sequence (e.g., each time step of a time series),
a self-attention layer creates three transformed versions, referred to as query vector, key vector, and value vector,
through linear transformations. Between each pair of data points, the dot product between the query vector and the
key vector of the pair reflects how much those two data points are related within the sequence. These dot products
are then normalized and combined with the corresponding value vectors to get the new representation of each data
point in the sequence. An enhanced version of self-attention layers is multi-head self-attention layers, which extract
different versions of query vector, key vector, and value vector for each data point. Multi-head self-attention layers
improve performance by capturing more diverse representations. A transformer block combines multi-head self-
attention layers, fully-connected layers, normalization layers, and skip-connections. Models built upon transformer
blocks have achieved state-of-the-art performance in a wide range of tasks such as natural language processing [130]
and speech synthesis |[150]. Transformer models can be applied to image modality by transforming each input
image into a sequence of small image patches [67]. Despite the lack of image-specific inductive bias (translation
equivariance, locality), vision transformers can achieve state-of-the-art performance when combined with a large
amount of training data [20467,/103].
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Figure 6: Illustration of module composition. (a) Sequential concatenation. (b) Ensembling. (c¢) Tree-structure
composition. (d) General Directed Acyclic Graph. (e) Conditional composition. (f) Cooperation composition.

4.3 Composition of modules

Section presents typical modules in the literature. Section discusses how to organize these modules to form
a model (or a module of a higher hierarchy level).

4.3.1 Static composition of modules

Static composition means that the composed structure does not vary with input; the same structure is used for all
input samples or tasks.

One straightforward way to compose modules is sequential concatenation (Figure |§| (a)). It implies that multiple
(typically homogeneous) modules are sequentially concatenated into a chain to form a model, where a module’s
output is the next module’s input. Examples of sequential concatenation include fully-connected models and
ResNet models . This composition scheme typically does not assume an explicit sub-task decomposition; the
chain of concatenated modules can instead be seen as a series of information extraction steps , extracted
features transition from low-level to high-level.

Ensembling composition , on the other hand, organizes modules in a parallel manner (Figure |§|
(b)). The principle of ensembling is to aggregate (e.g., averaging) the results of multiple modules (weaker learners)
to obtain a more robust prediction. The rationale is that different modules are expected to provide complementary
and diverse views of input data. Each module’s data is processed independently without relying on the other
modules at inference time. The regularization method Dropout , which randomly deactivates neurons during
training, can be seen as an implicit ensemble method of overlapping modules.

Sequential composition and parallel composition can be combined, e.g., in the form of a tree structure (Figure@
(c)). A typical scenario of tree-structure composition is a model with a shared feature extractor and multiple
task-specific heads . All the above composition schemes are special cases of DAG (Directed Acyclic Graph,
Figure [] (d)). The general DAG composition scheme is typically found in models searched by Neural Architecture
Search .

Cooperation composition (Figure |§| (f)) assumes that each module is a standalone neural network with specific
functionality and that these neural networks cooperate during training or inference; it is a neural network system
that consists of multiple separate neural networks. Different from ensembling composition, modules in cooperation
composition are typically heterogeneous and interact with each other more diversely. For example, siamese net-
works consists of two neural networks (module) which work together to produce different versions of the
input data. Generative Adversarial Networks (GAN) trains a generator under the guidance of a discrim-
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inator. The same spirit applies to teacher and student neural networks [231]. Some deep reinforcement learning
methods implement the Actor-Critic [228] with two separate new networks, such as AlphaGo [214], A3C [166],
ACKTR [250]. Continual learning with deep replay buffer [211] consists of a continual neural network learner and
a generative neural network serving as the replay buffer. Some other continual learning methods [10}/202}/233}239]
continuously expanding model capacity for new tasks by adding new modules which work in cooperation with old
modules.

4.3.2 Conditional composition of modules

Conditional composition (Figure |§| (e)) is complementary to static composition in the sense that the composed
modules are selectively (conditionally, sparsely, or dynamically) activated (used or evaluated) for each particular
input. The input conditioning can happen at the granularity of individual sample [12,|119}[135] as well as task [118|
155,/157,|184L226]. In the literature, this paradigm is also termed conditional computation [27}28].

The idea of conditional computation can be traced back to Mixture-of-Experts (MoE) introduced in the last
century. An MoE is a system composed of multiple separate neural networks (modules), each of which learns to
handle a sub-task of the overall task [118[267] e.g., a subset of the complete training dataset. A gating network
computes the probability of assigning each example to each module |119|]123] or a sparse weighted combination of
modules [209]. Two issues of MoE are module collapse [135}[164,1209] and shrinking batch size [209], both of which
are related to the balance of module utilization. Module collapse means under-utilization of modules or lack of
module diversity. Due to the self-reinforcing behavior of the gating network during training, premature modules
may be selected and thus trained even more. The gating network may end up converging to always selecting a small
subset of modules while the other modules are never used. Shrinking batch size means the batch size is reduced
for each conditionally activated module. Large batch sizes are necessary for modern hardware to make efficient
inferences because they alleviate the cost of data transfers [209].

MoE can be generalized to e.g., stacked MoE [70}/77,(135,(189,|198] or hierarchical MoE [209}256] (Figure [7)).
Eigen et al. [70] first explored stacked MoE; they introduced the idea of using multiple MoE with their own gating
networks. In order to train stacked MoE, Kirsch et al. [135] use generalized Viterbi Expectation-Maximization
algorithm, Rosenbaum et al. [198] employ a multi-agent reinforcement learning algorithm, Fernando et al. [77] use
a genetic algorithm. MoE systems do not always have explicit gating networks; for instance, Fernando et al. [77]
rely on the results of the genetic algorithm to decide the module routing scheme.
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Figure 7: Extension of Mixture-of-Experts (MoE). (a) A stacked MoE, which stacks multiple MoE layers
into a chain. (b) A hierarchical MoE, where a primary gating network chooses a sparse weighted combination of
“modules”, each of which is an MoE with its own gating network.

Inspired by MoE, some deep learning methods keep an inventory of reusable specialized modules that can
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be conditionally reassembled for each input. This approach has been advocated to promote knowledge transfer,
sample efficiency, and generalization. For example, in visual question answering, Neural Module Networks [12|
62,[111] dynamically reassemble modules into a neural network to locate the attention (region of interest) on the
questioned image. The question’s parsing guides the reassembling process so that the reassembled model reflects the
structure and semantics of the question. For this particular task, the compositionality of modules comes from the
compositionality of visual attention. Following the question’s syntax, the reassembled modules sequentially modify
the attention onto the questioned image. For example, the module associated with the word “cat” locates the image
region containing a cat, and the module associated with the word “above” shifts up the attention. Zhang et al. [264]
investigated adding new abilities to a generic network by directly transplanting the module corresponding to the
new ability, dubbed network transplanting.

Some work relies on the hypothesis that the tasks at hand share some commonalities i.e., hidden factors are
shared across tasks. Each hidden factor can be learned by a separate module from the module inventory for
transfer learning and meta-learning. For example, Alet et al. [6] use simulated annealing to meta-learn an inventory
of modules reusable across tasks to achieve combinatorial generalization. The parameters of an inventory of modules
are optimized during meta-training; the trained modules are reassembled during the meta-test with an optional
parameter fine-tuning process. They demonstrated the utility of their method for robotics tasks. Ponti et al. [184]
assume that each task is associated with a subset of latent discrete skills from a skill inventory. They try to generalize
more systematically to new tasks by disentangling and recombining different facets of knowledge. More precisely,
they jointly learn a skill-specific parameter vector for each latent skill and a binary task-skill allocation matrix. For
each new task, the new model’s parameter vector is created as the average of the skill-specific parameter vectors
corresponding to the skills present in the new task (in addition to a shared base parameter vector).

The conditional composition scheme also has other forms. For example, Teerapittayanon et al. [232] save
computation on easy input data via early exiting; later layers will be skipped if the intermediate feature’s prediction
confidence passes a predefined threshold. Fuengfusin et al. [86] train models whose layers can be removed at inference
time without significantly reducing the performance to allow adaptive accuracy-latency trade-off. Similarly, Yu et
al. |259] train models which are executable at customizable widths (the number of channels in a convolutional layer).
Xiong et al. [253| sparsely activate convolutional kernels within each layer for each particular input sample, which
provides an example of the conditional composition of overlapping modules.

4.4 Conclusion of model modularity

Section {4] presents how the notion of modularity is instantiated in the architecture of neural network systems. The
structure of neural network modules (Section and the way to organize the modules (Section provide a
complementary view of model modularity.

While all modern neural networks are modular to some extent, different instantiations of the modularity principle
offer different advantages (Section . The advantages include ease of conceptual design and implementation, ease
of expert knowledge integration, better interpretability, ease of knowledge transfer and reuse, better generalization
and sample efficiency, ease of knowledge retention, ease of troubleshooting, and better scalability.

5 Other notions of modularity

There remain some other notions of modularity in the deep learning literature.

In graph theory, the term “modularity” refers to a measure commonly used in community detection. It measures
the density of connections within a community (module) compared to between modules communities [170]. This
measure can be applied to graph clustering problems in the form of modularity optimization [32}/110,203,[212].
Inspired by this measure, Filan et al. [78] investigate the parameter clustering pattern that emerged from the
training of a neural network. They view a neural network as an undirected weighted graph (edge weights are the
absolute value of network parameters) and apply spectral clustering on the obtained graph. They observe that
some neural networks trained on image classification tasks have some clustering properties of their parameters:
edge weights are stronger within one cluster than between clusters. Watanabe et al. |245] have obtained similar
results. Béna et al. [26] adapted the graph-theoretic modularity measure to define structural modularity and
define functional specialization through three heuristic measures. The functional specialization can be intuitively
understood as the extent to which a sub-network can do a sub-task independently. To investigate the relationship
between structural and functional modularity, they design a scenario where a model with two parallel modules
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(with an adjustable number of interconnections) is used to predict whether the parity of the two digits is the same
or different. They show that enforcing structural modularity via sparse connectivity between two communicating
modules does lead to functional specialization of the modules. However, this phenomenon only happens at extreme
levels of sparsity. With even a moderate number of interconnections, the modules become functionally entangled.
Mittal et al. |164] observed that modular systems (weighted combination of parallel modules) with a good module
specialization are good in terms of the overall system performance, however end-to-end training itself is not enough
to achieve a good module specialization.
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Figure 8: Illustration of a disentangled representation.

The term “modularity” is related to the notion of independence in some literature. For example, Galanti et
al. [87] use modularity to refer to the ability of hypernetworks [99] to learn a different function for each input
instance. A line of research has been carried out on learning disentangled representation. Intuitively, disentangled
representation aims to reverse the underlying data generating process and retrieve its latent factors into the learned
representation (Figure . One of the desirable properties of a disentangled representation [69,/194},263] is “modu-
larity”. In this context, a modular representation is a representation where each dimension of the representation
conveys information about at most one latent generative factor.

6 Discussion

Defining modularity is, in itself, a challenging problem. The notion of modularity is present in literature across many
different fields [14}/171/22}291|31}[55,/58,(59./80(81}/83}(841/911|93}| 1401|167}/ 168,/170L177,/180}182,/186}195|/208,[217,218|[241].
While many researchers have a strong intuition about what it means for an entity to be modular, there has yet to be
a universal agreement on what defines modularity. The same is true even within the field of deep learning. As rightly
said by Béna et al. [26]: “Modularity of neural networks is a bit like the notion of beauty in art: everyone agrees
that it’s important, but nobody can say exactly what it means”. We argue that the difficulty of defining modularity
stems from the fact that the notion of modularity usually comes with many different properties: replaceability of
modules, combinability of modules, reusability of modules, autonomy of modules (limited interaction or limited
interdependence between modules), functional specialization of modules. Authors from different fields typically
only retain one or two of the above properties to claim an entity to be modular.

In this survey, we define modularity as the property of an entity whereby it can be broken down into a number
of sub-entities (referred to as modules). This definition is the prerequisite of the properties mentioned above; it is
the greatest common definition of the notion of modularity. By recursively applying the definition of modularity, a
modular entity is an entity that can be broken down into sub-entities, where each sub-entity can be further broken
down into sub-sub-entities. This recursion can be repeated for discrete entities until the atomic elements (minimum
indivisible modules) are reached. In that case, a set of atomic elements {a € D} can formally characterize a discrete
entity D; a subset of atomic elements can then characterize a module M C D. The above framework applies to data
modularity (Section [2)) and model modularity (Section . The reason is that data and models are both discrete:
data samples and model parameters are stored in physical computers where everything is represented quantitatively.
On the other hand, we need to use a different framework for task modularity because tasks are usually not discrete.
As discussed in Section [3] each task can be characterized by an objective function F. In this sense, task modularity
can be formally characterized by (objective) function compositions. A task is decomposable if there exists a set of
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functions {f1, f2, ...} that, when composed together, retrieve the form of the original objective function F'.

For discrete entities, one needs to choose the atomic elements. Naively, one could choose each data sample in a
dataset and each neuron in a neural network as the atomic elements. However, both choices remain to be discussed
because they are indeed not the smallest indivisible modules. Regarding data modularity, the dataset division
can happen both at the sample dimension and the feature dimension, which means that each data sample can be
divided into smaller elements e.g., feature vectors of reduced length or image patches. Regarding model modularity,
the modularization can happen at the granularity of parameters e.g., modules can be obtained by masking out
parameters [26}/61,/134}226]. Consequently, one can choose the scalar numbers stored in physical computers (often
represented by floating-point numbers) as the atomic elements. The atomic elements for data are every single
dimension of data samples; the atomic elements for models are every single scalar parameters in the neural network.
It entails that, in some cases, there needs to be some relationship R among atomic elements {a € D} because any
arbitrary subsets of atomic elements do not necessarily form a valid module if the relationship R is broken. In the
above example, the relationship R indicates which scalar numbers should come together to form data samples or
how to use each scalar parameter along the feedforward computation in the computational graph of neural networks.
In consequence, an entity can be a set or a system; a system is a set equipped with relationships R among atomic
elements {a € D}.

7 Future research

As modularity is a general principle, this survey covered many elements from different sub-fields of deep learning;
each sub-field can provide a lot of future avenues of research on its own. To name a few, McNeely-White et al. [159]
and Bouchacourt et al. [30] showed that given the same training data, learned features exhibit similar properties
across models with markedly different architectural inductive biases. Is it still worth improving neural network
architectures if data dominate learning results? Future research may validate the results of McNeely-White et
al. [159] and Bouchacourt et al. [30] by extending their research to more kinds of models and training datasets in
a more systematic way. If these results still hold, one may need to ground these results theoretically. On the other
hand, whether neural networks can learn and behave compositionally is still an open question [11,[114]. It entails
that we need a domain-agnostic way to test the compositionality of neural networks.

Different aspects of the modularity principle can be further investigated to improve deep learning models. It
boils down to designing new deep learning methods that provide e.g., better interpretability, reusability, scalability,
and efficiency. While model modularity may, to some extent, reflect task modularity, it is still unclear whether
data modularity directly corresponds with model modularity. One research avenue is to automate imposed data
modularization regarding specific models in the spirit of AutoML. Similarly, automating task modularization can
facilitate problem-solving and reduce human-introduced bias.

8 Conclusion

Deep learning is becoming dominant in many applications, such as computer vision and natural language processing.
It is natural to ask ourselves whether there are guidelines for designing deep learning algorithms. Modularity is
one guiding principle that has been put forward in the literature. This survey reveals that modularity is pervasive
in three related yet distinct axes of deep learning: data, task, and model architecture. We observed that some
modularity concepts come in the form of a prior, while others come in the form of a posterior.

The efforts of bringing the modularity principle into deep learning are not new; however, reviewing deep learning
literature using the point of view of modularity is relatively new. This survey provides a step towards clarifying
and investigating the notion of modularity in deep learning and elsewhere.
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