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STEENROD OPERATIONS

VIA HIGHER BRUHAT ORDERS

GUILLAUME LAPLANTE-ANFOSSI AND NICHOLAS J. WILLIAMS

Abstract. The purpose of this paper is to establish a correspondence between

the higher Bruhat orders of Yu. I. Manin and V. Schechtman, and the cup-i

coproducts defining Steenrod squares in cohomology. To any element of the

higher Bruhat orders we associate a coproduct, recovering Steenrod’s original

ones from extremal elements in these orders. Defining this correspondence

involves interpreting the coproducts geometrically in terms of zonotopal tilings,

which allows us to give conceptual proofs of their properties and show that all

reasonable coproducts arise from our construction.
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1. Introduction

Steenrod operations, introduced by N. E. Steenrod in [Ste47], are invariants re-

fining the algebra structure given by the cup product on the cohomology of a space.

They are defined via a family of cup-i coproducts, which correct homotopically the

lack of cocommutativity of the Alexander–Whitney diagonal at the chain level. The

more refined homotopical information provided by Steenrod operations allows one

to distinguish non-homotopy equivalent spaces with isomorphic cohomology rings

(for example, the suspensions of CP 2 and S2∨S4). Steenrod operations are univer-

sal and constitute a central, classical tool in homotopy theory [Ste62; MT68]. More

recently, they were shown to be part of an E∞-algebra structure on the cochains of

a space X [MS03; BF04], which encodes faithfully its homotopy type when X is of

finite type and nilpotent [Man01; Man06].

On the other hand, the higher Bruhat orders are a family of posets introduced

by Yu. I. Manin and V. Schechtman [MS89] generalising the weak Bruhat order

on the symmetric group. The elements of the (n + 1)-th higher Bruhat order are

equivalence classes of maximal chains in the n-th higher Bruhat order, with covering

relations given by higher braid moves. The original motivation for introducing these

orders was to study hyperplane arrangements and generalised braid groups, but they

have subsequently found applications in many different areas. They appear in the

contexts of Soergel bimodules [Eli16], quantisations of the homogeneous coordinate

ring of the Grassmannian [LZ98], and KP solitons [DM12]. The higher Bruhat

orders also provide a framework for studying social choice in economics [GR08].

In this paper, we show that these two apparently very different objects are in

fact combinatorially the same: the higher Bruhat orders describe precisely Steenrod
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cup-i coproducts and their relations. This provides a possible explanation for the

fact that, in the words of A. Medina-Mardones, “cup-i products of Steenrod seem

to be combinatorially fundamental” [Med22b, Sec. 3.3]. Let B([0, n], i + 1) be the

(i+1)-dimensional higher Bruhat order on the set [0, n], and let ∆i,∆
op
i : C•(∆n)→

C•(∆n)⊗C•(∆n) denote the Steenrod cup-i coproduct and its opposite on the chain

complex of the standard simplex.

Theorem (Construction 3.2, Theorems 3.5, 3.7 and 3.10). For every element U ∈
B([0, n], i+ 1), there is a coproduct

∆U
i : C•(∆

n)→ C•(∆
n)⊗ C•(∆

n)

which gives a homotopy between ∆i−1 and ∆op
i−1. If Umin and Umax are the maximal

and minimal elements of B([0, n], i+ 1), then {∆Umin
i ,∆Umax

i } = {∆i,∆
op
i }.

Moreover, every coproduct on C•(∆n) giving a homotopy between ∆i−1 and ∆op
i−1

arises in this way, so long as it does not contain redundant terms.

From the perspective of the higher Bruhat orders, the fact that every coproduct

∆U
i gives a homotopy between ∆i−1 and ∆op

i−1 corresponds to the fact that the

elements of B([0, n], i+ 1) are equivalence classes of maximal chains in B([0, n], i).
In fact, from any covering relation U⋖V in B([0, n], i+1), one can construct a chain

homotopy between ∆U
i and ∆V

i (Construction 3.12). Moreover, as we demonstrate

in Section 4.4, any coproduct ∆U
i defines a Steenrod square SqUi in cohomology,

and for any two U, V ∈ B([0, n], i+ 1) we have SqUi = SqVi (Theorem 4.22).

Using the geometric interpretation of the elements of the higher Bruhat orders as

zonotopal tilings (Section 2.2), we obtain a clear geometric interpretation of homo-

topies (see the front page, as well as Fig. 2): terms in the image of the coproducts

correspond to faces of tilings, and the boundary map on Hom(C•(∆n),C•(∆n) ⊗
C•(∆n)) corresponds to the cubical boundary map. This gives a conceptual proof

of the fundamental property that the cup-i coproduct gives a homotopy between

the cup-(i−1) coproduct and its opposite, in contrast to the involved combinatorial

proofs in the literature.

The above results allow us to show that for cohomology of simplicial complexes

non-trivial coproducts from other elements of the higher Bruhat orders exist (Sec-

tion 4.1), whereas for singular cohomology only the Steenrod coproducts are possi-

ble (Section 4.2). In the former setting, there is a natural link to the generalization

of higher Bruhat orders to acyclic directed graphs [DKK22], see Section 4.1.1. We

also show how one can find coproducts giving homotopies between ∆U
i and its op-

posite, using the “reoriented” higher Bruhat orders of [Zie93; FW00] (Section 4.3).

In his recent axiomatic characterisation of Steenrod’s cup-i products, A. Medina-

Mardones shows that, under a certain natural notion of isomorphism, there is only

one cup-i construction [Med22a]. Our cup-i constructions ∆U
i provide other choices,

which fall outside the scope of this result, but are still adequate for the purpose of

defining Steenrod squares in cohomology (Section 4.4). New formulas for Steenrod

squares could be of interest from the computational point of view [Med23b], notably

in the field of Khovanov homology [Can20]. At the same time, our unicity result

for singular homology (Theorem 4.14) concurs with the one of [Med22a].



4 GUILLAUME LAPLANTE-ANFOSSI AND NICHOLAS J. WILLIAMS

A consequence of the present results is that there is a dictionary between the

Steenrod coproducts and two important families of objects in other areas of math-

ematics, which are already known to correspond to higher Bruhat orders. The

first one is a family of higher dimensional versions of the Yang–Baxter (or “trian-

gle”) equation, called the simplex equations [Str95], which have been a subject of

renewed interest in the recent physics literature [BS23; KMY23; Yag23]. The sec-

ond one is a family of strict ω-categories called cubical orientals, which define the

cubical ω-categorical nerve [Str91]. The higher categorical structure of the higher

Bruhat orders was already observed in [MS89, Sec. 3], and their correspondence

with cubical orientals can be found in [KV91], see also [LMP].

Finally, it seems that the cubical structure of the original Steenrod cup-i prod-

ucts is already present in the topological E∞-operad defined in [Kau09], see Fig-

ure 11 therein. It would also be interesting to understand the possible connection

between our construction and the permutahedral structures on E2-operads unrav-

elled in [KZ17].

Outline. We begin the paper by giving background on Steenrod operations in

Section 2.1 and on the higher Bruhat orders in Section 2.2. In Section 3, we

give our main construction, showing how to build coproducts from elements of the

higher Bruhat orders, proving their key properties, and showing that all reasonable

coproducts arise in this way. After this, in Section 4, we give some extensions of

our construction in the previous section, discussing how it impacts simplicial and

singular cohomology, and extending it to the reoriented higher Bruhat orders. We

finish by showing that the coproducts we construct all induce the same Steenrod

squares.

Acknowledgements. We would first and foremost like to thank Hugh Thomas for

making the introduction that led to this collaboration. The initial discussions for

this paper took place whilst GLA was visiting the Max Planck Institute in Bonn,

which we thank for the hospitality. Thank you also to Arun Ram for helpful sug-

gestions. GLA thanks Anibal Medina-Mardones for useful discussions on Steenrod

squares, as well as Fabian Haiden and Vivek Shende for the opportunity to speak

about a preliminary version of this work in Odense, and for interesting discussions.

Part of this research was conducted while NJW was visiting the Okinawa Insti-

tute of Science and Technology (OIST) through the Theoretical Sciences Visiting

Program (TSVP).

2. Background

In this section, we recall the definitions of Steenrod operations and higher Bruhat

orders, and set up notation.

2.1. Steenrod operations. We start by recalling basic conventions and notation.

2.1.1. Chain complexes. By a chain complex C we mean an N-graded Z-module

with linear maps

C0
∂1←− C1

∂2←− C2
∂3←− · · ·

satisfying ∂p◦∂p+1 = 0 for each p ∈ N. As usual, we refer to ∂p as the p-th boundary

map and suppress the subscript when convenient. A degree-i morphism of chain
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complexes f : C → C ′, referred to as a degree-i chain map, is a set of morphisms

of Z-modules fp : Cp → Cp+i satisfying ∂′
p+i+1fp+1 = fp∂p+1 for p ∈ N.

The category of chain complexes of Z-modules is endowed with a tensor product,

whose degree r component is (X ⊗ Y )r := ⊕p+q=rXp ⊗ Yq, and whose differential

is defined by ∂(x ⊗ y) := ∂(x) ⊗ y + (−1)deg(x)x ⊗ ∂(y). The symmetry isomor-

phism T : X ⊗ Y → Y ⊗ X, which is part of a symmetric monoidal structure, is

defined by T (x⊗ y) := (−1)deg(x)deg(y)y ⊗ x.

2.1.2. Steenrod coalgebra. We denote the standard n-simplex ∆n := {(x0, . . . , xn) ∈
Rn+1 | x0+· · ·+xn = 1, xi ⩾ 0}. We refer to faces of the n-simplex using their vertex

sets, where we use the notation [p, q] := {p, p+1, . . . , q} and (p, q) := [p, q] \ {p, q}.
When we give a set {v0, v1, . . . , vq} ⊆ [0, n], we mean that the elements are ordered

v0 < v1 < · · · < vq.

We will consider the Z-module given by the cellular chains C•(∆n) on the stan-

dard n-simplex. This chain complex has as basis the faces of ∆n, whose degree is

given by the dimension (for example, the face {v0, . . . , vq} has dimension q). The

boundary map of this chain complex is given by

∂({v0, . . . , vq}) :=
q∑

p=0

(−1)p{v0, . . . , v̂p, . . . , vq} .

An overlapping partition L = (L0, L1, . . . , Li+1) of [0, n] is a family of intervals

Lp = [lp, lp+1] such that l0 = 0, li+2 = n, and for each 0 < p < i + 1 we have

lp < lp+1. For i ⩾ 0, the Steenrod cup-i coproduct is the degree-i linear map

∆i : C•(∆n)→ C•(∆n)⊗ C•(∆n) defined on the top face by

∆i([0, n]) :=
∑
L
(−1)ε(L)(L0 ∪ L2 ∪ · · · )⊗ (L1 ∪ L3 ∪ · · · ) ,

where the sum is taken over all overlapping partitions of [0, n] into i+ 2 intervals.

By convention, one sets ∆−1 := 0. If n ⩽ i − 1, there are no such overlapping

partitions, and the coproduct is zero. Denoting by wL the shuffle permutation

putting 0, 1, . . . , n into the order

[0, l1], [l2, l3], . . . , (l1, l2), (l3, l4), . . . ,

the sign is given by ε(L) := sign(wL) + in. The coproduct ∆i is then defined

similarly on the lower-dimensional faces. Throughout this article, we shall reserve

the notation ∆i for the Steenrod coproducts. As proved by N. E. Steenrod in

[Ste47], the cup-i coproducts satisfy the homotopy formula

(2.1) ∂∆i − (−1)i∆i∂ = (1 + (−1)iT )∆i−1

for all i ⩾ 0. One can say that the difference between ∆i−1 and it opposite measures

the obstruction to ∆i being a chain map.

Remark 2.1. Other equivalent formulas for the Steenrod coproducts are given in

[GR99; Med23a].

Remark 2.2. Comparing ε(L) to the sign from [Ste47], the extra term in here

arises in the passage from products to coproducts, see Section 4.4. It will follow

from Theorem 3.5 and Theorem 3.10 that this is the unique correct choice of signs
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for the Steenrod cup-i coproducts, given that the signs of the cup-0 coproduct are

all +.

Example 2.3. We give some examples of Steenrod cup-i coproducts for low-

dimensional simplices. For the 0-simplex ∆0, we have ∆0(0) = T∆0(0) = 0⊗0. For

the 1-simplex ∆1, we have

∆0(01) = 0⊗ 01 + 01⊗ 1 ,

T∆0(01) = 01⊗ 0 + 1⊗ 01 ,

∆1(01) = −T∆1(01) = −01⊗ 01 .

Finally, for the 2-simplex ∆2, we have

∆0(012) = 0⊗ 012 + 01⊗ 12 + 012⊗ 2 ,

T∆0(012) = 012⊗ 0− 12⊗ 01 + 2⊗ 012 ,

∆1(012) = 012⊗ 01− 02⊗ 012 + 012⊗ 12 ,

T∆1(012) = 01⊗ 012− 012⊗ 02 + 12⊗ 012 ,

∆2(012) = T∆2(012) = 012⊗ 012 .

2.2. Higher Bruhat orders. There are many ways of defining the higher Bruhat

orders. For the purposes of this paper, it will be useful to consider three of them,

namely those using admissible orders, consistent sets, and cubillages. The cubillage

perspective is the principal one we use for our construction.

2.2.1. Admissible orders. The original definition of the higher Bruhat orders from

[MS89] is as follows. Let i and n be non-negative integers such that i + 1 ⩽ n.

Throughout this article we denote by
(
[0,n]
i+1

)
:= {S ⊂ [0, n] | |S| = i+ 1} the set of

(i + 1)-element subsets of [0, n]. Given K = {k0 < k1 < · · · < ki+1} ∈
(
[0,n]
i+2

)
, the

set

Pack(K) := {K \ k | k ∈ K}
is called the packet of K. Here we have abbreviated K \ {k} to K \ k, which

we will continue to do. It is naturally ordered by the lexicographic order , where

K \kq < K \kp if and only if p < q, or its opposite, the reverse lexicographic order .

The elements of the higher Bruhat poset B([0, n], i+ 1) are admissible orders of(
[0,n]
i+1

)
, modulo an equivalence relation. A total order α of

(
[0,n]
i+1

)
is admissible if

for all K ∈
(
[0,n]
i+2

)
, the elements Pack(K) appear in either lexicographic or reverse

lexicographic order under α. Two orderings α and α′ of
(
[0,n]
i+1

)
are equivalent if they

differ by a sequence of interchanges of pairs of adjacent elements that do not lie

in a common packet. As these interchanges preserve admissibility, the equivalence

class [α] of an ordering α is well-defined.

The inversion set inv(α) of an admissible order α is the set of all (i + 2)-

subsets of [0, n] whose packets appear in reverse lexicographic order in α. Note

that inversion sets are well-defined on equivalence classes of admissible orders. The

poset structure on B([0, n], i + 1) is generated by the covering relations given by

[α] ⋖ [α′] if inv(α′) = inv(α) ∪ {K} for K ∈
(
[0,n]
i+2

)
\ inv(α). It is possible to have

inv(α) ⊆ inv(α′) without having [α] ⩽ [α′] [Zie93, Thm. 4.5]. For n < i+ 1, we set

B([0, n], i+ 1) = {∅}.
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2.2.2. Consistent sets. An element [α] of the higher Bruhat poset B([0, n], i+ 1) is

uniquely determined by its inversion set inv(α). Inversion sets were characterised

intrinsically in [Zie93] as follows. A subset U ⊆
(
[0,n]
i+2

)
is consistent if for any

M ∈
(
[0,n]
i+3

)
, the intersection Pack(M)∩U is either a beginning segment of Pack(M)

in the lexicographic order or an ending segment. We then have that a set U ⊆
(
[0,n]
i+2

)
is equal to inv(α) for some [α] ∈ B([0, n], i+1) if and only if U is consistent [Zie93,

Thm. 4.1]. In this paper it will be convenient to work in terms of consistent sets,

so we will abuse notation slightly by writing U ∈ B([0, n], i+1) if U is a consistent

set. The higher Bruhat order can then be defined on consistent sets by the covering

relations U ⋖ U ′ if and only if U ′ = U ∪ {K} for K ∈
(
[0,n]
i+2

)
\ U .

A maximal chain in B([0, n], i + 1) gives an order on
(
[0,n]
i+2

)
according to the

order these subsets are added to the inversion set. The consistency condition then

ensures that this order is in fact admissible, and one can talk about equivalence of

maximal chains in the same way as equivalence of admissible orders. We then have

the following theorem, which could justly be called the fundamental theorem of the

higher Bruhat orders.

Theorem 2.4 ([MS89, Thm. 2.3]). There is a bijection between equivalence classes

of maximal chains in B([0, n], i+ 1) and elements of B([0, n], i+ 2).

We will finally need the following construction from [Ram97, Def. 7.4], which

we call contraction, but which was called “deletion” in [Ram97]. For S ⊆ [0, n]

and U ∈ B([0, n], i + 1), we denote by U/S := U ∩
(
[0,n]\S
i+1

)
. We have that U/S ∈

B([0, n] \ S, i + 1), where this poset is defined using the natural identification of

[0, n] \ S with [0, n− |S|]. When S = {p}, we write U/p for U/S.

2.2.3. Cubillages. We now give the geometric description of the higher Bruhat or-

ders due to [KV91; Tho02]. Consider the Veronese curve ξ : R → Ri+1, given by

ξt = (1, t, t2, . . . , ti). Let {t0, . . . , tn} ⊂ R with t0 < · · · < tn and n ⩾ i. The cyclic

zonotope Z([0, n], i+ 1) is defined to be the Minkowski sum of the line segments

0ξt0 + · · ·+ 0ξtn ,

where 0 is the origin and 0ξtp is the line segment from 0 to ξtp . The properties

of the zonotope do not depend on the exact choice of {t0, . . . , tn} ⊂ R. Hence, for

ease we set tp = p for all p ∈ [0, n].

There is a natural projection πi+1 : Z([0, n], n + 1) → Z([0, n], i + 1) given by

forgetting the last n − i coordinates. A cubillage Q of Z([0, n], i + 1) is a section

Q : Z([0, n], i + 1) → Z([0, n], n + 1) of the projection πi+1 : Z([0, n], n + 1) →
Z([0, n], i+1) whose image is a union of (i+1)-dimensional faces of Z([0, n], n+1).

We call these (i + 1)-dimensional faces the cubes of the cubillage. A cubillage Q
of Z([0, n], i + 1) gives a subdivision of Z([0, n], i + 1) consisting of the images of

the projections of its cubes under πi+1. We usually think of the cubillage as the

subdivision, but it is necessary to define the cubillage as the section to make the i =

0 case work, since for i = 0 all the subdivisions are the same; see [GP23, Rem. 2.6]

for more details. In the literature, cubillages are often called fine zonotopal tilings,

for example, in [GP23].

Recall that a facet of a polytope is a face of codimension one. The standard

basis of Ri+1 induces orientations of the faces of Z([0, n], i + 1), in the sense that
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the facets of a face can be partitioned into two sets, called upper facets and lower

facets. If F is a j-dimensional face of Z([0, n], i + 1), with G a facet of F , then G

is a lower (resp. upper) facet of F if the normal vector to G which lies inside the

affine span of F and points into F has a positive (resp. negative) j-th coordinate.

As was proven in [Tho02, Thm. 2.1, Prop. 2.1], following [KV91, Thm. 4.4], the

elements of B([0, n], i + 1) are in bijection with cubillages of Z([0, n], i + 1). The

covering relations of B([0, n], i+1) are given by pairs of cubillages Q⋖Q′ that differ

by an increasing flip, that is when there is a (i+ 2)-face F of Z([0, n], n+ 1) such

that Q(Z([0, n], i+1)) \F = Q′(Z([0, n], i+1)) \F and Q(Z([0, n], i+1)) contains

the lower facets of F , whereas Q′(Z([0, n], i+ 1)) contains the upper facets of F .

The cyclic zonotope Z([0, n], i + 1) possesses two canonical cubillages. One is

given by the unique section Ql : Z([0, n], i+1)→ Z([0, n], n+1) of πi+1 whose image

projects to the union of the lower facets of Z([0, n], i+ 2) under πi+2. We call this

the lower cubillage. The other is the section Qu whose image projects to the upper

facets of Z([0, n], i + 2) under πi+2, which we call the upper cubillage. The lower

cubillage of Z([0, n], i + 1) gives the unique minimum of the poset B([0, n], i + 1),

and the upper cubillage gives the unique maximum. The lower and upper cubillages

are also known as the standard and antistandard cubillages respectively.

We now give a description of the cubes of a cubillage that will be useful later.

Every (i+ 1)-dimensional face of Z([0, n], n+ 1) is given by a Minkowski sum

ξA +
∑
l∈L

0ξl

for some subset L ∈
(
[0,n]
i+1

)
and A ⊆ [0, n] \ L, where ξA =

∑
a∈A ξa. We call L the

set of generating vectors and A the initial vertex , see Fig. 1. Here we have omitted

the ξ from the labels of the vertices of the cubes, so that a label A means ξA;

henceforth, we will always do this.

1

12

3

23 34

234

12

012

0124

01245

1245

125124

0125

Initial vertex

Generating vectors

{1}
{2}

{3}
{2, 4}

{1, 2}
{0, 4, 5}

Figure 1. Cubes associated to some vertices and sets of generat-

ing vectors.

One can describe the upper and lower facets of a cube in terms of initial vertices

and generating vectors using the following combinatorial notion. Given L ∈
(
[0,n]
i+1

)
and a ∈ [0, n] \ L, we will use the notation

|L|>a = |{l ∈ L | l > a}| .
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We then say that a is an even gap if |L|>a is an even number. Otherwise, we say

that a is an odd gap.

Proposition 2.5 ([Tho02, Lem. 2.1] or [DKK18, Prop. 8.1]). Let F be a face of

Z([0, n], n + 1) with initial vertex A and generating vectors L. Then we have the

following.

(1) Facets of F with generating vectors L \ l and initial vertex A are upper

facets if l is an odd gap in L \ l and lower facets if l is an even gap in L \ l.
(2) Facets of F with generating vectors L\ l and initial vertex A∪{l} are upper

facets if l is an even gap in L \ l and lower facets if l is an odd gap in L \ l.

2.2.4. From consistent sets to cubillages. One can explicitly describe the bijection

between cubillages of Z([0, n], i + 1) and consistent subsets of
(
[0,n]
i+2

)
. Given a

cubillage Q of Z([0, n], i + 1), it follows from [Tho02, Thm. 2.1] that the cubes

of Q are in bijection with the elements of
(
[0,n]
i+1

)
via sending a cube to its set of

generating vectors. Hence, given a consistent subset U of
(
[0,n]
i+2

)
, the corresponding

cubillage QU of Z([0, n], i+ 1) is determined once, for every element of
(
[0,n]
i+1

)
, one

knows the initial vertex of the cube with that set of generating vectors. Hence, we

write AU
L for the initial vertex of the cube with generating vectors L in QU .

Proposition 2.6 ([Tho02, Thm. 2.1]). Given a set of generating vectors L ∈
(
[0,n]
i+1

)
and a ∈ [0, n] \ L, we have that a ∈ AU

L if and only if either

• L ∪ {a} ∈ U and a is an even gap in L, or

• L ∪ {a} /∈ U and a is an odd gap in L.

An analogous statement was shown for more general zonotopes in [GPW22,

Lem. 5.13]. It will also be useful to introduce the notation

BU
L := [0, n] \ (L ∪AU

L )

for the vectors which are neither generating vectors nor present in the initial vertex.

3. Coproducts from cubillages

In this section, we show how one can construct a coproduct ∆U
i : C•(∆n) →

C•(∆n)⊗C•(∆n) from U ∈ B([0, n], i+1), equivalently, from any any cubillage QU

of Z([0, n], i+1). We show that all these coproducts give homotopies between ∆i−1

and T∆i−1. The cubillage perspective allows us to give a clean and illuminating

proof of this important fact (Theorem 3.7). It also allows us to show that all

coproducts which satisfy the homotopy formula arise from cubillages, provided they

contain no redundant terms (Theorem 3.10).

Basis elements of C•(∆n) ⊗ C•(∆n) are of the form X ⊗ Y for X,Y ⊆ [0, n]. A

central observation is as follows. Given a basis element X ⊗ Y ∈ C•(∆n)⊗C•(∆n),

we can always write X = L ∪ A and Y = L ∪ B, where L = X ∩ Y , A = X \ Y ,

and B = Y \X. Given a subset S ⊆ [0, n], we say that L ∪A⊗ L ∪B is supported

on S if L ∪ A ∪ B = S. The basic relationship between cubillages and elements of

C•(∆n)⊗ C•(∆n) is as follows.

Proposition 3.1. There is a bijection between faces of Z(S, |S|) excluding ∅ and S

and basis elements of C•(∆n)⊗ C•(∆n) which are supported on S.
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Proof. As in Section 2.2.3, we have that every face of Z(S, |S|) is determined by

its set of generating vectors L and initial vertex A. Defining B := S \ (L ∪A), the

corresponding basis element of C•(∆n) ⊗ C•(∆n) is L ∪ A ⊗ L ∪ B. This gives a

well-defined element unless L = ∅ and either A = ∅ or B = ∅, which is the case if

and only if the face is either of the vertices ∅ or S. Bijectivity is evident. □

Hence, we may identify basis elements of C•(∆n)⊗C•(∆n) with the corresponding

faces of Z(S, |S|), in particular in the case S = [0, n].

Construction 3.2. For any U ∈ B([0, n], i+ 1), where n ⩾ i, we define the cup-i

coproduct

∆U
i : C•(∆

n)→ C•(∆
n)⊗ C•(∆

n)

on the top face of ∆n by the formula

∆U
i ([0, n]) :=

∑
L∈([0,n]

i+1 )

(−1)ε(L∪AU
L⊗L∪BU

L )L ∪AU
L ⊗ L ∪BU

L ,

where

ε(L ∪AU
L ⊗ L ∪BU

L ) :=
∑
b∈BU

L

|AU
L |<b +

∑
l∈L

|L|<l + (n+ 1)|AU
L | ∈ Z/2Z .

Here AU
L and BU

L are the sets from Section 2.2.4. We define this as a class in Z/2Z,
since this is all that the sign depends on, and doing so makes it easier to write down

the calculations in Appendix A.

For codimension one faces, we define

∆U
i ([0, n] \ {p}) := ∆

U/p
i ([0, n] \ {p}) .

In this way, we inductively extend the definition to lower-dimensional faces too.

Once we reach a non-empty subset S ⊆ [0, n] with |S| ⩽ i, we define ∆U
i (S) := 0.

We have thus defined the map ∆U
i for basis elements of C•(∆n); one can then extend

linearly.

Hence, the terms of ∆U
i ([0, n]) are simply those terms corresponding to the faces

of U under the bijection in Proposition 3.1, with a certain sign attached. In what

follows, we will need to make calculations involving the signs ε(L ∪AU
L ⊗L ∪BU

L ).

We carry out these calculations in Appendix A, and refer to the relevant lemmas

from there when necessary.

3.1. Comparison to original Steenrod operations. Now, we claim that, up to

sign, for i even, the original Steenrod cup-i coproduct ∆i is exactly the coproduct

∆∅
i coming from the minimal element ∅ the higher Bruhat order, where nothing is

inverted, and the opposite of the Steenrod cup-i product T∆i exactly comes from

the maximal element of the higher Bruhat order
(
[0,n]
i+2

)
, where everything is inverted.

For i odd, the opposite is true. The coproducts coming from other elements of the

higher Bruhat orders can be thought of as intermediate coproducts between these

two cases.

In order to show this, we first prove a useful proposition describing what happens

to ∆U
i under taking the complement of U .
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Proposition 3.3. If U ∈ B([0, n], i+ 1), then we have

∆
([0,n]

i+2 )\U
i = (−1)iT∆U

i .

Proof. It follows from Proposition 2.6 that

A
([0,n]

i+2 )\U
L = BU

L and B
([0,n]

i+2 )\U
L = AU

L .

Hence, ignoring signs, we have that ∆
([0,n]

i+1 )\U
i and T∆U

i have the same terms.

Comparing signs with Lemma A.1, we have that on the left-hand side the term L∪
BU

L ⊗ L ∪AU
L has the sign ε(L ∪BU

L ⊗ L ∪AU
L ) =

ε(L ∪AU
L ⊗ L ∪BU

L ) + (|L ∪AU
L |+ 1)(|L ∪BU

L |+ 1) + |L|+ 1 ,

which is precisely the sign on the right-hand side, recalling the definition of T and

noting that |L| = i+ 1. □

It is also useful to consider the following well-known fact about the initial vertices

of the cubes of the lower cubillage.

Lemma 3.4. For the lower cubillage of Z([0, n], i+1), which is given by U = ∅ ∈
B([0, n], i+ 1), we have

L ∪A∅
L = · · · ∪ [li−3, li−2] ∪ [li−1, li] ,

L ∪B∅
L = · · · ∪ [li−2, li−1] ∪ [li, n] ,

for the cube with generating vectors L = {l0, l1, . . . , li} ∈
(
[0,n]
i+1

)
.

Proof. This follows from Proposition 2.6, since elements of (li, n] are even gaps in L,

elements of (li−1, li) are odd gaps, and so on. □

We can now compare our operations to the original Steenrod coproducts. The

fact that the Steenrod coproducts alternate between corresponding to the minimal

and maximal elements of the higher Bruhat orders causes a discrepancy in signs.

Our coproducts always give homotopies from the maximal element to the minimal

element, so getting a homotopy in the other direction requires a minus sign.

Theorem 3.5. For i even, we have

∆∅
i = (−1)i/2∆i and ∆

([0,n]
i+2 )

i = (−1)i/2T∆i ,

whilst for i odd we have

∆∅
i = (−1)⌈i/2⌉T∆i and ∆

([0,n]
i+2 )

i = (−1)⌊i/2⌋∆i .

Proof. It suffices to prove the claim for ∆∅
i for i even and for ∆

([0,n]
i+2 )

i for i odd,

since the remaining statements are then obtained by applying Proposition 3.3. For

L = {l0, l1, . . . , li} ∈
(
[0,n]
i+1

)
, one obtains the corresponding term of ∆∅

i by Construc-

tion 3.2 and Lemma 3.4. If i is even, then the first interval in L∪A∅
L is [0, l0], and

so this is the term associated to the overlapping partition [0, l1], [l1, l2], . . . , [li, n] in

the Steenrod construction. If i is odd, then the first interval in L ∪ A∅
L is [l0, l1],

and so the Steenrod construction gives L∪A([0,n]
i+2 )

L ⊗L∪B([0,n]
i+2 )

L . Since this gives a

bijection between overlapping partitions of [0, n] into i + 2 intervals and elements
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of
(
[0,n]
i+1

)
, modulo signs the terms of ∆i coincide with those of ∆∅

i for i even and

∆
([0,n]

i+2 )
i for i odd. The fact that the signs coincide follows from Lemma A.2. □

3.2. The homotopy formula. We now show how our construction can be used

to give a clean and conceptual proof of the fundamental fact that ∆i gives a chain

homotopy between ∆i−1 and T∆i−1.

The boundary of a term in the coproduct has the following neat description.

Recalling Proposition 3.1, we may talk of upper and lower facets of a basis element F

of C•(∆n)⊗C•(∆n), meaning the respective terms corresponding to the upper and

lower facets of the face corresponding to F .

Proposition 3.6. Let F = L ∪A⊗ L ∪B be a basis element of C•(∆n)⊗C•(∆n).

Adopting the notation F/k := L ∪ (A \ k)⊗ L ∪ (B \ k), we have that

∂((−1)ε(F )F ) =
∑

G lower facet

(−1)ε(G)G +
∑

H upper facet

(−1)ε(H)+1H

+
∑

k∈[0,n]\L

(−1)ε(F/k)+k+i+2F/k .

Proof. There are four different types of terms in ∂((−1)ε(F )F ) to consider, corre-

sponding to Lemmas A.3, A.4, A.5, and A.6.

(1) We first consider terms of ∂((−1)ε(F )F ) given by (L \ k) ∪ A ⊗ L ∪ B for

k ∈ L. In the expansion of ∂((−1)ε(F )F ), this has sign ε(F )+|L∪A|<k, which equals

ε((L\k)∪A⊗L∪B)+|L|>k by Lemma A.3. This therefore equals ε((L\k)∪A⊗L∪B)

if and only if k is an even gap in L. Then by Proposition 2.5, (L \ k) ∪ A⊗ L ∪B

is a lower facet of F if and only if k is an even gap in L. Upper facets then have

the opposite sign to ε((L \ k) ∪A⊗ L ∪B).

(2) We now consider terms of ∂((−1)ε(F )F ) given by L ∪ A ⊗ (L \ k) ∪ B for

k ∈ L. In the expansion of ∂((−1)ε(F )F ), this has sign ε(F )+|L∪B|<k+|L∪A|+1,

which equals ε(L ∪ A ⊗ (L \ k) ∪ B) + |L|>k + 1 by Lemma A.4. This therefore

equals ε((L\k)∪A⊗L∪B) if and only if k is an odd gap in L. Similarly to before,

by Proposition 2.5, L ∪ A⊗ (L \ k) ∪ B is a lower facet of F if and only if k is an

odd gap in L. Upper facets then have the opposite sign to ε(L ∪A⊗ (L \ k) ∪B),

as before.

(3) We now start considering terms which do not correspond to facets, by looking

at terms given by L∪ (A \ k)⊗L∪B for k ∈ A. In the expansion of ∂((−1)ε(F )F ),

this has sign ε(F )+(L∪A)<k, which equals ε(F/k)+k+|L|+1 = ε(F/k)+k+i+2,

by Lemma A.5, as desired.

(4) Finally, we consider terms given by L ∪ A ⊗ L ∪ (B \ k) for k ∈ B. In the

expansion of ∂((−1)ε(F )F ), this has sign ε(F ) + |L ∪ B|<k + |L ∪ A| + 1, which

equals ε(F/k) + k + |L|+ 1 = ε(F/k) + k + i+ 2, by Lemma A.6.

□

Showing that the coproduct ∆U
i satisfies the homotopy formula is now straight-

forward.

Theorem 3.7. For any U ∈ B([0, n], i+ 1), and for any i ⩾ 0, we have that

∂ ◦∆U
i − (−1)i∆U

i ◦ ∂ = (1 + (−1)iT )∆∅
i−1 .
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Proof. We reason in terms of the cubillage QU and its induced subdivision

of Z([0, n], i + 1). We consider the terms of ∂ ◦ ∆U
i ([0, n]) and apply Proposi-

tion 3.6. For k ∈ [0, n], the terms of ∂ ◦ ∆U
i ([0, n]) that correspond to F/k for

cubes F of QU have sign ε(F/k) + k + i + 2, by Proposition 3.6, whereas in

−(−1)i∆U
i ((−1)k[0, n] \ k) they have sign ε(F/k) + k + i+ 1, and so they cancel.

By Proposition 3.6, we have that the other terms of ∂ ◦∆U
i are given by facets of

cubes of the cubillage. These come in two sorts: internal facets, which are shared

between two cubes of the cubillage and lie in the interior of Z([0, n], i + 1) in the

induced subdivision; and boundary facets, which are only facets of a single cube of

the cubillage and lie on the boundary of Z([0, n], i+ 1) in the induced subdivision.

Those that correspond to internal facets of the cubillage cancel out by Propo-

sition 3.6, since they are an upper facet of one term and a lower facet of another.

Hence, we are left with the terms corresponding to boundary facets. By Proposi-

tion 3.6 and Proposition 3.3, we have that the terms corresponding to lower facets

of the zonotope give ∆∅
i−1, whereas the terms corresponding to upper facets give

−∆([0,n]
i+2 )

i−1 = −(−1)i−1T∆∅
i−1,

as desired. □

Note that in proving Theorem 3.7, all of the work went into proving that the

signs matched up as desired. Working with chain complexes of Z/2Z-modules rather

than Z-modules, the result is immediate from the cubillage perspective. We will

work with Z/2Z-modules when we consider Steenrod squares in Section 4.4.

Example 3.8. We illustrate how cubillages can be used to deduce the homotopy

formula for cup-i coproducts. For the cup-1 case and n = 2, corresponding to the

higher Bruhat poset B([0, 2], 2), there are two possible cubillages, giving two cup-1

coproducts. These correspond to the Steenrod coproduct ∆1 and its opposite T∆1,

modulo signs. The cup-0 coproduct is

∆0(012) = 0⊗ 012 + 01⊗ 12 + 012⊗ 2 .

The opposite coproduct is given by

T∆0(012) = 012⊗ 0− 12⊗ 01 + 2⊗ 012 .

For the two possible cup-1 coproducts ∆U
1 , we wish to show that

∆U
1 ◦ ∂ + ∂ ◦∆U

1 = ∆0 − T∆0 ,

that is, the homotopy formula holds. By Construction 3.2 and Fig. 2, our two cup-1

coproducts are

∆
{012}
1 (012) = 012⊗ 01− 02⊗ 012 + 012⊗ 12 ,

∆∅
1 (012) = −01⊗ 012 + 012⊗ 02− 12⊗ 012 .

Here the first is the Steenrod coproduct ∆1 and the second is −T∆1; compare

Example 2.3. We have that the first coproduct comes from the cubillage at the top

of Fig. 2, whereas the second comes from the bottom cubillage. We now verify the

homotopy formula for ∆∅
1 . On the one hand, we have

∆∅
1 ◦ ∂(012) = ∆∅

1 (12)−∆∅
1 (02) + ∆∅

1 (01) = −12⊗ 12 + 02⊗ 02− 01⊗ 01 ,
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∅

0

01

012

2

12

02
+012⊗ 01

−02⊗ 012

+012⊗ 12

+0 ⊗ 012

+01 ⊗ 12

+012 ⊗ 2 −012 ⊗ 1 +012 ⊗ 1

+
02

⊗
12−0

2
⊗
12

−
02⊗

01
+
02⊗

01

−2 ⊗ 012

+12 ⊗ 01

−012 ⊗ 0

∅

0

01

012

2

12

1

−01⊗ 012 −12⊗ 012

+012⊗ 02

+0 ⊗ 012

+01 ⊗ 12

+012 ⊗ 2

−1 ⊗ 012 +1 ⊗ 012

−
01⊗

02

+
01⊗

02 +
12

⊗
02

−1
2
⊗
02

−2 ⊗ 012

+12 ⊗ 01

−012 ⊗ 0

Figure 2. The upper and lower cubillages of Z(3, 2), the associ-

ated ∆1 coproducts, and their boundaries
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while on the other hand

∂ ◦∆∅
1 (012) = −∂(01⊗ 012) + ∂(012⊗ 02)− ∂(12⊗ 012)

= −1⊗ 012 + 0⊗ 012 + 01⊗ 12− 01⊗ 02 + 01⊗ 01

+ 12⊗ 02− 02⊗ 02 + 01⊗ 02 + 012⊗ 2− 012⊗ 0

− 2⊗ 012 + 1⊗ 012 + 12⊗ 12− 12⊗ 02 + 12⊗ 01

= (0⊗ 012 + 01⊗ 12 + 012⊗ 2)− (2⊗ 012− 12⊗ 01 + 012⊗ 0)

+ (����1⊗ 012−����1⊗ 012) + (XXXX01⊗ 02−XXXX01⊗ 02) + (����12⊗ 02−����12⊗ 02)

+ 12⊗ 12− 02⊗ 02 + 01⊗ 01 .

Note that the terms from ∆∅
1 ◦ ∂ cancel out, as can be seen in the final line above,

and that the remaining terms from ∂ ◦ ∆∅
1 come from faces of the cubes of the

cubillage. Internal faces have terms coming from two cubes, which cancel each

other out, as seen in the penultimate line. After all cancellations, the remaining

terms come from the boundary of the zonotope, which give precisely ∆0− T∆0, as

seen in the third last line. The top of Figure 2 indicates how the verification of the

homotopy formula works for ∆
{012}
1 .

Example 3.9. The figure appearing on the first page of the paper is an example

of a coproduct for the 4-simplex which does not come from the Steenrod coproduct

or its opposite. We do not carry out the full verification of the homotopy formula,

but instead illustrate in the figure that terms corresponding to internal faces of the

cubillage cancel.

In fact, Construction 3.2 comprises all coproducts that satisfy the homotopy

formula, up to redundancies. The idea is to run the proof of Theorem 3.7 in reverse,

so that if a coproduct satisfies the homotopy formula, then the cubes corresponding

to its terms must have come from a cubillage.

Theorem 3.10. Suppose that we have a coproduct ∆′
i : C•(∆n)→ C•(∆n)⊗C•(∆n)

with 0 ⩽ i such that

(3.1) ∂ ◦∆′
i − (−1)i∆′

i ◦ ∂ = (1 + (−1)iT )∆∅
i−1 .

If i = 0 suppose further that ∆′
i(p) = p⊗ p for all p ∈ [0, n], and suppose otherwise

that for all non-empty S ⊆ [0, n], ∆′
i(S) has a minimal number of terms amongst

coproducts which satisfy (3.1). Then we have ∆′
i = ∆U

i for some U ∈ B([0, n], i+1).

Proof. We prove the result by showing that for all non-empty S ⊆ [0, n], there

exists U ∈ B(S, i + 1) such that for all non-empty S′ ⊆ S, ∆′
i(S

′) = ∆U
i (S

′). We

use induction on the size of S, with the result then established in the case S = [0, n].

For |S| ⩽ i − 1, we have ∆∅
i−1(S) = 0, so the right-hand side of (3.1) is zero. For

|S| = i, we have ∆∅
i−1(S) = ±S ⊗ S, and so T∆∅

i−1(S) = (−1)i−1∆∅
i−1(S) and the

right-hand side of (3.1) is also zero. Hence, for |S| ⩽ i, ∆′
i(S) = 0 has the minimal

number of terms whilst satisfying (3.1).

We now consider the case |S| = i+1, which is the first non-trivial base case. We

have that (∆′
i ◦∂)(S) = 0 by the previous paragraph. For i > 0, the right-hand side

of (3.1) has terms corresponding to the lower facets of Z(S, i+1) minus the upper

facets, and so by Proposition 3.6, we have that ∆′
i(S) = ±S⊗S satisfies (3.1). Note
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that the sign is determined by the right-hand side of (3.1) and that Proposition 3.6

also shows that no other single term will satisfy (3.1). For i = 0, we have that

∆′
i(S) = S ⊗ S by assumption. These base cases then hold, since we have ∆′

i(S) =

∆U
i (S) for the unique element U ∈ B(S, i+ 1); for proper subsets S′ of S, we must

have ∆′
i(S

′) = ∆U
i (S

′) = 0 by the previous paragraph.

We now show the inductive step, where we suppose that |S| = k > i + 1. We

know from the induction hypothesis that there exist Up ∈ B(S \ sp, i+1) such that

∆′
i(S

′) = ∆
Up

i (S′) for all non-empty S′ ⊆ S \ sp, where S = {s1, s2, . . . , s|S|}. For

each L ∈
(

S
i+1

)
, let sL = minS \L and let XL⊗YL be the term of ∆′

i(S) which has

in its boundary the term A
UsL

L ∪ L⊗B
UsL

L ∪ L of ∆′
i(S \ sL).

Note that we may talk about generating vectors of a term analogously to those of

a face by Proposition 3.1. We claim first that each term XL⊗YL has i+1 generating

vectors, namely given by L. Indeed, since XL ⊗ YL has A
UsL

L ∪L⊗B
UsL

L ∪L in its

boundary, its generating vectors must either consist of L or L∪{s} for s ∈ [0, n]\L.
Hence, suppose that we have XL = L ∪ {s} ∪ A and YL = L ∪ {s} ∪ B for some

disjoint A,B ⊆ S \ (L∪ {s, sL}) with L∪ {s} ∪A∪B = S \ sL. However, XL ⊗ YL

then has both L∪A⊗L∪ {s} ∪B and L∪ {s} ∪A⊗L∪B in its boundary. Thus,

after cancelling ∂(XL ⊗ YL) with (∆′
i ◦ ∂)(S), there must still be a term supported

on S \ {sL} with generating vectors L. Thus terms supported on S \ {sL} with

generating vectors L can never be completely cancelled by the boundary ofXL′⊗YL′

for any L′ ∈
(

S
i+1

)
if XL′ ⊗ YL′ has i+ 2 generating vectors. We conclude that we

must have XL = L ∪ A, YL = L ∪ B, with L, A, B disjoint. Moreover, each term

XL ⊗ YL is then distinct. Since there are then
( |S|
i+1

)
of these terms, which is the

number of cubes of a cubillage of Z(S, i + 1), and so these comprise all the terms

of ∆′
i(S), as by assumption this has the minimum possible number of terms.

We now show that XL ⊗ YL is actually supported on S. The alternative is

that it is supported on S ∪ {t} \ sL for t /∈ S. If A ∪ B ̸= ∅, then taking the

boundary at an element of A or B gives a term with generating vectors L which

is not supported on S and so cannot cancel with any of the other terms in the

formula (3.1). Indeed, a consequence of the previous paragraph is that all terms

of (∂ ◦ ∆′
i)(S) with generating vectors L are in the boundary of XL ⊗ YL. If

A ∪ B = ∅, then |S| = i + 2 and XL′ ⊗ YL′ = L′ ∪ {qL′} ⊗ L′ or L′ ⊗ L′ ∪ {qL′}
for some qL′ ∈ [0, n] \ L′ all L′ ∈

(
S′

i+1

)
. If qL /∈ S, then boundaries of XL ⊗ YL can

only cancel with those of XL′⊗YL′ if qL′ = qL. But even in this case we cannot get

cancellations, since L and L′ differ by at most one entry. Thus qL′ ∈ S for all L′,

as required.

Using Proposition 3.1 we can then identify the terms XL ⊗ YL of ∆′
i(S) with

(i + 1)-dimensional faces of Z(S, |S|) with generating vectors L. It is clear from

Proposition 3.6 that if these faces do not form a cubillage of Z(S, i + 1), then

boundaries from facets of these faces will not cancel. The signs of the terms of ∆′
i(S)

are moreover determined by the signs of the terms from the facets of Z(S, i + 1)

given by the right-hand side of (3.1). Hence, there is a cubillage U ∈ B(S, i + 1)

such that ∆′
i(S) = ∆U

i (S).

It then follows from Proposition 3.6 that the terms of (∂ ◦∆′
i(S)) supported on

S \ sp are given by ∆
U/sp
i . If these terms are to cancel, we must have U/sp = Up,
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and so we indeed have ∆′
i(S

′) = ∆U
i (S

′) for all non-empty S′ ⊆ S, as desired. The

result then follows by induction. □

Remark 3.11. Of course, one can find other coproducts which satisfy the homotopy

formula by taking ∆′
i := ∆U

i −∆U ′

i +∆U ′′

i for U,U ′, U ′′ ∈ B([0, n], i+1), for instance.

3.3. Homotopies from covering relations. We now show how, given U, V ∈
B([0, n], i) with U ⋖ V a covering relation, one can construct a homotopy from

∆V
i−1 to ∆U

i−1. This is essentially just a different way of recasting Construction 3.2,

but this perspective will be useful in Section 4.3. We will obtain an alternative

proof of Theorem 3.7: since ∆∅
i−1 and (−1)i−1T∆∅

i−1 correspond to the minimal

and maximal elements of B([0, n], i), we can take the sequence of homotopies corre-

sponding to any maximal chain of covering relations in B([0, n], i). Such a maximal

chain then gives an element of B([0, n], i+1) and the coproduct giving the homotopy

will be precisely the one from Construction 3.2.

Construction 3.12. Let F be a face of Z([0, n], n+ 1) with generating vectors L

and initial vertex A such that |L| = i+ 1, with B := [0, n] \ (L ∪ A) as usual. We

define a coproduct

∆F
i : C•(∆

n)→ C•(∆
n)⊗ C•(∆

n)

by ∆F
i ([0, n]) := (−1)ε(L∪A⊗L∪B)L ∪ A ⊗ L ∪ B. Then we extend inductively to

lower-dimensional faces analogously to the usual way:

∆F
i ([0, n] \ p) := (−1)ε(L∪(A\p)⊗L∪(B\p))L ∪ (A \ p)⊗ L ∪ (B \ p)

if p /∈ L, and ∆F
i ([0, n] \ p) = 0 if p ∈ L. Here we have only specified the coproduct

on basis elements, with the values on other elements obtained by extending linearly.

We have the following “local” version of the homotopy formula.

Theorem 3.13. Let U, V ∈ B([0, n], i) such that U ⋖V , with this covering relation

given by the dimension i+ 1 face F of Z([0, n], n+ 1). Then we have

(3.2) ∂ ◦∆F
i − (−1)i∆F

i ◦ ∂ = ∆U
i−1 −∆V

i−1 .

That is, ∆F
i gives a homotopy from ∆V

i−1 to ∆U
i−1.

Proof. By Construction 3.2, we have that

∆U
i−1([0, n])−∆V

i−1([0, n]) =
∑

G lower
facet of F

(−1)ε(G)G+
∑

H upper
facet of F

(−1)ε(H)+1H ,

since, by assumption, the cubes of U and V only differ in that U contains the lower

facets of F whilst V contains the upper facets. It then follows from Proposition 3.6

that ∂ ◦ ∆F
i ([0, n]) = ∆U

i−1([0, n]) − ∆V
i−1([0, n]) + (−1)i∆F

i ◦ ∂([0, n]). This is

the desired statement for [0, n], with the result following similarly for other basis

elements of C•(∆n). □

We can now give an alternative proof of the homotopy formula.

Alternative proof of Theorem 3.7. If we let U ∈ B([0, n], i + 1), then, comparing

Construction 3.2 and Construction 3.12, we have that

∆U
i =

∑
F cube of U

∆F
i .
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We then have that

∂ ◦∆U
i − (−1)i∆U

i ◦ ∂ =
∑

F cube of U

(
∂ ◦∆F

i − (−1)i∆F
i ◦ ∂

)
.

According to the fundamental theorem of the higher Bruhat orders (Theorem 2.4),

the faces of U can be ordered such that they form a maximal chain of covering

relations in B([0, n], i). Hence, using the above Theorem 3.13, we have that∑
F cube of U

(
∂ ◦∆F

i − (−1)i∆F
i ◦ ∂

)
= ∆∅

i−1 −∆
([0,n]

i+1 )
i−1 ,

which is equal to ∆∅
i−1 + (−1)iT∆∅

i−1 by Proposition 3.3. □

This gives a clear conceptual picture of our construction: to any element in the

higher Bruhat orders, it associates a linear coproduct; and to any relation between

two elements in the higher Bruhat orders, it associates a chain homotopy between

the corresponding coproducts.

4. Implications of the construction

In this section, we extend our construction of cup-i coproducts to simplicial

complexes (Section 4.1), and also consider singular homology (Section 4.2). In this

latter case, under natural restrictions, only the Steenrod coproduct and its opposite

are possible. Next, we show how to construct homotopies between ∆U
i and T∆U

i

for arbitrary U ∈ B([0, n], i + 1), using the so-called “reoriented higher Bruhat

orders” (Section 4.3). We finish by showing that our coproducts can be used to

define Steenrod squares in cohomology and that, in fact, they all induce the same

Steenrod squares.

4.1. Simplicial complexes. So far we have only considered coproducts on the

chain complex of the simplex, but it is natural to ask for arbitrary simplicial com-

plexes what coproducts ∆′
i exist and give a homotopy between ∆∅

i−1 and T∆∅
i−1.

A finite simplicial complex is a set Σ of non-empty subsets of [0, n] such that for

each σ ∈ Σ, and non-empty τ ⊆ σ, we have that τ ∈ Σ. Given a finite simplicial

complex Σ, one can form its geometric realisation ||Σ|| by taking a p-simplex for

every σ ∈ Σ with |σ| = p+1, and gluing them together according to Σ, see [Hat02,

Sec. 2.1]. We will hence refer to the elements of Σ as simplices. We write Σp for

the set of p-simplices of Σ, that is, simplices σ ∈ Σ with |σ| = p + 1. A simplex

σ ∈ Σ is maximal if there is no τ ∈ Σ \ {σ} such that τ ⊃ σ. We denote the set of

maximal simplices of Σ by max(Σ). The cellular chain complex C•(Σ) of Σ has Σp

as basis of Cp(Σ), with the boundary map defined as in Section 2.1.1.

Given a finite simplicial complex Σ on [0, n], our analogue of the higher Bruhat

poset is as follows.

Definition 4.1. Given a set of subsets U ⊆
(
[0,n]
i+2

)
and a subset M ∈

(
[0,n]
i+3

)
, we say

that U is consistent with respect to M if and only if the intersection Pack(M)∩U is

a beginning segment of Pack(M) in the lexicographic order or an ending segment.

We then say that U is Σ-consistent if it is consistent with respect to all (i+ 2)-

simplices of Σ. We write B(Σ, i+ 1) for the set of Σ-consistent subsets of Σi+1.
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As the notation suggests, we have that {U ∩ Σi+1 | U ∈ B([0, n], i + 1)} ⊂
B(Σ, i + 1), with the equality B(Σ, i + 1) = B([0, n], i + 1) if Σ is a n-simplex.

However, the reverse inclusion {U ∩ Σi+1 | U ∈ B([0, n], i+ 1)} ⊇ B(Σ, i+ 1) does

not hold in general, as the following example shows.

Example 4.2. Consider the simplicial complex Σ on [0, 3] with max(Σ) =

{012, 013, 023, 123}. Then {012, 123} is a Σ-consistent subset of Σ2, and so an

element of B(Σ, 2), since Σ has no 3-simplices. However, this is clearly not a

consistent subset of
(
[0,3]
3

)
in the usual sense.

We observe that B(Σ, i + 1) is just a set, rather than a poset. It is not clear

in general whether there is a sensible partial order on B(Σ, i + 1). Whilst for an

element of the higher Bruhat orders U ∈ B([0, n], i + 1), if U ̸=
(
[0,n]
i+2

)
, there is

always K ∈
(
[0,n]
i+2

)
\ U such that U ∪ {K} is consistent. This is not the case for

B(Σ, i+ 1), as the following example shows.

Example 4.3. Consider the simplicial complex Σ on [0, 6] with

max(Σ) = {0135, 0145, 0235, 0245}

and consider

U = {013, 024, 145, 235}.
Then U is Σ-consistent. However, if we were to try to add 025 to U , then consistency

with respect to 0235 requires that we add 035 as well. But then consistency with

respect to 0135 requires that we also add 015. In turn, consistency with respect to

0145 requires also adding 045. Finally, consistency with respect to 0245 requires

adding 025, which is what we were trying to add in the first place.

Hence, one cannot hope for covering relations in B(Σ, i+1) given by adding single

subsets; subsets have to be added to U simultaneously, rather than one-by-one, in

order to preserve consistency. It is worth also saying that having the relation on

B(Σ, i+ 1) as straightforward inclusion does not work, since this does not coincide

with the relation on B([0, n], i+ 1) [Zie93, Thm 4.5].

Next, we observe that restricting an element of the poset B(Σ, i+ 1) to a face σ

of Σ gives an element of the corresponding poset B(σ, i+ 1).

Lemma 4.4. If U ∈ B(Σ, i+ 1) and σ ∈ Σ, then Uσ := U ∩
(

σ
i+2

)
∈ B(σ, i+ 1).

Proof. It follows from the definition of a simplicial complex that
(

σ
i+2

)
⊆ Σ. There-

fore, Uσ is a consistent subset of
(

σ
i+2

)
in the usual sense, and so Uσ ∈ B(σ, i+1). □

We can now construct coproducts on the cellular chain complex C•(Σ) of any

finite simplicial complex Σ as follows.

Construction 4.5. Let Σ be a finite simplicial complex on [0, n], let U ∈ B(Σ, i+1),

and given a simplex σ ∈ Σ, let us write Uσ := U ∩
(

σ
i+2

)
. Then, we define

∆U
i : C•(Σ)→ C•(Σ)⊗ C•(Σ)

σ 7→ ∆Uσ
i (σ)

As in the case of the standard simplex, the coproducts ∆U
i on C•(Σ) from Con-

struction 4.5 satisfy the homotopy formula, and all reasonable families of coproducts

satisfying the homotopy formula arise from this construction.
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Theorem 4.6. For any U ∈ B(Σ, i+ 1) we have that

∂ ◦∆U
i − (−1)i∆U

i ◦ ∂ = (1 + (−1)iT )∆∅
i−1 .

Moreover, any coproduct ∆′
i which satisfies this formula, and for which ∆′

i(σ) =

σ ⊗ σ for all σ ∈ Σ0 if i = 0, arises from Construction 4.5.

Proof. The homotopy formula follows from applying Theorem 3.7 simplex by sim-

plex. Using the notation for contraction from Section 2.2.2, we have that if τ ⊆ σ,

then Uτ = Uσ/(σ \ τ). Hence Construction 4.5 also ensures that the terms from

(−1)i∆U
i ◦ ∂ cancel the terms from ∂ ◦∆U

i correctly.

To see that any coproduct ∆′
i with a minimal number of terms arises in this

way, we apply Theorem 3.10 to the maximal simplices of Σ. For such a simplex

σ, by Theorem 3.10, we must have that there exists some some U(σ) ∈ B(σ, i+ 1)

such that ∆′
i(τ) = ∆

U(σ)
i (τ) for all τ ⊆ σ. We then define U :=

⋃
σ∈max(Σ) U(σ).

We claim that U(σ) = Uσ := U ∩
(

σ
i+2

)
. Indeed, for any σ, σ′ ∈ max(Σ) with

σ ∩ σ′ ̸= ∅, we have that ∆U(σ)(τ) = ∆′
i(τ) = ∆U(σ′)(τ) for all τ ⊆ σ ∩ σ′. Since

different cubillages would result in different coproducts, we conclude that

U(σ) ∩
(
σ∩σ′

i+1

)
= U(σ)/(σ′ \ σ) = U(σ ∩ σ′) = U(σ′)/(σ′ \ σ) = U(σ′) ∩

(
σ∩σ′

i+1

)
.

Hence,

Uσ = U ∩
(

σ
i+2

)
=

⋃
σ′∈max(Σ)

U(σ′) ∩
(

σ
i+2

)
=

⋃
σ′∈max(Σ)

U(σ′) ∩
(
σ∩σ′

i+2

)
=

⋃
σ′∈max(Σ)

U(σ) ∩
(
σ∩σ′

i+2

)
= U(σ).

We conclude that ∆′
i = ∆U

i . □

4.1.1. Order complexes of tree posets. In [DKK22], Danilov, Karzanov, and Ko-

shevoy define higher Bruhat orders for finite acyclic directed graphs G. For G =

0→ 1→ · · · → n, their construction returns the higher Bruhat order B([0, n], i+1).

In this subsection, we explain how their work relates to our notion of Σ-consistent

sets for simplicial complexes Σ in the case where Σ is the order complex of the poset

given by an acyclic directed tree. This allows us to apply some of their results in

Section 4.4.

Recall that the Hasse diagram of a poset P is the directed graph with vertices

the elements of P and arrows x → y the covering relations x⋖ y in P , and that a

chain in P is a subposet such that the induced order from P is a total order. We

rephrase the construction [DKK22] in terms of chains instead of tuples, in order to

relate it better with the present paper. We assume that the finite acyclic directed

graph G is a tree T , and we replace it with the finite poset P whose Hasse diagram

is T . We call such a poset P a tree poset . The definition of the higher Bruhat

orders for P is then quite analogous to the original one from Section 2.2.1.
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Definition 4.7. Let P be a tree poset, and let us denote by chainsi+1(P ) the

chains of P of size i + 1. Given a chain K ∈ chainsi+2(P ), its packet is the set of

chains

Pack(K) := {K \ k | k ∈ K} ⊆ chainsi+1(P ).

The packet Pack(K) can be ordered according to the lexicographic order , given

by K \ k′ < K \ k for k < k′, or its opposite, the reverse lexicographic order .

A total order α on chainsi+1(P ) is admissible if it orders every packet Pack(K)

either lexicographically or reverse lexicographically for every K ∈ chainsi+2(P ).

Two admissible orders α and α′ on chainsi+1(P ) are equivalent if they differ by

swapping adjacent chains which do not lie in a common packet. The inversion

set inv(α) of an admissible order α on chainsi+1(P ) is the subset of chainsi+2(P )

whose packets appear in reverse lexicographic order in α.

The higher Bruhat poset B(P, i+1) has elements equivalence classes of admissible

orders on chainsi+1(P ), with covering relations [α] ⋖ [α′] when inv(α′) = inv(α) ∪
{K} for some K ∈ chainsi+2(P ) \ inv(α).

As usual, we abuse notation by also considering the elements of B(P, i + 1) to

be the inversion sets themselves, so that we can write inv(α) ∈ B(P, i+ 1).

Remark 4.8. When P is a total order, (i + 1)-chains in P can be identified with

(i + 1)-element subsets of P , and we recover the usual higher Bruhat orders from

Section 2.2.1.

The difference between Definition 4.7 and [DKK22] is as follows. The elements

of the admissible orders in [DKK22] are tuples of paths, rather than chains. When

the Hasse diagram of the poset P is a tree T , a chain in P uniquely determines a

tuple of paths in T by connecting one element of the chain to the next. Hence the

two definitions coincide when P is a tree poset.

Theorem 4.9 ([DKK22, Thm 2.1]). Let P be a tree poset. Then the higher Bruhat

poset B(P, i+1) has a unique minimum and a unique maximum, respectively given

by the empty set ∅ and the set of all chains chainsi+2(P ).

Remark 4.10. The algorithm used to show [DKK22, Thm 2.1] does not work for

B(P, i+ 1) in the case where P is not a tree poset, since the analogue of [DKK22,

(4.2)] fails to hold in this case. The algorithm of course still works for the definition

of higher Bruhat orders for directed graphs from [DKK22], which diverges from

Definition 4.7 in the case where P is no longer a tree poset.

We say that maximal chains in B(P, i+1) are equivalent if they differ by swapping

(i+2)-chains which do not lie in a common (i+3)-chain, in precise analogy to the

equivalence of admissible orders in Definition 4.7.

Theorem 4.11 ([DKK22, Thms 5.1 and 5.2]). Let P be a tree poset. There is a

bijection between equivalence classes of maximal chains in B(P, i+1) and elements

of B(P, i + 2), given by sending a maximal chain in B(P, i + 1) to the sequence of

elements of chainsi+2(P ) in the order they are added to the inversion set.

Recall that the order complex of a poset P is the simplicial complex Σ(P ) with

k-simplices given by chains of P of size k+1, that is, Σ(P )k := chainsk+1(P ). The
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following Lemma relates the construction of [DKK22] and the present one for order

complexes of tree posets.

Lemma 4.12. Given a tree poset P , with [α] ∈ B(P, i+ 1), we have that inv(α) is

Σ(P )-consistent, so that inv(α) ∈ B(Σ(P ), i+ 1).

Proof. Let U = inv(α) for [α] ∈ B(P, i + 1). Note that U consists of chains in P

of size i + 2, which are indeed (i + 1)-simplices of Σ(P ). We need to check that

U is consistent with respect to all (i + 2)-simplices of Σ(P ). Let M ∈ Σ(P )i+2 =

chainsi+3(P ). Then, by Definition 4.7, we have that Pack(M) ∩ U ∈ B(M, i + 1).

Since M is a total order, we have that Pack(M)∩U must be a beginning or ending

segment of Pack(M). Hence, U is indeed Σ(P )-consistent. □

Unfortunately, the converse to Lemma 4.12 is false, as the following example

shows. There exist Σ-consistent sets U ∈ B(Σ(P ), i + 1) such that there is no

[α] ∈ B(P, i+ 1) with U = inv(α).

Example 4.13. Consider the following tree poset P

4 5

3

1 2.

We have that U = {13, 23, 25, 14} ∈ B(Σ(P ), i + 1) is Σ(P )-consistent, as can be

seen from restricting U to the maximal chains of P . However, an admissible order

α on chains1(P ) with inv(α) = U would have to have 1 < 5 < 2 < 4 < 1, which is

a contradiction.

4.2. Singular homology. Having studied simplicial complexes, it is natural to ask

for singular homology as well: can one describe all coproducts ∆′
i which give ho-

motopies between ∆∅
i−1 and T∆∅

i−1? Here, since there are infinitely many singular

simplices σ : ∆n → X, for X a topological space, it is not feasible to define coprod-

ucts differently for each singular simplex. Making this restriction, one obtains that

the only possible coproducts are the Steenrod ones.

Theorem 4.14. Let X be a topological space, and let C•(X) denote its singular

chain complex. Suppose that we have a coproduct ∆′
i : C•(X) → C•(X) ⊗ C•(X)

such that the formula for ∆′
i(σ) does not depend upon the particular singular simplex

σ : ∆n → X, but only on its dimension. Suppose further that we have

∂ ◦∆′
i − (−1)i∆′

i ◦ ∂ = (1 + (−1)iT )∆∅
i−1 ,

that ∆′
i has the minimal number of terms among all the coproducts satisfying this

equation, and if i = 0, we have ∆′
i(σ) = σ ⊗ σ for each 0-chain σ. Then for all

i ⩾ 0, we have ∆′
i = ∆∅

i or (−1)iT∆∅
i .

Proof. Suppose we have a coproduct ∆′
i as above. We assume first that i ⩾ 1.

Given a singular simplex σ : ∆p → X, we already have that ∆′
i(σ) = ∆U

i (σ) for

some U ∈ B([0, p], i+1) by Theorem 3.10. We prove by induction on p that in fact
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U = ∅ or U =
(
[0,p]
i+2

)
. For p ⩽ i, we must have ∆′

i(σ) = 0. For p = i+ 1, there are

no other options for U , so this case is also immediate.

Suppose then that the claim holds for p − 1, where p > i + 1, so that ∆′
i(σ) =

∆U
i (σ) for U = 0 or U =

(
[0,p−1]
i+1

)
for all singular (p − 1)-simplices σ : ∆p−1 → X.

Consider a singular p-simplex σ : ∆p → X. Then, by Theorem 3.10, we must have

that ∆′
i(σ) = ∆U

i (σ), for some U ∈ B([0, p], i + 1). Consequently, we must have

that ∆′
i(σ/q) = ∆

U/q
i (σ/q), where σ/q : ∆p−1 → X are the singular simplices given

by taking the face of σ : ∆p → X which does not contain q. But by the induction

hypothesis, we therefore either have U/q = ∅ for all q or U/q =
(
[0,p]\q
i+2

)
for all q.

This implies that either U = ∅ or U =
(
[0,p]
i+2

)
. This then shows that ∆′

i(σ) = ∆∅
i (σ)

or ∆′
i(σ) = (−1)iT∆∅

i (σ), as desired. The claim for i = 0 follows similarly, recalling

the treatment of the i = 0 case in Theorem 3.10. □

4.3. Reoriented higher Bruhat orders. In this section, we address the question

of whether one can find chain homotopies between ∆U
i and T∆U

i , instead of between

∆∅
i and T∆∅

i . The relevant posets in this case are the “reoriented higher Bruhat

orders” of S. Felsner and H. Weil [FW00, Section 3], who attribute them originally

to G. M. Ziegler [Zie93].

These posets are defined as follows. Given U, V ∈ B([0, n], i+ 1), the reoriented

inversion set of V with respect to U is defined to be the symmetric difference

invU (V ) := (U \V )∪ (V \U). The reoriented higher Bruhat order with respect to U

BU ([0, n], i + 1) has the same underlying set as B([0, n], i + 1), only the covering

relations are given by V ⋖ V ′ for invU (V
′) = invU (V ) ∪ {L}, L /∈ invU (V ). Hence,

BU ([0, n], i + 1) measures inversions against U , whereas B([0, n], i + 1) measures

inversions against ∅.

In much the same way as in Section 3, we can construct coproducts which

give homotopies between ∆U
i and T∆U

i from equivalence classes of maximal chains

in BU ([0, n], i+1). However, now that we have reoriented the higher Bruhat orders,

there is a subtlety. Note that U is always minimal in BU ([0, n], i+1) whilst
(
[0,n]
i+2

)
\U

is always maximal. But there may be other minimal and maximal elements in the

poset BU ([0, n], i+1) [FW00, Sec. 3], unlike for the ordinary higher Bruhat orders.

Hence, we must restrict to maximal chains in BU ([0, n], i+ 1) from U to
(
[0,n]
i+2

)
\ U

to obtain a chain homotopy.

Construction 4.15. Let W be a maximal chain of BU ([0, n], i + 1) from U

to
(
[0,n]
i+2

)
\ U . Let further W be given by the sequence of faces (F1, F2, . . . , Fp)

of Z([0, n], n + 1), with (L1, L2, . . . , Lp) the sequence of generating vectors of

these faces, with Lq ∈
(
[0,n]
i+2

)
. The elements of the maximal chain are then

Vq ∈ B([0, n], i + 1) for 0 ⩽ q ⩽ p, where invU (Vq) = {L1, L2, . . . , Lq} and

invU (V0) = ∅.

Recalling from Construction 3.12 the definition of a coproduct ∆
Fq

i given by a

single face Fq of Z([0, n], n+ 1), we define

∆W
i :=

∑
Lq /∈U

∆
Fq

i −
∑
Lr∈U

∆Fr
i .

These “reoriented” coproducts satisfy the homotopy formula as follows.
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Theorem 4.16. For any maximal chainW of BU ([0, n], i+1) from U to
(
[0,n]
i+2

)
\ U ,

we have that

∂ ◦∆W
i+1 − (−1)i+1∆W

i+1 ◦ ∂ = (1 + (−1)i+1T )∆U
i .

Proof. This follows from Theorem 3.13 in the same way that Theorem 3.7 follows

from Theorem 3.13. The difference is that when Lr ∈ U , the corresponding face

of Z([0, n], n+ 1) must be traversed in the opposite direction to the direction it is

traversed in B([0, n], i+ 1), meaning that one adds the upper facets and subtracts

the lower facets, rather than vice versa. This is because, in terms of B([0, n], i+1),

such subsets need to be removed from the inversion set, rather than added. This

difference is taken care of by the extra minus signs in the definition of ∆W
i+1. □

Of course, the next question is whether one can understand the coproducts which

give homotopies between ∆W
i+1 and (−1)i+1T∆W

i+1, but it is not clear how to extend

our techniques to these cases.

We end this section by illustrating Construction 4.15 with an example.

Example 4.17. As in Example 3.8, we consider the chain complex C•(∆2) of the

2-simplex. We choose U = {01} ∈ B([0, 2], 1) to reorient the higher Bruhat orders.

Hence, we wish to find a homotopy between the cup-0 coproduct given by

∆U
0 ([0, 2]) = 1⊗ 012 + 01⊗ 02 + 012⊗ 2

and its opposite, instead of between the normal cup-0 coproduct ∆∅
0 and its oppo-

site T∆∅
0 . There are two maximal chains in BU ([0, 2], 1), namely W1 = (01, 12, 02)

and W2 = (02, 12, 01), denoted by the sequences of subsets Lq that get added to

the reoriented inversion set. Using Construction 4.15, they give the following two

coproducts.

∆W1
1 = +01⊗ 012 + 012⊗ 12− 02⊗ 012 ,

∆W2
1 = +012⊗ 02− 12⊗ 012− 012⊗ 01 .

Comparing the signs of the terms to those of Example 3.8, one sees that they

coincide except for 01 ⊗ 012 and 012 ⊗ 01. These are the two terms with L = 01,

in our usual notation, which is the element of U . It is routine to verify that ∆W1
1

and ∆W2
1 give homotopies from T∆U

0 to ∆U
0 .

4.4. Steenrod squares. Let Σ be a finite simplicial complex. For i ⩾ 0 and U ∈
B(Σ, i+ 1), we denote by ∆U

i : C•(Σ) → C•(Σ)⊗ C•(Σ) the associated coproduct

from Construction 4.5. We will consider here cochains on Σ, which are groups

Cp(Σ) := HomZ(Cp(Σ),Z).

Endowed with a codifferential , a degree one map δ : Cp(Σ)→ Cp+1(Σ) defined by

δ(u)(c) := u(∂c), which satisfies δ2 = 0, they form a cochain complex C•(Σ).

Definition 4.18. For i ⩾ 0, and U ∈ B(Σ, i+ 1), we define a cup-i product

⌣U
i : Cp(Σ)⊗ Cq(Σ)→ Cp+q−i(Σ)

u⊗ v 7→ u ⌣U
i v

by the formula

(u ⌣U
i v)(c) := (u⊗ v)∆U

i (c) .
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Since the coproduct ∆U
i is a linear map, the product ⌣U

i is also linear.

Proposition 4.19. For two cochains u ∈ Cp(Σ), v ∈ Cq(Σ), the cup-i product ⌣U
i

satisfies the formula

δ(u ⌣U
i v) = (−1)iδu ⌣U

i v+(−1)i+pu ⌣U
i δv−(−1)iu ⌣∅

i−1 v−(−1)pqv ⌣∅
i−1 u .

Proof. Let c be a chain of Cp+q−i+1(Σ). Using Theorem 4.6 we have

(u⊗ v)∂∆U
i (c)− (−1)i(u⊗ v)∆U

i (∂c) = (u⊗ v)∆∅
i−1(c) + (−1)i(u⊗ v)T∆∅

i−1(c)

= (u⊗ v)∆∅
i−1(c) + (−1)i+pq(v ⊗ u)∆∅

i−1(c)

= (u ⌣∅
i−1 v)(c) + (−1)i+pq(v ⌣∅

i−1 u)(c) .(4.1)

By definition, the two terms on the left-hand side are

(u⊗ v)∂∆U
i (c) = [(δu⊗ v) + (−1)p(u⊗ δv)]∆U

i (c)

= (δu ⌣U
i v + (−1)pu ⌣U

i δv)(c) ,(4.2)

(u⊗ v)∆U
i (∂c) = (u ⌣U

i v)(∂c) = (δ(u ⌣U
i v))(c) .(4.3)

Substituting (4.3) and (4.2) into (4.1), sending the term δ(u ⌣U
i v) to the right-

hand side, and all the other terms to the left-hand side, and multiplying both sides

by (−1)i, we get the desired formula. □

So far, we have worked over Z, with the cup-i products defined on integral

cochains. From now on, we will work over Z/2Z. We denote by C•(Σ;Z/2Z) the

free Z/2Z-module generated by the simplices of Σ, endowed with the differential

∂({v0, . . . , vq}) :=
∑q

p=0{v0, . . . , v̂p, . . . , vq}. We denote its dual cochain complex

by C•(Σ;Z/2Z) := HomZ(C•(Σ;Z/2Z),Z/2Z), with codifferential δ(u)(c) := u(∂c).

Lemma 4.20. Let u ∈ Cp(Σ;Z/2Z) be a cochain.

(1) If u is a cocycle modulo 2, then u ⌣U
i u is also a cocycle modulo 2.

(2) If u is a coboundary modulo 2, then u ⌣U
i u is also a coboundary modulo 2.

Proof. Suppose that δu = 2v, for some v ∈ Cp+1(Σ;Z/2Z). By Proposition 4.19,

we have

δ(u ⌣U
i u) = 2(v ⌣U

i u+ u ⌣U
i v + u ⌣∅

i−1 u) ,

which proves Point (1). Suppose now that u = δw for some w ∈ Cp−1(Σ;Z/2Z).
By Proposition 4.19, we have

δ(w ⌣U
i δw + w ⌣∅

i−1 w) = δw ⌣U
i δw + w ⌣U

i δ2w + w ⌣∅
i−1 δw + δw ⌣∅

i−1 w

+ δw ⌣∅
i−1 w + w ⌣∅

i−1 δw + 2w ⌣∅
i−2 w

= δw ⌣U
i δw = u ⌣U

i u

over Z/2Z, which proves Point (2). □

Lemma 4.20 thus allows us to define the function

SqUi : Hp(Σ;Z/2Z)→ H2p−i(Σ;Z/2Z)

[u] 7→ [u ⌣U
i u] ,

where [u] denotes the cohomology class of a cocycle u.
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Proposition 4.21. Let U ∈ B(Σ, i + 1) be such that U = U ′ ∩ Σi+1 for some

U ′ ∈ B([0, n], i+ 1). Then, SqUi is a group homomorphism.

Proof. As in Section 4.3, let W be a maximal chain in BU ′([0, n], i + 1) from

U ′ to
(
[0,n]
i+2

)
\ U ′. Let (L1, L2, . . . , L(n+1

i+2)
) be the sequence of (i + 2)-subsets

of [0, n] added to the reoriented inversion sets by W. Given a simplex σ ∈ Σ,

one can define Wσ to be the maximal chain in BUσ
(σ, i + 1) given by the sub-

sequence of (L1, L2, . . . , L(n+1
i+2)

) contained in σ. We then define a linear map

∆W
i+1 : C•(Σ;Z/2Z) → C•(Σ;Z/2Z) ⊗ C•(Σ;Z/2Z) by the formula ∆W

i+1 :=

∆Wσ
i+1(σ). Combining Theorem 4.6 and Theorem 4.16, we have that ∆W

i+1 sat-

isfies the homotopy formula with respect to ∆U
i .

Then, we define ⌣W
i+1 as in Definition 4.18, and run the proof of Proposition 4.19

again over Z/2Z, showing that ⌣W
i+1 satisfies the formula of Proposition 4.19 with

respect to ⌣U
i . For u and v two cocycles in C•(Σ;Z/2Z), we obtain

δ(u ⌣W
i+1 v) = δu ⌣W

i+1 v + u ⌣W
i+1 δv + u ⌣U

i v + v ⌣U
i u

= u ⌣U
i v + v ⌣U

i u .

Thus, we have

(u+ v) ⌣U
i (u+ v) = u ⌣U

i u+ v ⌣U
i v + u ⌣U

i v + v ⌣U
i u

= u ⌣U
i u+ v ⌣U

i v + δ(u ⌣W
i+1 v) ,

and therefore in cohomology SqUi (u+ v) = SqUi (u) + SqUi (v), as desired. □

Theorem 4.22. Suppose that U, V ∈ B(Σ, i+ 1) are such that U = U ′ ∩Σi+1 and

V = V ′ ∩ Σi+1 for some U ′, V ′ ∈ B([0, n], i+ 1). Then, we have SqUi = SqVi .

Proof. It suffices to show this in the case where U ′ ⋖ V ′ in B([0, n], i + 1). Sup-

pose that, as in Construction 3.12, this covering relation is given by a face F of

Z([0, n], n + 1) with generating vectors L. If L /∈ Σ, then U = V , so we can as-

sume L ∈ Σ. Defining ∆F
i+1 as in Construction 3.12 and applying Theorem 3.13,

we obtain a chain homotopy between ∆U
i and ∆V

i . Indeed, note that for σ ∈ Σ

with L ̸⊆ σ, we will have ∆U
i (σ) = ∆V

i (σ) and ∆F
i+1(σ) = 0; for L ⊆ σ, we will

have ∂ ◦∆F
i+1(σ)− (−1)i∆F

i+1 ◦ ∂(σ) = ∆U
i (σ)−∆V

i (σ) by Theorem 3.13. This, in

turn, gives rise to a cochain homotopy between the products ⌣U
i and ⌣V

i . Since

homotopic maps induce the same map in cohomology, we thus have SqUi = SqVi . □

4.4.1. Order complex case. In the case where Σ = Σ(P ) is the order complex of

a tree poset P , we can make stronger statements. Define the re-oriented higher

Bruhat orders BU (P, i+ 1) for a tree poset P and U ∈ B(P, i+ 1) by applying the

definition of the re-oriented higher Bruhat orders from Section 4.3 to Definition 4.7

in the obvious way.

Proposition 4.23. Let Σ = Σ(P ) be the order complex of a tree poset P , and let

U ∈ B(P, i+ 1). Then, SqUi is a group homomorphism.

Proof. The proof is similar to that of Proposition 4.21. The difference is that

B(P, i+1) is a poset, whereas B(Σ, i+1) is not necessarily a poset for an arbitrary

simplicial complex Σ. Hence, we may let W be a maximal chain in BU (P, i + 1)

from U to chainsi+2(P ) \ U . The remaining details of the proof are identical. □
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Theorem 4.24. Let Σ = Σ(P ) be the order complex of a tree poset P . For any

U, V ∈ B(P, i+ 1), we have SqUi = SqVi .

Proof. Again, the proof is similar to Theorem 4.22. It suffices to show this in the

case where U⋖V in B(P, i+1). This covering relation is given by L ∈ chainsi+1(P ),

so that V = U∪{L} and L /∈ U . We will define a homotopy ∆U⋖V
i+1 from ∆U

i to ∆V
i .

Given a simplex σ ∈ Σ(P ), define Uσ := U ∩
(

σ
i+1

)
and Vσ := V ∩

(
σ

i+1

)
. If

L ̸⊆ σ, then Uσ = Vσ and we define ∆U⋖V
i+1 (σ) = 0. If L ⊆ σ, then Uσ ⋖ Vσ and

this flip is induced by a face Fσ of the zonotope Z(σ, |σ|) with generating vectors

L. In this case, we define ∆U⋖V
i+1 (σ) := ∆Fσ

i+1(σ). For a simplex τ ⊆ σ, we have that

∆Fσ
i+1(τ) = ∆Fτ

i+1(τ), since Uτ = Uσ/(σ \ τ) and Vτ = Vσ/(σ \ τ).
Applying Theorem 3.13 to each of the maximal simplices of Σ(P ), we obtain

that ∆L
i+1 is a chain homotopy from ∆U

i to ∆V
i . Hence, we have that SqUi = SqVi ,

as in the proof of Theorem 4.22. □
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Appendix A. Sign calculations

In this appendix we carry out the calculations on signs which are used in the

paper, most notably in Proposition 3.6, but also in Proposition 3.3 and Lemma 3.5.

Throughout this section, we use our convention of taking ε(L ∪ A ⊗ L ∪ B) as an

element of Z/2Z to simplify calculations. We begin by examining how the sign

changes when the halves of the tensor are swapped.

Lemma A.1. Given L,A,B ⊆ [0, n] which are disjoint and such that L∪A∪B =

[0, n], we have that

ε(L ∪B ⊗ L ∪A)

= ε(L ∪A⊗ L ∪B) + (|L ∪A|+ 1)(|L ∪B|+ 1) + |L|+ 1 .

Proof. Our starting point is that

(A.1) ε(L ∪B ⊗ L ∪A) =
∑
a∈A

|B|<a +
∑
l∈L

|L|<l + (n+ 1)|B|.

We then make the following calculations, in which we use the fact that n + 1 =

|L ∪A ∪B| and x = x2 in Z/2Z.

(n+ 1)|B| = |L ∪A ∪B||A|+ |L ∪A ∪B||B|+ (n+ 1)|A|

= |L||A|+ |A|+ |B||A|+ |L||B|+ |A||B|+ |B|+ (n+ 1)|A|

= |L ∪A||L ∪B|+ |A|+ |B|+ |L|+ |A||B|+ (n+ 1)|A|

= |L ∪A||L ∪B|+ |L ∪A|+ |L ∪B|+ |L|+ |A||B|+ (n+ 1)|A|

= (|L ∪A|+ 1)(|L ∪B|+ 1) + |L|+ 1 + |A||B|+ (n+ 1)|A| .

https://arxiv.org/abs/math/0212097
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From this and (A.1), noting that∑
a∈A

|B|<a =
∑
b∈B

|A|>b =
∑
b∈B

(|A|<b + |A|) =
∑
b∈B

|A|<b + |A||B| ,

we obtain that

ε(L ∪B ⊗ L ∪A) =
∑
b∈B

|A|<b +
∑
l∈L

|L|<l + (n+ 1)|A|

+ (|L ∪A|+ 1)(|L ∪B|+ 1) + |L|+ 1 ,

from which the result follows. □

We now compare our signs with those associated to the overlapping partitions.

Lemma A.2. Given L = {l0, l1, . . . , li} ∈
(
[0,n]
i+1

)
, let L be the overlapping partition

[0, l0], [l0, l1], . . . , [li, n]. Further, let A = [0, l0) ∪ (l1, l2) ∪ . . . and B = (l1, l2) ∪
(l3, l4) ∪ . . . . Then we have

ε(L) = ε(L ∪A⊗ L ∪B) +
∑
l∈L

|L|<l + |L|+ 1 .

Hence, ε(L) = ε(L ∪A⊗ L ∪B) + ⌊i/2⌋.

Proof. By definition, the sign associated to the overlapping partition is

(A.2) ε(L) = sign(wL) + in,

where wL is the permutation defined in Section 2.1.2. One can calculate the sign

associated with the permutation wL as

sign(wL) =
∑
b∈B

|A ∪ L|>b

=
∑
b∈B

|A|>b +
∑
b∈B

|L|>b

=
∑
b∈B

|A|<b + |A||B|+
∑
b∈B

|L|>b .

We then note from Lemma 3.5 that B consists of the odd gaps in L for |L| even,
and even gaps in L for |L| odd. Hence, for all b ∈ B, we have that |L|>b = |L|+ 1

in Z/2Z, and so

(A.3) sign(wL) =
∑
b∈B

|A|<b + |A||B|+ |B|(|L|+ 1).

We then calculate that

in = (|L|+ 1)n

= (|L|+ 1)(n+ 1) + |L|+ 1

= (|L|+ 1)|A ∪B|+ |L|2 + |L|+ |L|+ 1

= (|L|+ 1)|A ∪B|+ |L|+ 1 .
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Putting this together with (A.2) and (A.3), we obtain

ε(L) =
∑
b∈B

|A|<b + |A||B|+ |B|(|L|+ 1) + (|L|+ 1)|A ∪B|+ |L|+ 1

=
∑
b∈B

|A|<b + |A||B|+ (|L|+ 1)|A|+ |L|+ 1

= ε(L ∪A⊗ L ∪B) +
∑
l∈L

|L|<l + (n+ 1)|A|+ |A||B|+ (|L|+ 1)|A|+ |L|+ 1

= ε(L ∪A⊗ L ∪B) +
∑
l∈L

|L|<l + |L ∪A||A|+ (|L|+ 1)|A|+ |L|+ 1

= ε(L ∪A⊗ L ∪B) +
∑
l∈L

|L|<l + |A||A|+ |A|+ |L|+ 1

= ε(L ∪A⊗ L ∪B) +
∑
l∈L

|L|<l + |L|+ 1 .

Since |L| = i+ 1, one can then straightforwardly verify that∑
l∈L

|L|<l + |L|+ 1 = i/2 ∈ Z/2Z

for i even and ⌊i/2⌋ for i odd. □

We now carry out the sign calculations which feed into Proposition 3.6.

Lemma A.3. For k ∈ L, we have that

ε(L ∪A⊗ L ∪B) + |L ∪A|<k = ε((L \ k) ∪A⊗ (L \ k) ∪ (B ∪ k)) + |L|>k .

Proof. We note that ∑
b∈B

|A|<b =
∑

b∈B∪k

|A|<b + |A|<k

and ∑
l∈L

|L|<l =
∑

l∈L\k

|L|<l + |L|<k .

Using these, we obtain from the definition of ε(L ∪A⊗ L ∪B) that

ε(L ∪A⊗ L ∪B) + |L ∪A|<k =
∑

b∈B∪k

|A|<b +
∑

l∈L\k

|L|<l + (n+ 1)|A|

=
∑

b∈B∪k

|A|<b +
∑

l∈L\k

|L \ k|<l + |L|>k + (n+ 1)|A|

= ε((L \ k) ∪A⊗ (L \ k) ∪ (B ∪ k)) + |L|>k .

□

Lemma A.4. For k ∈ L, we have that

ε(L ∪A⊗ L ∪B) + |L ∪B|<k + |L ∪A|+ 1

= ε((L \ k) ∪ (A ∪ k)⊗ (L \ k) ∪B) + |L|>k + 1 .
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Proof. We break down this calculation into the following three steps.∑
b∈B

|A|<b =
∑
b∈B

|A ∪ k|<b + |B|>k ,

∑
l∈L

|L|<l =
∑

l∈L\k

|L|<l + |L|<k ,

=
∑

l∈L\k

|L \ k|<l + |L|>k + |L|<k ,

(n+ 1)|A|+ |L ∪A| = (n+ 1)|A ∪ k|+ (n+ 1) + |L ∪A|

= (n+ 1)|A ∪ k|+ |B| .

Using these, we obtain that

ε(L ∪A⊗ L ∪B) + |L ∪A|

= ε((L \ k) ∪ (A ∪ k)⊗ (L \ k) ∪B) + |B|>k + |L|<k + |L|>k + |B|

= ε((L \ k) ∪ (A ∪ k)⊗ (L \ k) ∪B) + |B|<k + |L|<k + |L|>k ,

and hence the result follows. □

Lemma A.5. For k ∈ A, we have that

ε(L ∪A⊗ L ∪B) + |L ∪A|<k

= ε(L ∪ (A \ k)⊗ L ∪B) + |L|+ |L ∪A ∪B|<k + 1 .

Proof. Here we note that∑
b∈B

|A|<b =
∑
b∈B

|A \ k|<b + |B|>k

and

(n+ 1)|A| = n|A|+ |A|

= n|A \ k|+ n+ |A|

= n|A \ k|+ |L|+ |B|+ 1 .

Using these two facts, we deduce that

ε(L ∪A⊗ L ∪B) + |L ∪A|<k

= ε(L ∪ (A \ k)⊗ L ∪B) + |B|>k + |L|+ |B|+ 1 + |L ∪A|<k

= ε(L ∪ (A \ k)⊗ L ∪B) + |L|+ |L ∪A ∪B|<k + 1 .

□

Lemma A.6. For k ∈ B, we have that

ε(L ∪A⊗ L ∪B) + |L ∪A|+ |L ∪B|<k + 1

= ε(L ∪A⊗ L ∪ (B \ k)) + |L|+ |L ∪A ∪B|<k + 1 .

Proof. Here we use that ∑
b∈B

|A|<b =
∑

b∈B\k

|A|<b + |A|<k
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and (n+ 1)|A|+ |L ∪A| = n|A|+ |L|. This allows us to deduce that

ε(L ∪A⊗ L ∪B) + |L ∪A|+ |L ∪B|<k + 1

= ε(L ∪A⊗ L ∪ (B \ k)) + |A|<k + |L|+ |L ∪B|<k + 1

= ε(L ∪A⊗ L ∪ (B \ k)) + |L|+ |L ∪A ∪B|<k + 1 .

□
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