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Abstract. The purpose of this paper is to establish a correspondence between the higher Bruhat orders of Yu. I. Manin and V. Schechtman, and the cup- $i$ coproducts defining Steenrod squares in cohomology. To any element of the higher Bruhat orders we associate a coproduct, recovering Steenrod's original ones from extremal elements in these orders. This correspondence allows us to interpret the coproducts geometrically in terms of zonotopal tilings, understand all possible choices of coproducts, and give conceptual proofs of their properties.
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## 1. Introduction

Steenrod operations, introduced by N. E. Steenrod in [Ste47], are invariants refining the algebra structure given by the cup product on the cohomology of a space. They are defined via a family of cup- $i$ coproducts, which correct homotopically the lack of cocommutativity of the Alexander-Whitney diagonal at the chain level. The more refined homotopical information provided by Steenrod squares allows one to distinguish non-homotopy equivalent spaces with isomorphic cohomology rings (for example, the suspensions of $\mathbb{C} P^{2}$ and $S^{2} \vee S^{4}$ ). Steenrod operations are universal and constitute a central, classical tool in homotopy theory [Ste62; MT68]. More recently, they were shown to be part of an $E_{\infty}$-algebra structure on the cochains of a space $X$ [MS03; BF04], which encodes faithfully its homotopy type when $X$ is of finite type and nilpotent [Man01; Man06].

On the other hand, the higher Bruhat orders are a family of posets introduced by Yu. I. Manin and V. Schechtman [MS89] generalising the weak Bruhat order on the symmetric group. The elements of the $(n+1)$-th higher Bruhat order are equivalence classes of maximal chains in the $n$-th higher Bruhat order, with covering relations given by higher braid moves. The original motivation for introducing these orders was to study hyperplane arrangements and generalised braid groups, but they have subsequently found applications in many different areas. They appear in the contexts of Soergel bimodules [Eli16], quantisations of the homogeneous coordinate ring of the Grassmannian [LZ98], and KP solitons [DM12]. The higher Bruhat orders also provide a framework for studying social choice in economics [GR08].

In this paper, we show that these two apparently very different objects are in fact combinatorially the same: the higher Bruhat orders describe precisely Steenrod
cup- $i$ coproducts and their relations. This provides a possible explanation for the fact that, in the words of A. Medina-Mardones, "cup- $i$ products of Steenrod seem to be combinatorially fundamental" [Med22b, Sec. 3.3]. Let $\mathcal{B}([0, n], i+1)$ be the $(i+1)$-dimensional higher Bruhat order on the set $[0, n]$, and let $\Delta_{i}, \Delta_{i}^{\mathrm{op}}: \mathrm{C} \bullet\left(\Delta^{n}\right) \rightarrow$ C. $\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)$ denote the Steenrod cup- $i$ coproducts and their opposite on the chain complex of the standard simplex.

Theorem (Construction 3.2, Theorems 3.4, 3.6 and 3.9). For every element $U \in$ $\mathcal{B}([0, n], i+1)$, there is a coproduct

$$
\Delta_{i}^{U}: \mathrm{C} \bullet\left(\Delta^{n}\right) \rightarrow \mathrm{C} \bullet\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)
$$

which gives a homotopy between $\Delta_{i-1}$ and $\Delta_{i-1}^{\mathrm{op}}$. If $U_{\min }$ and $U_{\max }$ are the maximal and minimal elements of $\mathcal{B}([0, n], i+1)$, then $\left\{\Delta_{i}^{U_{\text {min }}}, \Delta_{i}^{U_{\max }}\right\}=\left\{\Delta_{i}, \Delta_{i}^{\mathrm{op}}\right\}$.

Moreover, every coproduct on $\mathrm{C} \cdot\left(\Delta^{n}\right)$ giving a homotopy between $\Delta_{i-1}$ and $\Delta_{i-1}^{\mathrm{op}}$ arises in this way, so long as it does not contain redundant terms.

From the perspective of the higher Bruhat orders, the fact that every coproduct $\Delta_{i}^{U}$ gives a homotopy between $\Delta_{i-1}$ and $\Delta_{i-1}^{\mathrm{op}}$ corresponds to the fact that the elements of $\mathcal{B}([0, n], i+1)$ are equivalence classes of maximal chains in $\mathcal{B}([0, n], i)$. It follows that from any covering relation $U \lessdot V$ in $\mathcal{B}([0, n], i+1)$, one can construct a chain homotopy between $\Delta_{i}^{U}$ and $\Delta_{i}^{V}$ (Construction 3.11). Moreover, as we demonstrate in Section 4.4, any coproduct $\Delta_{i}^{U}$ defines a Steenrod square $\mathrm{Sq}_{i}^{U}$ in cohomology, and for any two $U, V \in \mathcal{B}([0, n], i+1)$ we have $\mathrm{Sq}_{i}^{U}=\mathrm{Sq}_{i}^{V}$ (Theorem 4.15).

Using the geometric interpretation of the elements of the higher Bruhat orders as zonotopal tilings (Section 2.2), we obtain a clear geometric interpretation of homotopies (see the front page, as well as Fig. 2): terms in the image of the coproducts correspond to faces of tilings, and the boundary map on $\operatorname{Hom}\left(\mathrm{C}_{\bullet}\left(\Delta^{n}\right), \mathrm{C} \bullet\left(\Delta^{n}\right) \otimes\right.$ C. $\left.\left(\Delta^{n}\right)\right)$ corresponds to the cubical boundary map. This gives a conceptual proof of the fundamental property that the cup- $i$ coproduct gives a homotopy between the cup- $(i-1)$ coproduct and its opposite, in contrast to the involved combinatorial proofs in the literature.

The above results allow us to show that for cohomology of simplicial complexes non-trivial coproducts from other elements of the higher Bruhat orders exist (Section 4.1), whereas for singular cohomology only the Steenrod coproducts are possible (Section 4.2). We also show how one can find coproducts giving homotopies between $\Delta_{i}^{U}$ and its opposite, using the "reoriented" higher Bruhat orders of [Zie93; FW00] (Section 4.3). In his recent axiomatic characterisation of Steenrod's cup- $i$ products, A. Medina-Mardones shows that, under a certain natural notion of isomorphism, there is only one cup- $i$ construction [Med22a]. Our cup- $i$ constructions $\Delta_{i}^{U}$ provide other choices, which fall outside the scope of this result, but are still adequate for the purpose of defining Steenrod squares in cohomology (Section 4.4). New formulas for Steenrod squares could be of interest from the computational point of view [Med23b], notably in the field of Khovanov homology [Can20]. At the same time, our unicity result for singular homology (Theorem 4.7) concurs with the one of [Med22a].

Finally, a consequence of the present results is that there is a dictionary between the Steenrod coproducts and two important families of objects in other areas of mathematics, which are already known to correspond to higher Bruhat orders. The first one is a family of higher dimensional versions of the Yang-Baxter (or "triangle") equation, called the simplex equations [Str95], which have been a subject of renewed interest in the recent physics literature [BS23; KMY23; Yag23]. The second one is a family of strict $\omega$-categories called cubical orientals, which define the cubical $\omega$-categorical nerve [Str91]. The higher categorical structure of the higher Bruhat orders was already observed in [MS89, Sec. 3], and their correspondence with cubical orientals can be found in [KV91], see also [LMP]. The precise connection between Steenrod coproducts and cubical orientals will be explored in detail elsewhere.

Outline. We begin the paper by giving background on Steenrod operations in Section 2.1 and on the higher Bruhat orders in Section 2.2. In Section 3, we give our main construction, showing how to build coproducts from elements of the higher Bruhat orders and proving their key properties. After this, in Section 4, we give some extensions of our construction in the previous section, discussing how it impacts simplicial and singular cohomology, and extending it to the reoriented higher Bruhat orders. We finish by showing that the coproducts we construct all induce the same Steenrod squares.

Acknowledgements. We would first and foremost like to thank Hugh Thomas for making the introduction that led to this collaboration. The initial discussions for this paper took place whilst the first author was visiting the Max Planck Institute in Bonn, which we thank for the hospitality. Thank you also to Arun Ram for helpful suggestions. GLA would like to thank Fabian Haiden and Vivek Shende for the opportunity to speak about a preliminary version of this work in Odense, and for interesting discussions. Part of this research was conducted while NJW was visiting the Okinawa Institute of Science and Technology (OIST) through the Theoretical Sciences Visiting Program (TSVP).

## 2. Background

In this section, we recall the definitions of Steenrod operations and higher Bruhat orders, and set up notation.
2.1. Steenrod operations. We start by recalling basic conventions and notation.
2.1.1. Chain complexes. By a chain complex $C$ we mean an $\mathbb{N}$-graded $\mathbb{Z}$-module with linear maps

$$
C_{0} \stackrel{\partial_{1}}{\leftarrow} C_{1} \stackrel{\partial_{2}}{\leftrightarrows} C_{2} \stackrel{\partial_{3}}{\leftrightarrows} \cdots
$$

satisfying $\partial_{p} \circ \partial_{p+1}=0$ for each $p \in \mathbb{N}$. As usual, we refer to $\partial_{p}$ as the $p$-th boundary map and suppress the subscript when convenient. We say that a chain complex $C$ is based when each $C_{p}$ is equipped with a basis, that is a set $B_{p}$ for each $p \in \mathbb{N}$ such that $C_{p}=\mathbb{Z}\left\{B_{p}\right\}$. A morphism of chain complexes, referred to as a chain map, is a morphism of $\mathbb{N}$-graded $\mathbb{Z}$-modules $f: C \rightarrow C^{\prime}$ satisfying $\partial_{p+1}^{\prime} f_{p+1}=f_{p} \partial_{p+1}$ for $p \in \mathbb{N}$.

The category of chain complexes of $\mathbb{Z}$-modules is endowed with a tensor product, whose degree $r$ component is $(X \otimes Y)_{r}:=\oplus_{p+q=r} X_{p} \otimes Y_{q}$, and whose differential is defined by $\partial(x \otimes y):=\partial(x) \otimes y+(-1)^{\operatorname{deg}(x)} x \otimes \partial(y)$. The symmetry isomorphism $T: X \otimes Y \rightarrow Y \otimes X$, which is part of a symmetric monoidal structure, is defined by $T(x \otimes y):=(-1)^{\operatorname{deg}(x) \operatorname{deg}(y)} y \otimes x$.
2.1.2. Steenrod coalgebra. We denote the standard $n$-simplex $\Delta^{n}:=\left\{\left(x_{0}, \ldots, x_{n}\right) \in\right.$ $\left.\mathbb{R}^{n+1} \mid x_{0}+\cdots+x_{n}=1\right\}$. We refer to faces of the $n$-simplex using their vertex sets, where we use the notation $[p, q]:=\{p, p+1, \ldots, q\}$ and $(p, q):=[p, q] \backslash\{p, q\}$. When we give a set $\left\{v_{0}, v_{1}, \ldots, v_{q}\right\} \subseteq[0, n]$, we mean that the elements are ordered $v_{0}<v_{1}<\cdots<v_{q}$.

We will consider the $\mathbb{Z}$-module given by the cellular chains C • $\left(\Delta^{n}\right)$ on the standard $n$-simplex. This chain complex has as basis the faces of $\Delta^{n}$, whose degree is given by the dimension (for example, the face $\left\{v_{0}, \ldots, v_{q}\right\}$ has dimension $q$ ). The boundary map of this chain complex is given by

$$
\partial\left(\left\{v_{0}, \ldots, v_{q}\right\}\right):=\sum_{p=0}^{q}(-1)^{p}\left\{v_{0}, \ldots, \hat{v}_{p}, \ldots, v_{q}\right\} .
$$

An overlapping partition $\mathcal{L}=\left(L_{0}, L_{1}, \ldots, L_{i+1}\right)$ of $[0, n]$ is a family of intervals $L_{p}=\left[l_{p}, l_{p+1}\right]$ such that $l_{0}=0, l_{i+2}=n$, and for each $0<p<i+1$ we have $l_{p}<l_{p+1}$. For $i \geqslant-1$, the Steenrod cup-i coproduct is the chain map $\Delta_{i}:$ C. $\left(\Delta^{n}\right) \rightarrow$ C. $\left(\Delta^{n}\right) \otimes$ C. $\left(\Delta^{n}\right)$ defined by

$$
\Delta_{i}([0, n]):=\sum_{\mathcal{L}}(-1)^{\varepsilon(\mathcal{L})}\left(L_{0} \cup L_{2} \cup \cdots\right) \otimes\left(L_{1} \cup L_{3} \cup \cdots\right),
$$

where the sum is taken over all overlapping partitions of $[0, n]$ into $i+2$ intervals. If $n \leqslant i-1$, there are no such overlapping partitions, and the coproduct is zero. Denoting by $w_{\mathcal{L}}$ the shuffle permutation putting $0,1, \ldots, n$ into the order

$$
\left[0, l_{1}\right],\left[l_{2}, l_{3}\right], \ldots,\left(l_{1}, l_{2}\right),\left(l_{3}, l_{4}\right), \ldots,
$$

the sign is given by $\varepsilon(\mathcal{L}):=\operatorname{sign}\left(w_{\mathcal{L}}\right)+i n$. The coproduct $\Delta_{i}$ is then defined similarly on the lower-dimensional faces. Throughout this article, we shall reserve the notation $\Delta_{i}$ for the Steenrod coproducts. As proved by N. E. Steenrod in [Ste47], the cup- $i$ coproducts satisfy the homotopy formula

$$
\begin{equation*}
\partial \Delta_{i}-(-1)^{i} \Delta_{i} \partial=\left(1+(-1)^{i} T\right) \Delta_{i-1} \tag{2.1}
\end{equation*}
$$

for all $i \geqslant 1$.
Remark 2.1. Other equivalent formulas for the Steenrod coproducts are given in [GR99; Med23a].

Remark 2.2. Comparing $\varepsilon(\mathcal{L})$ to the sign from [Ste47], the extra term in here arises in the passage from products to coproducts, see Section 4.4. In any case, it will follow from Theorem 3.4 and Theorem 3.9 that this is the unique correct choice of signs for the Steenrod cup- $i$ coproducts, given that the signs of the cup-0 coproduct are all + .

Example 2.3. We give some examples of Steenrod cup- $i$ coproducts for lowdimensional simplices. For the 0 -simplex $\Delta^{0}$, we have $\Delta_{0}(0)=T \Delta_{0}(0)=0 \otimes 0$. For the 1 -simplex $\Delta^{1}$, we have

$$
\begin{aligned}
\Delta_{0}(01) & =0 \otimes 01+01 \otimes 1 \\
T \Delta_{0}(01) & =01 \otimes 0+1 \otimes 01 \\
\Delta_{1}(01)=-T \Delta_{1}(01) & =-01 \otimes 01
\end{aligned}
$$

Finally, for the 2 -simplex $\Delta^{2}$, we have

$$
\begin{aligned}
\Delta_{0}(012) & =0 \otimes 012+01 \otimes 12+012 \otimes 2, \\
T \Delta_{0}(012) & =012 \otimes 0-12 \otimes 01+012 \otimes 2, \\
\Delta_{1}(012) & =012 \otimes 01-02 \otimes 012+012 \otimes 12, \\
T \Delta_{1}(012) & =01 \otimes 012-012 \otimes 02+12 \otimes 012, \\
\Delta_{2}(012)=T \Delta_{2}(012) & =012 \otimes 012 .
\end{aligned}
$$

2.2. Higher Bruhat orders. There are many ways of defining the higher Bruhat orders. For the purposes of this paper, it will be useful to consider three of them, namely those using admissible orders, consistent sets, and cubillages.
2.2.1. Admissible orders. The original definition of the higher Bruhat orders from [MS89] is as follows. Let $i$ and $n$ be positive integers such that $i+2 \leqslant n$. Throughout this article we denote by $\binom{[0, n]}{i+1}:=\{S \subset[0, n]| | S \mid=i+1\}$ the set of $(i+1)$-element subsets of $[0, n]$. Given $K=\left\{k_{0}<k_{2}<\cdots<k_{i+1}\right\} \in\binom{[0, n]}{i+2}$, the set

$$
P(K):=\{K \backslash k \mid k \in K\}
$$

is called the packet of $K$, where here we have abbreviated $K \backslash\{k\}$ to $K \backslash k$, which we will continue to do. It is naturally ordered by the lexicographic order, where $K \backslash k_{p}<K \backslash k_{q}$ if and only if $p<q$, or its opposite, the reverse lexicographic order.

The elements of the higher Bruhat poset $\mathcal{B}([0, n], i+1)$ are admissible orders of $\binom{[0, n]}{i+1}$, modulo an equivalence relation. A total order $\alpha$ of $\binom{[0, n]}{i+1}$ is admissible if for all $K \in\binom{[0, n]}{i+1}$, the elements $P(K)$ appear in either lexicographic or reverselexicographic order under $\alpha$. Two orderings $\alpha$ and $\alpha^{\prime}$ of $\binom{[0, n]}{i+1}$ are equivalent if they differ by a sequence of interchanges of pairs of adjacent elements that do not lie in a common packet. As these interchanges preserve admissibility, the equivalence class $[\alpha]$ of an ordering $\alpha$ is well-defined.

The inversion set $\operatorname{inv}(\alpha)$ of an admissible order $\alpha$ is the set of all $(i+2)$-subsets of $[0, n]$ whose packets appear in reverse-lexicographic order in $\alpha$. Note that inversion sets are well-defined on equivalence classes of admissible orders. The poset structure on $\mathcal{B}([0, n], i+1)$ is generated by the covering relations given by $[\alpha] \lessdot\left[\alpha^{\prime}\right]$ if $\operatorname{inv}\left(\alpha^{\prime}\right)=\operatorname{inv}(\alpha) \cup\{K\}$ for $K \in\binom{[0, n]}{i+2} \backslash \operatorname{inv}(\alpha)$. Note that in general one can have $\operatorname{inv}(\alpha) \subseteq \operatorname{inv}\left(\alpha^{\prime}\right)$ without having $[\alpha] \leqslant\left[\alpha^{\prime}\right][$ Zie93, Thm. 4.5]. For $n<i+2$, we set $\mathcal{B}([0, n], i+1)=\{\varnothing\}$.
2.2.2. Consistent sets. An element $[\alpha]$ of the higher Bruhat poset $\mathcal{B}([0, n], i+1)$ is uniquely determined by its inversion set $\operatorname{inv}(\alpha)$. Inversion sets were characterised intrinsically in [Zie93] as follows. A subset $U \subseteq\binom{[0, n]}{i+2}$ is consistent if for any $M \in\binom{[0, n]}{i+3}$, the intersection $P(M) \cap U$ is either a beginning segment of $P(M)$ in
the lexicographic order or an ending segment. We then have that a set $U \subseteq\binom{[0, n]}{i+2}$ is equal to $\operatorname{inv}(\alpha)$ for some $[\alpha] \in \mathcal{B}([0, n], i+1)$ if and only if $U$ is consistent [Zie93, Thm. 4.1]. In this paper it will be convenient to work in terms of consistent sets, so we will abuse notation slightly by writing $U \in \mathcal{B}([0, n], i+1)$ if $U$ is a consistent set. The higher Bruhat order can then be defined on consistent sets by the covering relations $U \lessdot U^{\prime}$ if and only if $U^{\prime}=U \cup\{K\}$ for $K \in\binom{[0, n]}{i+2}$ such that $K \notin U$.

A maximal chain in $\mathcal{B}([0, n], i+1)$ gives an order on $\binom{[0, n]}{i+2}$ according to the order these subsets are added to the inversion set. The consistency condition then ensures that this order is in fact admissible, and one can talk about equivalence of maximal chains in the same way as equivalence of admissible orders. We then have the following theorem, which could justly be called the fundamental theorem of the higher Bruhat orders.

Theorem 2.4 ([MS89, Thm. 2.3]). There is a bijection between equivalence classes of maximal chains in $\mathcal{B}([0, n], i+1)$ and elements of $\mathcal{B}([0, n], i+2)$.

We will finally need the following construction from [Ram97, Def. 7.4], which we call contraction, but which was called "deletion" in [Ram97]. For $S \subseteq[0, n]$, we denote by $U / S:=\{K \in U \mid S \cap K=\varnothing\}$. We have that $U / S \in \mathcal{B}([0, n] \backslash S, i+1)$, where this poset is defined using the natural identification of $[0, n] \backslash S$ with $[0, n-|S|]$. When $S=\{p\}$, we write $U / p$ for $U / S$.
2.2.3. Cubillages. We now give the geometric description of the higher Bruhat orders due to [KV91; Tho02]. Consider the Veronese curve $\xi: \mathbb{R} \rightarrow \mathbb{R}^{i+1}$, given by $\xi_{t}=\left(1, t, t^{2}, \ldots, t^{i}\right)$. Let $\left\{t_{0}, \ldots, t_{n}\right\} \subset \mathbb{R}$ with $t_{0}<\cdots<t_{n}$ and $n \geqslant i+2$. The cyclic zonotope $Z([0, n], i+1)$ is defined to be the Minkowski sum of the line segments

$$
\overline{\mathbf{0} \xi_{t_{0}}}+\cdots+\overline{\mathbf{0} \xi_{t_{n}}},
$$

where $\mathbf{0}$ is the origin and $\overline{\mathbf{0} \xi_{t_{p}}}$ is the line segment from $\mathbf{0}$ to $\xi_{t_{p}}$. The properties of the zonotope do not depend on the exact choice of $\left\{t_{0}, \ldots, t_{n}\right\} \subset \mathbb{R}$. Hence, for ease we set $t_{p}=p$ for all $p \in[0, n]$.

There is a natural projection $\pi_{i+1}: Z([0, n], n+1) \rightarrow Z([0, n], i+1)$ given by forgetting the last $n-i$ coordinates. A cubillage $\mathcal{Q}$ of $Z([0, n], i+1)$ is a section $\mathcal{Q}: Z([0, n], i+1) \rightarrow Z([0, n], n+1)$ of the projection $\pi_{i}: Z([0, n], n+1) \rightarrow$ $Z([0, n], i+1)$ whose image is a union of $(i+1)$-dimensional faces of $Z([0, n], i+1)$. We call these $(i+1)$-dimensional faces the cubes of the cubillage. A cubillage $\mathcal{Q}$ of $Z([0, n], i+1)$ gives a subdivision of $Z([0, n], i+1)$ consisting of the images of the projections of its cubes under $\pi_{i}$. We usually think of the cubillage as the subdivision, but it is necessary to define the cubillage as the section to make the $i=0$ case work, since for $i=0$ all the subdivisions are the same; see [GP23, Rem. 2.6] for more details. In the literature, cubillages are often called fine zonotopal tilings, for example, in [GP23].

Recall that a facet of a polytope is a face of codimension one. The standard basis of $\mathbb{R}^{n+1}$ induces orientations of the faces of $Z([0, n], n+1)$, in the sense that the facets of a face can be partitioned into two sets, called upper facets and lower facets. If $F$ is a $i$-dimensional face of $Z([0, n], n+1)$, with $G$ a facet of $F$, then $G$ is
a lower (resp. upper) facet of $F$ if the normal vector to $G$ which lies inside the affine span of $F$ and points into $F$ has a positive (resp. negative) $(i+1)$-th coordinate.

As was proven in [Tho02, Thm. 2.1, Prop. 2.1], following [KV91, Thm. 4.4], the elements of $\mathcal{B}([0, n], i+1)$ are in bijection with cubillages of $Z([0, n], i+1)$. The covering relations of $\mathcal{B}([0, n], i+1)$ are given by pairs of cubillages $\mathcal{Q} \lessdot \mathcal{Q}^{\prime}$ that differ by an increasing fip, that is when there is a $(i+2)$-face $F$ of $Z([0, n], n+1)$ such that $\mathcal{Q}(Z([0, n], i+1)) \backslash F=\mathcal{Q}^{\prime}(Z([0, n], i+1)) \backslash F$ and $\mathcal{Q}(Z([0, n], i+1))$ contains the lower facets of $F$, whereas $\mathcal{Q}^{\prime}(Z([0, n], i+1))$ contains the upper facets of $F$.

The cyclic zonotope $Z([0, n], i+1)$ possesses two canonical cubillages. One is given by the unique section $\mathcal{Q}_{l}: Z([0, n], i+1) \rightarrow Z([0, n], n+1)$ of $\pi_{i+1}$ which factors through the map $Z([0, n], i+1) \rightarrow Z([0, n], i+2)$ whose image is the union of the lower facets of $Z([0, n], i+2)$. We call this the lower cubillage. The other is the section $\mathcal{Q}_{u}$ which factors through the upper facets of $Z([0, n], i+2)$, which we call the upper cubillage. The lower cubillage of $Z([0, n], i+1)$ gives the unique minimum of the poset $\mathcal{B}([0, n], i+1)$, and the upper cubillage gives the unique maximum.

We now give a description of the cubes of a cubillage that will be useful later. Every $(i+1)$-dimensional face of $Z([0, n], n+1)$ is given by a Minkowski sum

$$
\xi_{A}+\sum_{l \in L} \overline{\mathbf{0} \xi_{l}}
$$

for some subset $L \in\binom{[0, n]}{i+1}$ and $A \subseteq[0, n] \backslash L$, where $\xi_{A}=\sum_{a \in A} \xi_{a}$. We call $L$ the set of generating vectors and $A$ the initial vertex, see Fig. 1. Here we have omitted the $\xi$ from the labels of the vertices of the cubes, so that a label $A$ means $\xi_{A}$; henceforth, we will always do this.


| Initial vertex | $\{1\}$ |
| ---: | ---: |
| Generating vectors | $\{2\}$ |

Figure 1. Cubes associated to some vertices and sets of generating vectors.

One can describe the upper and lower facets of a cube in terms of initial vertices and generating vectors using the following combinatorial notion. Given $L \in\binom{[0, n]}{i+1}$ and $a \in[0, n] \backslash L$, we will use the notation

$$
|L|_{>a}=|\{l \in L \mid l>a\}| .
$$

We then say that $a$ is an even gap if $|L|_{>a}$ is an even number. Otherwise, we say that $a$ is an odd gap.

Proposition 2.5 ([Tho02, Lem. 2.1] or [DKK18, Prop. 8.1]). Let $F$ be a face of $Z([0, n], n+1)$ with initial vertex $A$ and generating vectors $L$. Then we have the following.
(1) Facets of $F$ with generating vectors $L \backslash l$ and initial vertex $A$ are upper facets if $l$ is an odd gap in $L \backslash l$ and lower facets if $l$ is an even gap in $L \backslash l$.
(2) Facets of $F$ with generating vectors $L \backslash l$ and initial vertex $A \cup\{l\}$ are upper facets if $l$ is an even gap in $L \backslash l$ and lower facets if $l$ is an odd gap in $L \backslash l$.
2.2.4. From consistent sets to cubillages. One can explicitly describe the bijection between cubillages of $Z([0, n], i+1)$ and consistent subsets of $\binom{[0, n]}{i+2}$. Given a cubillage $\mathcal{Q}$ of $Z([0, n], i+1)$, it follows from [Tho02, Thm. 2.1] that the cubes of $\mathcal{Q}$ are in bijection with the elements of $\binom{[0, n]}{i+1}$ via sending a cube to its set of generating vectors. Hence, given a consistent subset $U$ of $\binom{[0, n]}{i+2}$, the corresponding cubillage $\mathcal{Q}_{U}$ of $Z([0, n], i+1)$ is determined once, for every element of $\binom{[0, n]}{i+1}$, one knows the initial vertex of the cube with that set of generating vectors. Hence, we write $A_{L}^{U}$ for the initial vertex of the cube with generating vectors $L$ in $\mathcal{Q}_{U}$.

Proposition 2.6 ([Tho02, Thm. 2.1]). Given a set of generating vectors $L \in\binom{[0, n]}{i+1}$ and $a \in[0, n] \backslash L$, we have that $a \in A_{L}^{U}$ if and only if either

- $L \cup\{a\} \in U$ and $a$ is an even gap in $L$, or
- $L \cup\{a\} \notin U$ and $a$ is an odd gap in $L$.

An analogous statement was shown for more general zonotopes in [GPW22, Lem. 5.13]. It will also be useful to introduce the notation

$$
B_{L}^{U}:=[0, n] \backslash\left(L \cup A_{L}^{U}\right)
$$

for the vectors which are neither generating vectors nor present in the initial vertex.

## 3. Coproducts from cubillages

In this section, we show how one can construct a coproduct $\Delta_{i}^{U}: \mathrm{C} \cdot\left(\Delta^{n}\right) \rightarrow$ $\mathrm{C} \cdot\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)$ from any cubillage of $Z([0, n], i+1)$, equivalently, from any $U \in \mathcal{B}([0, n], i+1)$. We show that all these coproducts give homotopies between $\Delta_{i-1}$ and $T \Delta_{i-1}$. The cubillage perspective allows us to give a cleaner and more illuminating proof of this important fact. It also allows us to show that all coproducts which satisfy the homotopy formula arise from cubillages, provided they contain no redundant terms

Basis elements of $\mathrm{C} \cdot\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)$ are of the form $X \otimes Y$ for $X, Y \subseteq[0, n]$. A central observation is as follows. Given a basis element $X \otimes Y \in \mathrm{C} \cdot\left(\Delta^{n}\right) \otimes \mathrm{C} \cdot\left(\Delta^{n}\right)$, we can always write $X=L \cup A$ and $Y=L \cup B$, where $L, A$, and $B$ are pairwise disjoint. Given a subset $S \subseteq[0, n]$, we say that $L \cup A \otimes L \cup B$ is supported on $S$ if $L \cup A \cup B=S$. The basic relationship between cubillages and elements of C. $\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)$ is as follows.

Proposition 3.1. There is a bijection between faces of $Z(S,|S|)$ excluding $\varnothing$ and $S$ and basis elements of $\mathrm{C} \bullet\left(\Delta^{n}\right) \otimes \mathrm{C} \cdot\left(\Delta^{n}\right)$ which are supported on $S$.

Proof. As in Section 2.2.3, we have that every face of $Z(S,|S|)$ is determined by its set of generating vectors $L$ and initial vertex $A$. Defining $B:=S \backslash(L \cup A)$, the
corresponding basis element of $\mathrm{C} \bullet\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)$ is $L \cup A \otimes L \cup B$. This gives a well-defined element unless $L=\varnothing$ and either $A=\varnothing$ or $B=\varnothing$, which is the case if and only if the face is either of the vertices $\varnothing$ or $S$. Bijectivity is evident.

Hence, we may identify basis elements of $\mathrm{C} \cdot\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)$ with the corresponding faces of $Z(S,|S|)$, in particular in the case $S=[0, n]$.

Construction 3.2. For any $U \in \mathcal{B}([0, n], i+1)$, where $n \geqslant i$, we now define the cup- $i$ coproduct

$$
\Delta_{i}^{U}: \mathrm{C} \bullet\left(\Delta^{n}\right) \rightarrow \mathrm{C} \bullet\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)
$$

We define $\Delta_{i}^{U}$ on the top face of $\Delta^{n}$ by the formula

$$
\Delta_{i}^{U}([0, n]):=\sum_{\substack{\left(\begin{array}{c}
{[0, n] \\
i+1}
\end{array}\right)}}(-1)^{\varepsilon\left(L \cup A_{L}^{U} \otimes L \cup B_{L}^{U}\right)} L \cup A_{L}^{U} \otimes L \cup B_{L}^{U}
$$

where

$$
\varepsilon\left(L \cup A_{L}^{U} \otimes L \cup B_{L}^{U}\right):=\sum_{b \in B_{L}^{U}}\left|A_{L}^{U}\right|_{<b}+\sum_{l \in L}|L|_{<l}+(n+1)\left|A_{L}^{U}\right| \in \mathbb{Z} / 2 \mathbb{Z} .
$$

Here $A_{L}^{U}$ and $B_{L}^{U}$ are of course the sets from Section 2.2.4. We define this as a class in $\mathbb{Z} / \mathbb{Z} \mathbb{Z}$, since this is all that the sign depends on, and doing so makes it easier to write down the calculations in Appendix A.

For codimension one faces, we define

$$
\Delta_{i}^{U}([0, n] \backslash\{i\}):=\Delta_{i}^{U / i}([0, n] \backslash\{i\}) .
$$

In this way, we inductively extend the definition to lower-dimensional faces too. Once we reach a non-empty subset $S \subseteq[0, n]$ with $|S| \leqslant i-1$, we define $\Delta_{i}^{U}(S):=0$.

Hence, the terms of $\Delta_{i}^{U}([0, n])$ are simply those terms corresponding to the faces of $U$ under the bijection in Proposition 3.1, with a certain sign attached. In what follows, we will need to make calculations involving the signs $\varepsilon\left(L \cup A_{L}^{U} \otimes L \cup B_{L}^{U}\right)$. We carry out these calculations in Appendix A, and refer to the relevant lemmas from there when necessary.
3.1. Comparison to original Steenrod operations. Now, we claim that, up to sign, for $i$ even, the original Steenrod cup- $i$ coproduct $\Delta_{i}$ is exactly the coproduct $\Delta_{i}^{\varnothing}$ coming from the minimal element $\varnothing$ the higher Bruhat order, where nothing is inverted, and the opposite of the Steenrod cup- $i$ product $T \Delta_{i}$ exactly comes from the maximal element of the higher Bruhat order $\binom{[0, n]}{i+2}$, where everything is inverted. For $i$ odd, the opposite is true. The coproducts coming from other elements of the higher Bruhat orders can be thought of as intermediate coproducts between these two cases.

In order to show this, we first prove a useful proposition describing what happens to $\Delta_{i}^{U}$ under taking the complement of $U$.

Proposition 3.3. If $U \in \mathcal{B}([0, n], i+1)$, then we have

$$
\Delta_{i}^{\left(\left[\begin{array}{c}
{[0, n]} \\
i+2
\end{array}\right) \backslash U\right.}=(-1)^{i} T \Delta_{i}^{U} .
$$

Proof. It follows from Proposition 2.6 that

$$
A_{L}^{\binom{[0, n]}{i+2} \backslash U}=B_{L}^{U} \quad \text { and } \quad B_{L}^{\binom{[0, n]}{i+2} \backslash U}=A_{L}^{U}
$$

Hence, ignoring signs, we have that $\Delta_{i}^{\binom{[0, n]}{i+1} \backslash U}$ and $T \Delta_{i}^{U}$ have the same terms. Comparing signs with Lemma A.1, we have that on the left-hand side the term $L \cup$ $B_{L}^{U} \otimes L \cup A_{L}^{U}$ has the $\operatorname{sign} \varepsilon\left(L \cup B_{L}^{U} \otimes L \cup A_{L}^{U}\right)=$

$$
\varepsilon\left(L \cup A_{L}^{U} \otimes L \cup B_{L}^{U}\right)+\left(\left|L \cup A_{L}^{U}\right|+1\right)\left(\left|L \cup B_{L}^{U}\right|+1\right)+|L|+1
$$

which is precisely the sign on the right-hand side, recalling the definition of $T$ and noting that $|L|=i+1$.

We can now compare our operations to the original Steenrod coproducts. The fact that the Steenrod coproducts alternate between corresponding to the minimal and maximal elements of the higher Bruhat orders causes a discrepancy in signs. Our coproducts always give homotopies from the maximal element to the minimal element, so getting a homotopy in the other direction requires a minus sign.

Theorem 3.4. For $i$ even, we have

$$
\Delta_{i}^{\varnothing}=(-1)^{i / 2} \Delta_{i} \quad \text { and } \quad \Delta_{i}^{\binom{[0, n]}{i+2}}=(-1)^{i / 2} T \Delta_{i}
$$

whilst for $i$ odd we have

$$
\Delta_{i}^{\varnothing}=(-1)^{\lceil i / 2\rceil} T \Delta_{i} \quad \text { and } \quad \Delta_{i}^{([i, 0, n)}=(-1)^{\lfloor i / 2\rfloor} \Delta_{i} .
$$

Proof. It suffices to prove the claims for $\Delta_{i}^{\varnothing}$, since the results for $\Delta_{i}^{\left(\left[\begin{array}{l}0, n] \\ i+2\end{array}\right)\right.}$ are then obtained by applying Proposition 3.3. For $L=\left\{l_{0}, l_{1}, \ldots, l_{i}\right\} \in\binom{[0, n]}{i+1}$, the corresponding term of $\Delta_{i}^{\varnothing}$ is

$$
\begin{aligned}
L \cup A_{L}^{\varnothing} & =\cdots \cup\left[l_{i-3}, l_{i-2}\right] \cup\left[l_{i-1}, l_{i}\right], \\
L \cup B_{L}^{\varnothing} & =\cdots \cup\left[l_{i-2}, l_{i-1}\right] \cup\left[l_{i}, n\right],
\end{aligned}
$$

by Construction 3.2 and Proposition 2.6, since elements of $\left(l_{i}, n\right]$ are even gaps in $L$, then elements of $\left(l_{i-1}, l_{i}\right)$ are odd gaps, and so on. If $i$ is even, then the first interval in $L \cup A_{L}^{\varnothing}$ is $\left[0, l_{0}\right]$, and so this is the term associated to the overlapping partition $\left[0, l_{1}\right],\left[l_{1}, l_{2}\right], \ldots,\left[l_{i}, n\right]$ in the Steenrod construction. If $i$ is odd, then the first interval in $L \cup A_{L}^{\varnothing}$ is $\left[l_{0}, l_{1}\right]$, and so the Steenrod construction gives $L \cup B_{L}^{\varnothing} \otimes L \cup A_{L}^{\varnothing}$. This gives a bijection between overlapping partitions of $[0, n]$ into $i+2$ intervals and elements of $\binom{[0, n]}{i+1}$. This establishes the statement, with the description of the signs following from Lemma A.2.
3.2. The homotopy formula. We now show how our construction can be used to give a clean and conceptual proof of the fundamental fact that $\Delta_{i}$ gives a chain homotopy between $\Delta_{i-1}$ and $T \Delta_{i-1}$.

The boundary of a term in the coproduct has the following neat description. Recalling Proposition 3.1, we may talk of upper and lower facets of a basis element $F$ of $\mathrm{C} \bullet\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)$, meaning the respective terms corresponding to the upper and lower facets of the face corresponding to $F$.

Proposition 3.5. Let $F=L \cup A_{L}^{U} \otimes L \cup B_{L}^{U}$ be a basis element of $\mathrm{C} \bullet\left(\Delta^{n}\right) \otimes \mathrm{C} \cdot\left(\Delta^{n}\right)$. Adopting the notation $F / k:=L \cup A_{L}^{U / k} \otimes L \cup B_{L}^{U / k}$, we have that

$$
\begin{aligned}
\partial\left((-1)^{\varepsilon(F)} F\right)=\sum_{G \text { lower facet }}(-1)^{\varepsilon(G)} G & +\sum_{H \text { upper facet }}(-1)^{\varepsilon(H)+1} H \\
& +\sum_{k \in[0, n] \backslash L}(-1)^{\varepsilon(F / k)+k+i+2} F / k
\end{aligned}
$$

Proof. We abbreviate $A:=A_{L}^{U}$ and $B:=B_{L}^{U}$. There are four different types of terms in $\partial\left((-1)^{\varepsilon(F)} F\right)$ to consider, corresponding to Lemmas A.3, A.4, A.5, and A. 6.
(1) We first consider terms of $\partial\left((-1)^{\varepsilon(F)} F\right)$ given by $(L \backslash k) \cup A \otimes L \cup B$ for $k \in L$. In the expansion of $\partial\left((-1)^{\varepsilon(F)} F\right)$, this has $\operatorname{sign} \varepsilon(F)+|L \cup A|_{<k}$, which equals $\varepsilon((L \backslash k) \cup A \otimes L \cup B)+|L|_{>k}$ by Lemma A.3. This therefore equals $\varepsilon((L \backslash k) \cup A \otimes L \cup B)$ if and only if $k$ is an even gap in $L$ by Proposition 2.5, in which case $(L \backslash k) \cup A \otimes L \cup B$ is a lower facet of $F$. Upper facets then have the opposite sign to $\varepsilon((L \backslash k) \cup A \otimes L \cup B)$.
(2) We now consider terms of $\partial\left((-1)^{\varepsilon(F)} F\right)$ given by $L \cup A \otimes(L \backslash k) \cup B$ for $k \in L$. In the expansion of $\partial\left((-1)^{\varepsilon(F)} F\right)$, this has sign $\varepsilon(F)+|L \cup B|_{<k}+|L \cup A|+1$, which equals $\varepsilon(L \cup A \otimes(L \backslash k) \cup B)+|L|_{>k}+1$ by Lemma A.4. This therefore equals $\varepsilon((L \backslash k) \cup A \otimes L \cup B)$ if and only if $k$ is an odd gap in $L$ by Proposition 2.5, in which case $L \cup A \otimes(L \backslash k) \cup B$ is a lower facet of $F$. Upper facets then have the opposite sign to $\varepsilon(L \cup A \otimes(L \backslash k) \cup B)$, as before.
(3) We now start considering terms which do not correspond to facets, by looking at terms given by $L \cup(A \backslash k) \otimes L \cup B$ for $k \in A$. In the expansion of $\partial\left((-1)^{\varepsilon(F)} F\right)$, this has $\operatorname{sign} \varepsilon(F)+(L \cup A)_{<k}$, which equals $\varepsilon(F / k)+k+|L|+1=\varepsilon(F / k)+k+i+2$, by Lemma A.5, as desired.
(4) Finally, we consider terms given by $L \cup A \otimes L \cup(B \backslash k)$ for $k \in B$. In the expansion of $\partial\left((-1)^{\varepsilon(F)} F\right)$, this has sign $\varepsilon(F)+|L \cup B|_{<k}+|L \cup A|+1$, which equals $\varepsilon(F / k)+k+|L|+1=\varepsilon(F / k)+k+i+2$, by Lemma A.6.

Showing that the coproduct $\Delta_{i}^{U}$ satisfies the homotopy formula is now straightforward.

Theorem 3.6. For any $U \in \mathcal{B}([0, n], i+1)$, and for any $i \geqslant 0$, we have that

$$
\partial \circ \Delta_{i}^{U}-(-1)^{i} \Delta_{i}^{U} \circ \partial=\left(1+(-1)^{i} T\right) \Delta_{i-1}^{\varnothing}
$$

Proof. We reason in terms of the cubillage $\mathcal{Q}_{U}$ and its induced subdivision of $Z([0, n], i)$. We consider the terms of $\partial \circ \Delta_{i}^{U}([0, n])$ and apply Proposition 3.5. The terms of $\partial \circ \Delta_{i}^{U}([0, n])$ that correspond to $Z / k$ for cubes $Z$ of $\mathcal{Q}_{U}$ have sign $\varepsilon(Z / k)+k+i+2$, by Proposition 3.5 , whereas in $-(-1)^{i} \Delta_{i}^{U}\left((-1)^{k}[0, n] \backslash k\right)$ they have sign $\varepsilon(Z / k)+k+i+1$, and so they cancel.

By Proposition 3.5, we have that the other terms of $\partial \circ \Delta_{i}^{U}$ are given by facets of cubes of the cubillage. These come in two sorts: internal facets, which are shared between two cubes of the cubillage and lie in the interior of $Z([0, n], i)$ in the induced subdivision; and boundary facets, which are only facets of a single cube of the cubillage and lie on the boundary of $Z([0, n], i)$ in the induced subdivision.

Those that correspond to internal facets of the cubillage cancel out by Proposition 3.5, since they are an upper facet of one term and a lower facet of another. Hence, we are left with the terms corresponding to boundary facets. By Proposition 3.5 and Proposition 3.3, we have that the terms corresponding to lower facets of the zonotope give $\Delta_{i-1}^{\varnothing}$, whereas the terms corresponding to upper facets give

$$
-\Delta_{i-1}^{\binom{[0, n]}{i+2}}=-(-1)^{i-1} T \Delta_{i-1}^{\varnothing},
$$

as desired.
Note that in proving Theorem 3.6, all of the work went into proving that the signs matched up as desired. Working with chain complexes of $\mathbb{Z} / 2 \mathbb{Z}$-modules rather than $\mathbb{Z}$-modules, the result is immediate from the cubillage perspective. When we consider Steenrod squares in Section 4.4.

Example 3.7. We illustrate how cubillages can be used to deduce the homotopy formula for cup- $i$ coproducts. For the cup- 1 case and $n=2$, corresponding to the higher Bruhat poset $\mathcal{B}([0,2], 2)$, there are two possible cubillages, giving two cup- 1 coproducts. These correspond to the Steenrod coproduct $\Delta_{i}$ and its opposite $T \Delta_{i}$, modulo signs. The cup- 0 coproduct is

$$
\Delta_{0}(012)=0 \otimes 012+01 \otimes 12+012 \otimes 2
$$

The opposite coproduct is given by

$$
T \Delta_{0}(012)=012 \otimes 0-12 \otimes 01+2 \otimes 012
$$

where the sign of an element is given by applying the symmetry isomorphism $T$. For the two possible cup-1 coproducts $\Delta_{1}^{U}$, we wish to show that

$$
\Delta_{1}^{U} \circ \partial+\partial \circ \Delta_{1}^{U}=\Delta_{0}-T \Delta_{0}
$$

that is, the homotopy formula holds. By Construction 3.2 and Fig. 2, our two cup-1 coproducts are

$$
\begin{aligned}
\Delta_{1}^{\{012\}}(012) & =012 \otimes 01-02 \otimes 012+012 \otimes 12 \\
\Delta_{1}^{\varnothing}(012) & =-01 \otimes 012+012 \otimes 02-12 \otimes 012
\end{aligned}
$$

Here the first is the Steenrod coproduct $\Delta_{1}$ and the second is its opposite, $T \Delta_{1}$; compare Example 2.3. We have that the first coproduct comes from the cubillage at the top of Fig. 2, whereas the second comes from the bottom cubillage. We now verify the homotopy formula for $\Delta_{1}^{\varnothing}$. On the one hand, we have

$$
\Delta_{1}^{\varnothing} \circ \partial(012)=\Delta_{1}^{\varnothing}(12)-\Delta_{1}^{\varnothing}(02)+\Delta_{1}^{\varnothing}(01)=-12 \otimes 12+02 \otimes 02-01 \otimes 01
$$

while on the other hand

$$
\begin{aligned}
\partial \circ \Delta_{1}^{\varnothing}(012)= & -\partial(01 \otimes 012)+\partial(012 \otimes 02)-\partial(12 \otimes 012) \\
= & -1 \otimes 012+0 \otimes 012+01 \otimes 12-01 \otimes 02+01 \otimes 01 \\
& +12 \otimes 02-02 \otimes 02+01 \otimes 02+012 \otimes 2-012 \otimes 0 \\
& -2 \otimes 012+1 \otimes 012+12 \otimes 12-12 \otimes 02+12 \otimes 01 \\
= & (0 \otimes 012+01 \otimes 12+012 \otimes 2)-(2 \otimes 012-12 \otimes 01+012 \otimes 0) \\
& +(1 \otimes 012-1 \otimes 012)+(01 \otimes 02-01 \otimes 02)+(12 \otimes 02-12 \otimes 02) \\
& +12 \otimes 12-02 \otimes 02+01 \otimes 01
\end{aligned}
$$

Note that the terms from $\Delta_{1}^{\varnothing} \circ \partial$ cancel out, as can be seen in the final line above, and that the remaining terms from $\partial \circ \Delta_{1}^{\varnothing}$ come from faces of the cubes of the cubillage. Internal faces have terms coming from two cubes, which cancel each other out, as seen in the penultimate line. After all cancellations, the remaining terms come from the boundary of the zonotope, which give precisely $\Delta_{0}-T \Delta_{0}$, as seen in the third last line. The top of Figure 2 indicates how the verification of the homotopy formula works for $\Delta_{1}^{\{012\}}$.

Example 3.8. The figure appearing on the first page of the paper is an example of a coproduct for the 4 -simplex which does not come from the Steenrod coproduct or its opposite. We do not carry out the full verification of the homotopy formula, but instead illustrate in the figure that terms corresponding to internal faces of the cubillage cancel.

In fact, Construction 3.2 comprises all coproducts that satisfy the homotopy formula, up to redundancies. The idea is to run the proof of Theorem 3.6 in reverse, so that if a coproduct satisfies the homotopy formula, then the cubes corresponding to its terms must have come from a cubillage.

Theorem 3.9. Suppose that we have a degree-i coproduct $\Delta_{i}^{\prime}: C_{\bullet}\left(\Delta^{n}\right) \rightarrow$ C. $\left(\Delta^{n}\right) \otimes$ C. $\left(\Delta^{n}\right)$ with $i \geqslant 0$, such that

$$
\begin{equation*}
\partial \circ \Delta_{i}^{\prime}-(-1)^{i} \Delta_{i}^{\prime} \circ \partial=\left(1+(-1)^{i} T\right) \Delta_{i-1}^{\varnothing} \tag{3.1}
\end{equation*}
$$

(1) If, for $i>0$, we have that for all non-empty $S \subseteq[0, n], \Delta_{i}^{\prime}(S)$ has a minimal number of terms amongst coproducts which satsify this formula, then we have that $\Delta_{i}^{\prime}=\Delta_{i}^{U}$ for some $U \in \mathcal{B}([0, n], i+1)$.
(2) For $i=0$, if we have that $\Delta_{i}^{\prime}(p)=p \otimes p$ for all $p \in[0, n]$ and that $\Delta_{i}^{\prime}(S)$ otherwise has a minimal number of terms for non-empty $S \subseteq[0, n]$, then we have $\Delta_{i}^{\prime}=\Delta_{i}^{U}$ for some $U \in \mathcal{B}([0, n], 1)$.
Proof. We start with the $i>0$ case by showing that $\Delta_{i}^{\prime}(S)=\Delta_{i}^{U}(S)$ for some $U \in$ $\mathcal{B}(S, i+1)$ for each non-empty $S \subseteq[0, n]$ by induction on the size of $S$. We first claim that $\Delta_{i}^{\prime}(S)=0$ for $|S| \leqslant i$, the zonotope $Z(S, i+1)$ being degenerate for $|S| \leqslant i$, and so having no cubillages. For the $|S| \leqslant i-1$ cases we have $\Delta_{i-1}^{\varnothing}(S)=0$, so $\Delta_{i}^{\prime}(S)=0$ is the coproduct with the minimal number of terms which satisfies (3.1). For $|S|=i$, we have that $\Delta_{i-1}^{\varnothing}(S)=S \otimes S$, so that $T \Delta_{i-1}^{\varnothing}(S)=(-1)^{(i-1)^{2}} S \otimes S=(-1)^{i-1} S \otimes S$, so the right-hand side is still zero, and we have that $\Delta_{i}^{\prime}(S)=0$ is still the minimal coproduct satisfying (3.1).


Figure 2. The upper and lower cubillages of $Z(3,2)$, the associated $\Delta_{1}$ coproducts, and their boundaries

We then continue our induction to show that for $|S| \geqslant i+1$ we have that $\Delta_{i}^{\prime}(S)=\Delta_{i}^{U}(S)$ for some $U \in \mathcal{B}(S, i+1)$. For the time being, we assume that $i>0$. We use the perspective from Proposition 3.1 that basis elements of $\mathrm{C} \cdot\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)$ which are supported on $[0, n]$ can be identified with faces of $Z([0, n], n+1)$. Faces of dimension $\leqslant i+1$ can then be projected to dimension $i+1$ to give cubes in $Z([0, n], i+1)$. From this perspective, the right-hand side of (3.1) gives us the terms corresponding to the upper facets of $Z(S, i+1)$ subtracted from the terms corresponding to the lower facets. On the other hand, we know inductively that

$$
(-1)^{i} \Delta_{i}^{\prime}(\delta(S))=\sum_{p=1}^{|S|} \Delta_{i}^{U_{p}}\left(S \backslash s_{p}\right)
$$

by induction, where $S=\left\{s_{1}, s_{2}, \ldots, s_{|S|}\right\}$ with $s_{1}<s_{2}<\cdots<s_{|S|}$ and $U_{p} \in$ $\mathcal{B}\left(S \backslash s_{p}, i+1\right)$. These terms are all supported on proper subsets of $S$, so they cannot cancel with any of the terms in the right-hand side, which are supported on $S$.

Hence, in order to cancel the terms on the right-hand side, we must have that the terms of $\Delta_{i}^{\prime}(S)$ are of the form $L \cup A \otimes L \cup B$ with $|L|=i+1$ and $L \cup A \cup B=S$, with $L, A$, and $B$ disjoint as ever. By Proposition 3.5, we have that the boundary of such a term is given by its lower facets minus its upper facets plus terms supported on smaller subsets. By assumption, $\Delta_{i}^{\prime}(S)$ cannot have more terms than a cubillage of $Z(S, i+1)$. Then, if the terms of $\Delta_{i}^{\prime}(S)$ do not form a cubillage, we will have that $\partial \Delta_{i}^{\prime}(S)$ contains terms which do not cancel, and so the homotopy formula cannot be satisfied. Hence, $\Delta_{i}^{\prime}(S)=\Delta_{i}^{U}$ for some $U \in \mathcal{B}(S, i+1)$. Note that the signs of the terms of $\Delta_{i}^{\prime}(S)$ are determined by the signs of the terms of $\left(1+(-1)^{i} T\right) \Delta_{i-1}^{\varnothing}(S)$ : cubes of the cubillage with facets on the boundary of $Z(S, i+1)$ have their signs determined, since their signs need to agree the those of the terms from their facets in $\left(1+(-1)^{i} T\right) \Delta_{i-1}^{\varnothing}(S)$. In turn, cubes with shared facets with cubes lying on the boundary also have their signs determined by the fact that the terms from the shared facets must canel. Continuing in this way, the signs of terms are determined for the whole cubillage.

We now compare the signs for the terms of (3.1) which are supported on subsets of $S$. Indeed, since these terms do not appear on the right-hand side, we must have cancellations, which implies that $U_{p}=U / s_{p}$ for all $p \in\{0,1, \ldots,|S|\}$. By induction, we conclude that $\Delta_{i}^{\prime}=\Delta_{i}^{U}$ for some $U \in \mathcal{B}([0, n], i+1)$.

For $i=0$, we likewise use induction on the size of $S$. The right-hand side is now always zero, but by induction we have that $(-1)^{i} \Delta_{i}^{\prime}(\delta(S))=\sum_{p=0}^{|S|} \Delta_{i}^{U_{p}}\left(S \backslash s_{p}\right)$, where $S=\left\{s_{0}, s_{1}, \ldots, s_{|S|}\right\}$ with $s_{0}<s_{1}<\cdots<s_{|S|}$ and $U_{p} \in \mathcal{B}\left(S \backslash s_{p}, 1\right)$. Indeed, the base case of this is assumed to hold. In order to cancel with these terms, we must have that the terms of $\Delta_{i}^{\prime}(S)$ are of the form $\{s\} \cup A \otimes\{s\} \cup B$ for $\{s\} \cup A \cup B=S$, where these sets are again disjoint. Since we know that $\Delta_{i}^{\varnothing}(S)$ has $|S|$ terms, by assumption we must have that $\Delta_{i}^{\prime}(S)$ has $|S|$ terms too. Because the terms of $\partial\left(\Delta_{i}^{\prime}(S)\right)$ supported on $S$ must cancel with each other, we must have that they form a cubillage of $Z(S, 1)$. This gives that $\Delta_{i}^{\prime}(S)= \pm \Delta_{i}^{U}(S)$ for some $U \in \mathcal{B}([0, n], 1)$, since both choices of sign make the terms of $\partial\left(\Delta_{i}^{\prime}(S)\right)$ supported on $S$ cancel. As before, if the terms supported on $S \backslash s_{p}$ are to cancel, then we
must have that in fact $U_{p}=U / s_{p}$. We conclude by induction that $\Delta_{i}^{\prime}=\Delta_{i}^{U}$ for some $U \in \mathcal{B}([0, n], 1)$.

Remark 3.10. Of course, one can find other coproducts which satisfy the homotopy formula by taking $\Delta_{i}^{\prime}:=\Delta_{i}^{U}-\Delta_{i}^{U^{\prime}}+\Delta_{i}^{U^{\prime \prime}}$ for $U, U^{\prime}, U^{\prime \prime} \in \mathcal{B}([0, n], i+1)$, for instance.
3.3. Homotopies from covering relations. We now show how, given $U, V \in$ $\mathcal{B}([0, n], i)$ with $U \lessdot V$ a covering relation, one can construct a homotopy from $\Delta_{i-1}^{V}$ to $\Delta_{i-1}^{U}$. This is essentially just a different way of recasting Construction 3.2, but this perspective will be useful in Section 4.3. We will obtain an alternative proof of Theorem 3.6: since $\Delta_{i-1}^{\varnothing}$ and $(-1)^{i-1} T \Delta_{i-1}^{\varnothing}$ correspond to the minimal and maximal elements of $\mathcal{B}([0, n], i)$, we can take the sequence of homotopies corresponding to any maximal chain of covering relations in $\mathcal{B}([0, n], i)$. Such a maximal chain then gives an element of $\mathcal{B}([0, n], i+1)$ and the coproduct giving the homotopy will be precisely the one from Construction 3.2.

Construction 3.11. Let $F$ be a face of $Z([0, n], n+1)$ with generating vectors $L$ and initial vertex $A$ such that $|L|=i+1$, with $B:=[0, n] \backslash(L \cup A)$ as usual. We define a coproduct

$$
\Delta_{i}^{F}: \mathrm{C} \bullet\left(\Delta^{n}\right) \rightarrow \mathrm{C} \bullet\left(\Delta^{n}\right) \otimes \mathrm{C} \bullet\left(\Delta^{n}\right)
$$

by $\Delta_{i}^{F}([0, n]):=(-1)^{\varepsilon(L \cup A \otimes L \cup B)} L \cup A \otimes L \cup B$. Then we extend inductively to lower-dimensional faces analogously to the usual way:

$$
\Delta_{i}^{F}([0, n] \backslash p):=(-1)^{\varepsilon(L \cup(A \backslash p) \otimes L \cup(B \backslash p))} L \cup(A \backslash p) \otimes L \cup(B \backslash p)
$$

if $p \notin L$, and $\Delta_{i}^{F}([0, n] \backslash p)=0$ if $p \in L$. Here we have only specified the coproduct on basis elements, with the values on other elements obtained by extending linearly.

Theorem 3.12. Let $U, V \in \mathcal{B}([0, n], i)$ such that $U \lessdot V$, with this covering relation given by the dimension $i+1$ face $F$ of $Z([0, n], n+1)$. Then we have

$$
\partial \circ \Delta_{i}^{F}-(-1)^{i} \Delta_{i}^{F} \circ \partial=\Delta_{i-1}^{U}-\Delta_{i-1}^{V}
$$

That is, $\Delta_{i}^{F}$ gives a homotopy from $\Delta_{i-1}^{V}$ to $\Delta_{i-1}^{U}$.
Proof. By Construction 3.2, we have that

$$
\Delta_{i-1}^{V}([0, n])-\Delta_{i-1}^{V^{\prime}}([0, n])=\sum_{\substack{G \text { lower } \\ \text { facet of } F}}(-1)^{\varepsilon(G)} G+\sum_{\substack{H \text { upper } \\ \text { facet of } F}}(-1)^{\varepsilon(H)+1} H
$$

The left-hand side is then also equal to this by Proposition 3.5, as in the proof of Theorem 3.6.

The alternative proof of Theorem 3.6 is then as follows.
Proof. If we let $U \in \mathcal{B}([0, n], i+1)$, then, comparing Construction 3.2 and Construction 3.11, we have that

$$
\Delta_{i}^{U}=\sum_{F \text { cube of } U} \Delta_{i}^{F}
$$

We then have that

$$
\partial \circ \Delta_{i}^{U}-(-1)^{i} \Delta_{i}^{U} \circ \partial=\sum_{F \text { cube of } U}\left(\partial \circ \Delta_{i}^{F}-(-1)^{i} \Delta_{i}^{F} \circ \partial\right) .
$$

The faces of $U$ can be ordered such that they form a maximal chain of covering relations in $\mathcal{B}([0, n], i)$ by Theorem 2.4. Hence, we have that

$$
\sum_{F \text { cube of } U}\left(\partial \circ \Delta_{i}^{F}-(-1)^{i} \Delta_{i}^{F} \circ \partial\right)=\Delta_{i-1}^{\varnothing}-\Delta_{i-1}^{\binom{[0, n]}{i+1}}
$$

by Theorem 3.12. This then equals $\Delta_{i-1}^{\varnothing}+(-1)^{i} T \Delta_{i-1}^{\varnothing}$ by Proposition 3.3.

## 4. Implications of construction

In this section, we extend our construction of cup- $i$ coproducts to simplicial complexes (Section 4.1), and to singular homology (Section 4.2). In this latter case, under natural restrictions, only the Steenrod coproduct and its opposite are possible. Next, we show how to construct homotopies between $\Delta_{i-1}^{U}$ and $T \Delta_{i-1}^{U}$ for arbitrary $U \in \mathcal{B}([0, n], i)$, using the so-called "reoriented higher Bruhat orders" (Section 4.3). We finish by showing that our coproducts can be used to define Steenrod squares in cohomology and that, in fact, they all induce the same Steenrod squares.
4.1. Simplicial complexes. So far we have only considered coproducts on the chain complex of the simplex, but it is natural to ask for arbitrary simplicial complexes what coproducts $\Delta_{i}^{\prime}$ exist and give a homotopy between $\Delta_{i-1}^{\varnothing}$ and $T \Delta_{i-1}^{\varnothing}$.

A finite simplicial complex $\Sigma$ is a set of non-empty subsets of $[0, n]$ such that for each $\sigma \in \Sigma$, and non-empty $\tau \subseteq \sigma$, we have that $\tau \in \Sigma$. Given a finite simplicial complex $\Sigma$, one can form its geometric realisation $\|\Sigma\|$ by taking a $p$-simplex for every $\sigma \in \Sigma$ with $|\sigma|=p+1$, and gluing them together according to $\Sigma$, see [Hat02, Sec. 2.1]. We will hence refer to the elements of $\Sigma$ as simplices. We write $\Sigma_{p}$ for the set of $p$-simplices of $\Sigma$, that is, simplices $\sigma \in \Sigma$ with $|\sigma|=p+1$. A simplex $\sigma \in \Sigma$ is maximal if there is no $\tau \in \Sigma \backslash\{\sigma\}$ such that $\tau \supset \sigma$. We denote the set of maximal simplices of $\Sigma$ by max $(\Sigma)$. The cellular chain complex C. $(\Sigma)$ of $\Sigma$ has $\Sigma_{p}$ as basis of $\mathrm{C}_{p}(\Sigma)$, with the boundary map defined as in Section 2.1.1.

Given a finite simplicial complex $\Sigma$ on $[0, n]$, our analogue of the higher Bruhat poset is as follows.
Definition 4.1. Given a set of subsets $U \subseteq\binom{[0, n]}{i+2}$ and a subset $M \in\binom{[0, n]}{i+3}$, we say that $U$ is consistent with respect to $M$ if and only if the intersection $P(M) \cap U$ is a beginning segment of $P(M)$ in the lexicographic order or an ending segment.

We then say that $U$ is $\Sigma$-consistent if it is consistent with respect to all $(i+2)$ simplices of $\Sigma$. We write $\mathcal{B}(\Sigma, i+1)$ for the set of $\Sigma$-consistent subsets of $\Sigma_{i+1}$.

As the notation suggests, we have that $\left\{U \cap \Sigma_{i+1} \mid U \in \mathcal{B}([0, n], i+1)\right\} \subset$ $\mathcal{B}(\Sigma, i+1)$, with the equality $\mathcal{B}(\Sigma, i+1)=\mathcal{B}([0, n], i+1)$ if $\Sigma$ is a $n$-simplex. However, the reverse inclusion does not hold in general, as the following example shows.

Example 4.2. Consider the simplicial complex $\Sigma$ on $[0,3]$ with $\max (\Sigma)=$ $\{012,013,023,123\}$. Then $\{012,123\}$ is a $\Sigma$-consistent subset of $\Sigma_{2}$, and so an element of $\mathcal{B}(\Sigma, 2)$, since $\Sigma$ has no 3 -simplices. However, this is clearly not a consistent subset of $\binom{[0,3]}{3}$ in the usual sense.

Remark 4.3. Note that $\mathcal{B}(\Sigma, i+1)$ is just a set, rather than a poset. It is not clear in general whether there is a sensible partial order on $\mathcal{B}(\Sigma, i+1)$. Whilst for an element of the higher Bruhat orders $U \in \mathcal{B}([0, n], i+1)$, if $U \neq\binom{[0, n]}{i+2}$, there is always $K \in\binom{[0, n]}{i+2} \backslash U$ such that $U \cup\{K\}$ is consistent, this is not the case for $\mathcal{B}(\Sigma, i+1)$. Indeed, consider the simplicial complex $\Sigma$ on $[0,6]$ with

$$
\max (\Sigma)=\{0135,0145,0235,0245\}
$$

and consider

$$
U=\{013,024,145,235\}
$$

Then $U$ is $\Sigma$-consistent. However, if we were to try to add 025 to $U$, then consistency with respect to 0235 requires that we add 035 as well. But then consistency with respect to 0135 requires that we also add 015. In turn, consistency with respect to 0145 requires also adding 045 . Finally, consistency with respect to 0245 requires adding 025 , which is what we were trying to add in the first place.

Hence, these subsets have to be added to $U$ simultaneously, rather than one-byone, and so one cannot hope for covering relations in $\mathcal{B}(\Sigma, i+1)$ given by adding single subsets. It is worth also saying that having the relation on $\mathcal{B}(\Sigma, i+1)$ as straightforward inclusion does not work, since this does not coincide with the relation on $\mathcal{B}([0, n], i+1)$ [Zie93, Theorem 4.5].

Lemma 4.4. If $U \in \mathcal{B}(\Sigma, i+1)$ and $\sigma \in \Sigma$, then $U_{\sigma}:=U \cap\binom{\sigma}{i+2} \in \mathcal{B}(\sigma, i+1)$.
Proof. It follows from the definition of a simplicial complex that $\binom{\sigma}{i+2} \subseteq \Sigma$, and so $U_{\sigma}$ is a consistent subset of $\binom{\sigma}{i+2}$ in the usual sense, so that $U_{\sigma} \in \mathcal{B}(\sigma, i+1)$.

We can then construct coproducts on $\mathrm{C}_{\bullet}(\Sigma)$ as follows.
Construction 4.5. Let $\Sigma$ be a finite simplicial complex on $[0, n]$ and let $U \in$ $\mathcal{B}(\Sigma, i+1)$. As in Lemma 4.4, given a simplex $\sigma \in \Sigma$, we write $U_{\sigma}:=U \cap\binom{\sigma}{i+2}$. Then, we define

$$
\begin{aligned}
\Delta_{i}^{U}: \mathrm{C} \cdot(\Sigma) & \rightarrow \mathrm{C}_{\bullet}(\Sigma) \otimes \mathrm{C}_{\bullet}(\Sigma) \\
\sigma & \mapsto \Delta_{i}^{U_{\sigma}}(\sigma)
\end{aligned}
$$

We can now show that the coproducts $\Delta_{i}^{U}$ on $\mathrm{C}_{\bullet}(\Sigma)$ from Construction 4.5 satisfy the homotopy formula, and that all coproducts satisfying the homotopy formula arise like this.

Theorem 4.6. For any $U \in \mathcal{B}(\Sigma, i+1)$ we have that

$$
\partial \circ \Delta_{i}^{U}-(-1)^{i} \Delta_{i}^{U} \circ \partial=\left(1+(-1)^{i} T\right) \Delta_{i-1}^{\varnothing} .
$$

Moreover, any coproduct $\Delta_{i}^{\prime}$ satisfying this formula arises from Construction 4.5, where we also assume that $\Delta_{i}^{\prime}(\sigma)=\sigma \otimes \sigma$ for all $\sigma \in \Sigma_{0}$ if $i=0$.

Proof. The homotopy formula follows from applying Theorem 3.6 simplex by simplex. Note that if $\tau \subseteq \sigma$ then $U_{\tau}=U_{\sigma} /(\sigma \backslash \tau)$, so that Construction 4.5 also ensures the terms from $(-1)^{i} \Delta_{i}^{U} \circ \partial$ cancel the terms from $\partial \circ \Delta_{i}^{U}$ correctly.

To see that any coproduct $\Delta_{i}^{\prime}$ with a minimal number of terms arises in this way, apply Theorem 3.9 to the maximal simplices of $\Sigma$. For such a simplex $\sigma$, we must have $\Delta_{i}^{\prime}(\sigma)=\Delta_{i}^{U(\sigma)}(\sigma)$ for some $U(\sigma) \in \mathcal{B}(\sigma, i+1)$. We then define
$U:=\bigcup_{\sigma \in \max (\Sigma)} U(\sigma)$. This is $\Sigma$-consistent, since every $(i+1)$-simplex of $\Sigma$ lies in a maximal simplex $\sigma$, and $U \cap\binom{\sigma}{i+2}$ must be consistent. Moreover, we must in fact have that $U(\sigma)=U_{\sigma}$, since $\Delta_{i}^{\prime}(\tau)=\Delta_{i}^{U(\sigma) /(\sigma \backslash \tau)}(\sigma)$ by definition of the coproduct $\Delta_{i}^{U(\sigma)}$ by Construction 3.2, so that $U(\sigma)$ cannot contain anything less than $U \cap\binom{\sigma}{i+1}$. We conclude that $\Delta_{i}^{\prime}=\Delta_{i}^{U}$.
4.2. Singular homology. It is then furthermore natural to ask the same question for singular homology: can one describe all coproducts $\Delta_{i}^{\prime}$ which give homotopies between $\Delta_{i-1}^{\varnothing}$ and $T \Delta_{i-1}^{\varnothing}$ ? Here, since there are infinitely many singular simplices $\sigma: \Delta^{n} \rightarrow X$, for $X$ a topological space, it is not feasible to define coproducts differently for each singular simplex. Making this restriction, one obtains that the only possible coproducts are the Steenrod ones.

Theorem 4.7. Let $X$ be a topological space with $\mathrm{C} \bullet(X)$ its singular chain complex. Suppose that $\Delta_{i}^{\prime}: \mathrm{C} \bullet(X) \rightarrow \mathrm{C} \cdot(X) \otimes \mathrm{C} \bullet(X)$ is a coproduct such that the formula for $\Delta_{i}^{\prime}(\sigma)$ does not depend upon the particular singular simplex $\sigma: \Delta^{n} \rightarrow X$, but only on its dimension. Suppose further that

$$
\partial \circ \Delta_{i}^{\prime}-(-1)^{i} \Delta_{i}^{\prime} \circ \partial=\left(1+(-1)^{i} T\right) \Delta_{i-1}^{\varnothing}
$$

Then $\Delta_{i}^{\prime}=\Delta_{i}^{\varnothing}$ or $(-1)^{i} T \Delta_{i}^{\varnothing}$ if $i \geqslant 1$. If $i=0$, then $\Delta_{i}^{\prime}=\Delta_{i}^{\varnothing}$ or $T \Delta_{i}^{\varnothing}$, assuming $\Delta_{i}^{\prime}(\sigma)=\sigma \otimes \sigma$ for each 0-chain $\sigma$.

Proof. Suppose we have a coproduct $\Delta_{i}^{\prime}$ as above. We assume first for simplicity that $i \geqslant 1$. Given a singular simplex $\sigma: \Delta^{p} \rightarrow X$, we already have that $\Delta_{i}^{\prime}(\sigma)=$ $\Delta_{i}^{U}(\sigma)$ for some $U \in \mathcal{B}([0, p], i+1)$ by Theorem 3.9. We prove by induction on $p$ that in fact $U=\varnothing$ or $U=\binom{[0, p]}{i+2}$. For $p \leqslant i$, we must have $\Delta_{i}^{\prime}(\sigma)=0$. For $p=i+1$, there are no other options for $U$, so this case is also immediate.

Suppose then that the claim holds for $p-1$, where $p>i+1$, so that $\Delta_{i}^{\prime}(\sigma)=$ $\Delta_{i}^{U}(\sigma)$ for $U=0$ or $U=\binom{[0, p-1]}{i+1}$ for all singular $(p-1)$-simplices $\sigma: \Delta^{p-1} \rightarrow X$. Consider a singular $p$-simplex $\sigma: \Delta^{p} \rightarrow X$. Then, by Theorem 3.9, we must have that $\Delta_{i}^{\prime}(\sigma)=\Delta_{i}^{U}$, for some $U \in \mathcal{B}([0, p], i+1)$. Consequently, we must have that $\Delta_{i}^{\prime}(\sigma / q)=\Delta_{i}^{U / q}$, where $\sigma / q: \Delta^{p-1} \rightarrow X$ are the singular simplices given by taking the face of $\sigma: \Delta^{p} \rightarrow X$ which does not contain $q$. But by the induction hypothesis, we therefore either have $U / q=\varnothing$ for all $q$ or $U / q=\binom{[0, p] \backslash q}{i+2}$ for all $q$. This implies that either $U=\varnothing$ or $U=\binom{[0, p]}{i+2}$. This then shows that $\Delta_{i}^{\prime}(\sigma)=\Delta_{i}^{\varnothing}(\sigma)$ or $\Delta_{i}^{\prime}(\sigma)=(-1)^{i} T \Delta_{i}^{\varnothing}(\sigma)$, as desired. The claim for $i=0$ follows similarly, recalling the treatment of the $i=0$ case in Theorem 3.9.
4.3. Reoriented higher Bruhat orders. In this section, we address the question of whether one can find chain homotopies between $\Delta_{i-1}^{U}$ and $T \Delta_{i-1}^{U}$, instead of between $\Delta_{i-1}^{\varnothing}$ and $T \Delta_{i-1}^{\varnothing}$. The relevant posets in this case are the "reoriented higher Bruhat orders" of S. Felsner and H. Weil [FW00, Section 3], which were first considered by G. M. Ziegler [Zie93]. Given some inversion set $U$, one reorients so that $U$ is a minimal element, rather than $\varnothing$.

These posets are defined as follows. Given $U, V \in \mathcal{B}([0, n], i+1)$, the reoriented inversion set of $V$ with respect to $U$ is defined to be the symmetric difference $\operatorname{inv}_{U}(V):=(U \backslash V) \cup(V \backslash U)$. The reoriented higher Bruhat order with respect to $U$ $\mathcal{B}_{U}([0, n], i+1)$ has the same underlying set as $\mathcal{B}([0, n], i+1)$, only the covering
relations are given by $V \lessdot V^{\prime}$ for $\operatorname{inv}_{U}\left(V^{\prime}\right)=\operatorname{inv}_{U}(V) \cup\{L\}, L \notin \operatorname{inv}_{U}(V)$. Hence, $\mathcal{B}_{U}([0, n], i+1)$ measures inversions against $U$, whereas $\mathcal{B}([0, n], i+1)$ measures inversions against $\varnothing$.

In much the same way as in Section 3, we can construct coproducts which give homotopies between $\Delta_{i}^{U}$ and $T \Delta_{i}^{U}$ from equivalence classes of maximal chains in $\mathcal{B}_{U}([0, n], i+1)$. However, now that we have reoriented the higher Bruhat orders, there is a subtlety. Note that $U$ is always minimal in $\mathcal{B}_{U}([0, n], i+1)$ whilst $\binom{[0, n]}{i+2} \backslash U$ is always maximal. But there may be other minimal and maximal elements in the poset $\mathcal{B}_{U}([0, n], i+1)$ [FW00, Sec. 3], unlike for the normal higher Bruhat orders. Hence, we must restrict to maximal chains in $\mathcal{B}_{U}([0, n], i+1)$ from $U$ to $\binom{[0, n]}{i+2} \backslash U$.

Construction 4.8. Let $\mathcal{W}$ be a maximal chain of $\mathcal{B}_{U}([0, n], i+1)$ from $U$ to $\binom{[0, n]}{i+2} \backslash U$. Let further $\mathcal{W}$ be given by the sequence of faces $\left(F_{1}, F_{2}, \ldots, F_{p}\right)$ of $Z([0, n], n+1)$, with $\left(L_{1}, L_{2}, \ldots, L_{p}\right)$ the sequence of generating vectors of these faces, with $L_{q} \in\binom{[0, n]}{i+2}$. The elements of the maximal chain are then $V_{q} \in \mathcal{B}([0, n], i+1)$, where $\operatorname{inv}_{U}\left(V_{q}\right)=\left\{L_{1}, L_{2}, \ldots, L_{q}\right\}$ and $\operatorname{inv}_{U}\left(V_{0}\right)=\varnothing$.

Recalling from Construction 3.11 the definition of a coproduct $\Delta_{i}^{F_{q}}$ given by a single face $F_{q}$ of $Z([0, n], n+1)$, we define

$$
\Delta_{i}^{\mathcal{W}}:=\sum_{L_{q} \notin U} \Delta_{i}^{F_{q}}-\sum_{L_{r} \in U} \Delta_{i}^{F_{r}}
$$

The idea behind Construction 4.8 is that if $L_{r} \in U$, then we need to traverse the corresponding face of $Z([0, n], n+1)$ in the opposite direction to usual.

Theorem 4.9. For any maximal chain $\mathcal{W}$ of $\mathcal{B}_{U}([0, n], i+1)$ from $U$ to $\binom{[0, n]}{i+2} \backslash U$, we have that

$$
\partial \circ \Delta_{i+1}^{\mathcal{W}}-(-1)^{i+1} \Delta_{i+1}^{\mathcal{W}} \circ \partial=\left(1+(-1)^{i+1} T\right) \Delta_{i}^{U} .
$$

Proof. This follows from Theorem 3.12 in the same way that Theorem 3.6 follows from Theorem 3.12. The difference is that when $L_{r} \in U$, the corresponding face of $Z([0, n], n+1)$ must be traversed in the opposite direction to the direction it is traversed in $\mathcal{B}([0, n], i+1)$. This difference is taken care of by the extra minus signs in the definition of $\Delta_{i+1}^{\mathcal{W}}$.

Of course, the next question is whether one can understand the coproducts which give homotopies between $\Delta_{i+1}^{\mathcal{W}}$ and $T \Delta_{i+1}^{\mathcal{W}}$, but it is not clear how to extend our techniques to these cases. Construction 4.8 and Theorem 4.9 rely on the fact that the elements of the maximal chain $\mathcal{W}$ belong to the usual higher Bruhat orders. We end this section by illustrating Construction 4.8 with an example.

Example 4.10. As in Example 3.7, we consider the chain complex C. $\left(\Delta^{2}\right)$ of the 2-simplex. We choose $U=\{01\} \in \mathcal{B}([0,2], 1)$ to reorient the higher Bruhat orders. Hence, we wish to find a homotopy between the cup-0 coproduct given by

$$
\Delta_{0}^{U}([0,2])=1 \otimes 012+01 \otimes 02+012 \otimes 2
$$

and its opposite, instead of between the normal cup-0 coproduct $\Delta_{0}^{\varnothing}$ and its opposite $T \Delta_{0}^{\varnothing}$. There are two maximal chains in $\mathcal{B}_{U}([0,2], 1)$, namely $\mathcal{W}_{1}=(01,12,02)$ and $\mathcal{W}_{2}=(02,12,01)$, where these are the sequences of subsets $L_{q}$ that get added to
the reoriented inversion set. Using Construction 4.8, these give the following two coproducts.

$$
\begin{aligned}
& \Delta_{1}^{\mathcal{W}_{1}}=+01 \otimes 012+012 \otimes 12-02 \otimes 012 \\
& \Delta_{1}^{\mathcal{W}_{2}}=+012 \otimes 02-12 \otimes 012-012 \otimes 01
\end{aligned}
$$

Comparing the signs of the terms to those of Example 3.7, one sees that the signs of the terms coincide except for $01 \otimes 012$ and $012 \otimes 01$. These are the two terms with $L=01$, in our usual notation, which is the element of $U$. It is routine to verify that these give homotopies from $T \Delta_{0}^{U}$ to $\Delta_{0}^{U}$.
4.4. Steenrod squares. Let $\Sigma$ be a finite simplicial complex. For $i \geq 0$ and $U \in$ $\mathcal{B}(\Sigma, i+1)$, we denote by $\Delta_{i}^{U}: \mathrm{C}_{\bullet}(\Sigma) \rightarrow \mathrm{C} \cdot(\Sigma) \otimes \mathrm{C} \bullet(\Sigma)$ the associated coproduct from Construction 4.5. We will consider here cochains on $\Sigma$, which are groups

$$
\mathrm{C}^{p}(\Sigma):=\operatorname{Hom}_{\mathbb{Z}}\left(\mathrm{C}_{p}(\Sigma), \mathbb{Z}\right)
$$

Endowed with a codifferential, a degree one map $\delta: \mathrm{C}^{p}(\Sigma) \rightarrow \mathrm{C}^{p+1}(\Sigma)$ defined by $\delta(u)(c):=u(\partial c)$, which satisfies $\delta^{2}=0$, they form a cochain complex $\mathrm{C}^{\bullet}(\Sigma)$.

Definition 4.11. For $i \geq 0$, and $U \in \mathcal{B}(\Sigma, i+1)$, we define a cup-i product

$$
\begin{aligned}
\smile_{i}^{U}: \mathrm{C}^{p}(\Sigma) \otimes \mathrm{C}^{q}(\Sigma) & \rightarrow \mathrm{C}^{p+q-i}(\Sigma) \\
u \otimes v & \mapsto u \smile_{i}^{U} v
\end{aligned}
$$

by the formula

$$
\left(u \smile_{i}^{U} v\right)(c):=(u \otimes v) \Delta_{i}^{U}(c)
$$

Since the coproduct $\Delta_{i}^{U}$ is a chain map, the product $\smile_{i}^{U}$ is a cochain map, that is, a group homomorphism which commutes with the codifferential $\delta$ on $\mathrm{C}^{\bullet}(\Sigma)$.

Proposition 4.12. For two cochains $u \in \mathrm{C}^{p}(\Sigma), v \in \mathrm{C}^{q}(\Sigma)$, the cup-i product $\smile_{i}^{U}$ satisfies the formula
$\delta\left(u \smile_{i}^{U} v\right)=(-1)^{i} \delta u \smile_{i}^{U} v+(-1)^{i+p} u \smile_{i}^{U} \delta v-(-1)^{i} u \smile_{i-1}^{\varnothing} v-(-1)^{p q} v \smile_{i-1}^{\varnothing} u$.
Proof. Let $c$ be a chain of $\mathrm{C}_{p+q-i+1}(\Sigma)$. Using Theorem 4.6 we have

$$
\begin{align*}
(u \otimes v) \partial \Delta_{i}^{U}(c)-(-1)^{i}(u \otimes v) \Delta_{i}^{U}(\partial c) & =(u \otimes v)\left(1+(-1)^{i} T\right) \Delta_{i-1}^{\varnothing}(c) \\
& =(u \otimes v) \Delta_{i-1}^{\varnothing}(c)+(-1)^{i}(u \otimes v) T \Delta_{i-1}^{\varnothing}(c) \\
& =(u \otimes v) \Delta_{i-1}^{\varnothing}(c)+(-1)^{i+p q}(v \otimes u) \Delta_{i-1}^{\varnothing}(c) \\
& =\left(u \smile_{i}^{\varnothing} v\right)(c)+(-1)^{i+p q}\left(v \smile_{i}^{\varnothing} u\right)(c) . \tag{4.1}
\end{align*}
$$

By definition, the two terms on the left-hand side are

$$
\begin{align*}
(u \otimes v) \partial \Delta_{i}^{U}(c) & =\left[(\delta u \otimes v)+(-1)^{p}(u \otimes \delta v)\right] \Delta_{i}^{U}(c) \\
& =\left(\delta u \smile_{i}^{U} v+(-1)^{p} u \smile_{i}^{U} \delta v\right)(c),  \tag{4.2}\\
(u \otimes v) \Delta_{i}^{U}(\partial c) & =\left(u \smile_{i}^{U} v\right)(\partial c)=\left(\delta\left(u \smile_{i}^{U} v\right)\right)(c) . \tag{4.3}
\end{align*}
$$

Substituting (4.3) and (4.2) into (4.1), sending the term $\delta\left(u \smile_{i}^{U} v\right)$ to the righthand side, and all the other terms to the left-hand side, and multiplying both sides by $(-1)^{i}$, we get the desired formula.

So far, we have worked over $\mathbb{Z}$, and the cup- $i$ products are defined on integral cochains. From now on, we will work over $\mathbb{Z} / 2 \mathbb{Z}$. We denote by $\mathrm{C}_{\bullet}(\Sigma ; \mathbb{Z} / 2 \mathbb{Z})$ the free $\mathbb{Z} / 2 \mathbb{Z}$-module generated by the simplices of $\Sigma$, endowed with the differential $\partial\left(\left\{v_{0}, \ldots, v_{q}\right\}\right):=\sum_{p=0}^{q}\left\{v_{0}, \ldots, \hat{v}_{p}, \ldots, v_{q}\right\}$. We denote its dual cochain complex by $\mathrm{C}^{\bullet}(\Sigma ; \mathbb{Z} / 2 \mathbb{Z}):=\operatorname{Hom}(\mathrm{C} \bullet(\Sigma ; \mathbb{Z} / 2 \mathbb{Z}), \mathbb{Z} / 2 \mathbb{Z})$, with codifferential $\delta(u)(c):=u(\partial c)$.
Lemma 4.13. Let $u \in \mathrm{C}^{p}(\Sigma ; \mathbb{Z} / 2 \mathbb{Z})$ be a cochain.
(1) If $u$ is a cocycle modulo 2 , then $u \smile_{i}^{U} u$ is also a cocycle modulo 2.
(2) If $u$ is a coboundary modulo 2, then $u \smile_{i}^{U} u$ is also a coboundary modulo 2.

Proof. Suppose that $\delta u=2 v$, for some $v \in \mathrm{C}^{p+1}(\Sigma ; \mathbb{Z} / 2 \mathbb{Z})$. By Proposition 4.12, we have

$$
\delta\left(u \smile_{i}^{U} u\right)=2\left(v \smile_{i}^{U} u+u \smile_{i}^{U} v+u \smile_{i-1}^{\varnothing} u\right),
$$

which proves Point (1).
Suppose that $u=\delta w$ for some $w \in \mathrm{C}^{p-1}(\Sigma ; \mathbb{Z} / 2 \mathbb{Z})$. By Proposition 4.12, we have

$$
\begin{aligned}
\delta\left(w \smile_{i}^{U} \delta w+w \smile_{i-1}^{\varnothing} w\right)= & \delta w \smile_{i}^{U} \delta w+w \smile_{i}^{U} \delta^{2} w+w \smile_{i-1}^{\varnothing} \delta w+\delta w \smile_{i-1}^{\varnothing} w \\
& +\delta w \smile_{i-1}^{\varnothing} w+w \smile_{i-1}^{\varnothing} \delta w+2 w \smile_{i-2}^{\varnothing} w \\
= & \delta w \smile_{i}^{U} \delta w=u \smile_{i}^{U} u
\end{aligned}
$$

over $\mathbb{Z} / 2 \mathbb{Z}$, which proves Point (2).
Lemma 4.13 thus allows us to define the function

$$
\begin{aligned}
\mathrm{Sq}_{i}^{U}: H^{p}(\Sigma ; \mathbb{Z} / 2 \mathbb{Z}) & \rightarrow H^{2 p-i}(\Sigma ; \mathbb{Z} / 2 \mathbb{Z}) \\
{[u] } & \mapsto\left[u \smile_{i}^{U} u\right],
\end{aligned}
$$

where $[u$ ] denotes the cohomology class of a cocycle $u$.
Proposition 4.14. Let $U \in \mathcal{B}(\Sigma, i+1)$ be such that $U=U^{\prime} \cap \Sigma_{i+1}$ for some $U^{\prime} \in \mathcal{B}([0, n], i+1)$. Then, $\mathrm{Sq}_{i}^{U}$ is a group homomorphism.
Proof. As in Section 4.3, let $\mathcal{W}$ be a maximal chain in $\mathcal{B}_{U^{\prime}}([0, n], i+1)$ from $U^{\prime}$ to $\binom{[0, n]}{i+2} \backslash U^{\prime}$. By restricting $\mathcal{W}$ to $\sigma$ for a simplex $\sigma \in \Sigma$, we obtain a maximal chain $\mathcal{W}_{\sigma}$ in $\mathcal{B}_{U_{\sigma}}(\sigma, i+1)$. We then define a chain map $\Delta_{i+1}^{\mathcal{W}}:$ C. $(\Sigma ; \mathbb{Z} / 2 \mathbb{Z}) \rightarrow$ $\mathrm{C} \cdot(\Sigma ; \mathbb{Z} / 2 \mathbb{Z}) \otimes \mathrm{C} \cdot(\Sigma ; \mathbb{Z} / 2 \mathbb{Z})$ by the formula $\Delta_{i+1}^{\mathcal{W}_{\sigma}}:=\Delta_{i+1}^{\mathcal{\mathcal { W } _ { \sigma }}}(\sigma)$. Combining Theorem 4.6 and Theorem 4.9, we have that $\Delta_{i+1}^{\mathcal{W}}$ satisfies the homotopy formula with respect to $\Delta_{i}^{U}$.

Then, we define $\smile \underset{i+1}{\mathcal{W}}$ as in Definition 4.11, and run the proof of Proposition 4.12 again over $\mathbb{Z} / 2 \mathbb{Z}$, showing that $\smile \underset{i+1}{\mathcal{W}}$ satisfies the boundary formula with respect to $\Delta_{i}^{U}$. For $u$ and $v$ two cocycles in $\mathrm{C}^{\bullet}(\Sigma ; \mathbb{Z} / 2 \mathbb{Z})$, we obtain

$$
\begin{aligned}
\delta\left(u \smile_{i+1}^{\mathcal{W}} v\right) & =\delta u \smile_{i+1}^{\mathcal{W}} v+u \smile_{i+1}^{\mathcal{W}} \delta v+u \smile_{i}^{U} v+v \smile_{i}^{U} u \\
& =u \smile_{i}^{U} v+v \smile_{i}^{U} u .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
(u+v) \smile_{i}^{U}(u+v) & =u \smile_{i}^{U} u+v \smile_{i}^{U} v+u \smile_{i}^{U} v+v \smile_{i}^{U} u \\
& =u \smile_{i}^{U} u+v \smile_{i}^{U} v+\delta\left(u \smile_{i+1}^{W} v\right)
\end{aligned}
$$

and therefore in cohomology $\mathrm{Sq}_{i}^{U}(u+v)=\mathrm{Sq}_{i}^{U}(u)+\mathrm{Sq}_{i}^{U}(v)$, as desired.

Theorem 4.15. Suppose that $U, V \in \mathcal{B}(\Sigma, i+1)$ are such that $U=U^{\prime} \cap \Sigma_{i+1}$ and $V=V^{\prime} \cap \Sigma_{i+1}$ for some $U^{\prime}, V^{\prime} \in \mathcal{B}([0, n], i+1)$. Then, we have $\mathrm{Sq}_{i}^{U}=\mathrm{Sq}_{i}^{V}$.

Proof. It suffices to show this in the case where $U^{\prime} \lessdot V^{\prime}$ in $\mathcal{B}([0, n], i+1)$. Suppose that, as in Construction 3.11, this covering relation is given by a face $F$ of $Z([0, n], n+1)$ with generating vectors $L$. If $L \notin \Sigma$, then $U=V$, so we can assume $L \in \Sigma$. Defining $\Delta_{i+1}^{F}$ as in Construction 3.11 and applying Theorem 3.12, we obtain a chain homotopy between $\Delta_{i}^{U}$ and $\Delta_{i}^{V}$. This, in turn, gives rise to a cochain homotopy between the products $\smile_{i}^{U}$ and $\smile_{i}^{V}$. Since homotopic maps induce the same map in cohomology, we thus have $\mathrm{Sq}_{i}^{U}=\mathrm{Sq}_{i}^{V}$.
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## Appendix A. Sign calculations

In this appendix we carry out the calculations on signs which are used in the paper, most notably in Proposition 3.5, but also in Proposition 3.3 and Lemma 3.4. Throughout this section, we use our convention of taking $\varepsilon(L \cup A \otimes L \cup B)$ as an element of $\mathbb{Z} / 2 \mathbb{Z}$ to simplify calculations. We begin by examining how the sign changes when the halves of the tensor are swapped.

Lemma A.1. Given $L, A, B \subseteq[0, n]$ which are disjoint and such that $L \cup A \cup B=$ $[0, n]$, we have that

$$
\begin{aligned}
& \varepsilon(L \cup B \otimes L \cup A) \\
& \quad=\varepsilon(L \cup A \otimes L \cup B)+(|L \cup A|+1)(|L \cup B|+1)+|L|+1
\end{aligned}
$$

Proof. Our starting point is that

$$
\begin{equation*}
\varepsilon(L \cup B \otimes L \cup A)=\sum_{a \in A}|B|_{<a}+\sum_{l \in L}|L|_{<l}+(n+1)|B| \tag{A.1}
\end{equation*}
$$

We then make the following calculations, in which we use the fact that $n+1=$ $|L \cup A \cup B|$ and $x=x^{2}$ in $\mathbb{Z} / 2 \mathbb{Z}$.

$$
\begin{aligned}
(n+1)|B| & =|L \cup A \cup B \| A|+|L \cup A \cup B||B|+(n+1)|A| \\
& =|L||A|+|A|+|B||A|+|L||B|+|A||B|+|B|+(n+1)|A| \\
& =|L \cup A||L \cup B|+|A|+|B|+|L|+|A||B|+(n+1)|A| \\
& =|L \cup A||L \cup B|+|L \cup A|+|L \cup B|+|L|+|A||B|+(n+1)|A| \\
& =(|L \cup A|+1)(|L \cup B|+1)+|L|+1+|A||B|+(n+1)|A| .
\end{aligned}
$$

From this and (A.1), noting that

$$
\sum_{a \in A}|B|_{<a}=\sum_{b \in B}|A|_{>b}=\sum_{b \in B}\left(|A|_{<b}+|A|\right)=\sum_{b \in B}|A|_{<b}+|A||B|
$$

we obtain that

$$
\begin{aligned}
\varepsilon(L \cup B \otimes L \cup A)= & \sum_{b \in B}|A|_{<b}+\sum_{l \in L}|L|_{<l}+(n+1)|A| \\
& +(|L \cup A|+1)(|L \cup B|+1)+|L|+1,
\end{aligned}
$$

from which the result follows.
We now compare our signs with those associated to the overlapping partitions.

Lemma A.2. Given $L=\left\{l_{0}, l_{1}, \ldots, l_{i}\right\} \in\binom{[0, n]}{i+1}$, let $\mathcal{L}$ be the overlapping partition $\left[0, l_{0}\right],\left[l_{0}, l_{1}\right], \ldots,\left[l_{i}, n\right]$. Further, let $A=\left[0, l_{0}\right) \cup\left(l_{1}, l_{2}\right) \cup \ldots$ and $B=\left(l_{1}, l_{2}\right) \cup\left(l_{3}, l_{4}\right)$. Then we have

$$
\varepsilon(\mathcal{L})=\varepsilon(L \cup A \otimes L \cup B)+\sum_{l \in L}|L|_{<l}+|L|+1 .
$$

Hence, $\varepsilon(\mathcal{L})=\varepsilon(L \cup A \otimes L \cup B)+\lceil i / 2\rceil$.
Proof. By definition, the sign associated to the overlapping partition is

$$
\begin{equation*}
\varepsilon(\mathcal{L})=\operatorname{sign}\left(w_{\mathcal{L}}\right)+i n \tag{A.2}
\end{equation*}
$$

where $w_{\mathcal{L}}$ is the permutation defined in Section 2.1.2. One can calculate the sign associated with the permutation $w_{\mathcal{L}}$ as

$$
\begin{aligned}
\operatorname{sign}\left(w_{\mathcal{L}}\right) & =\sum_{b \in B}|A \cup L|_{>b} \\
& =\sum_{b \in B}|A|_{>b}+\sum_{b \in B}|L|_{>b} \\
& =\sum_{b \in B}|A|_{<b}+|A||B|+\sum_{b \in B}|L|_{>b}
\end{aligned}
$$

We then note from Lemma 3.4 that $B$ consists of the odd gaps in $L$ for $|L|$ even, and even gaps in $L$ for $|L|$ odd. Hence, for all $b \in B$, we have that $|L|_{>b}=|L|+1$ in $\mathbb{Z} / 2 \mathbb{Z}$, and so

$$
\begin{equation*}
\operatorname{sign}\left(w_{\mathcal{L}}\right)=\sum_{b \in B}|A|_{<b}+|A||B|+|B|(|L|+1) \tag{A.3}
\end{equation*}
$$

We then calculate that

$$
\begin{aligned}
\text { in } & =(|L|+1) n \\
& =(|L|+1)(n+1)+|L|+1 \\
& =(|L|+1)|A \cup B|+|L|^{2}+|L|+|L|+1 \\
& =(|L|+1)|A \cup B|+|L|+1 .
\end{aligned}
$$

Putting this together with (A.2) and (A.3), we obtain

$$
\begin{aligned}
\varepsilon(\mathcal{L}) & =\sum_{b \in B}|A|_{<b}+|A||B|+|B|(|L|+1)+(|L|+1)|A \cup B|+|L|+1 \\
& =\sum_{b \in B}|A|_{<b}+|A||B|+(|L|+1)|A|+|L|+1 \\
& =\varepsilon(L \cup A \otimes L \cup B)+\sum_{l \in L}|L|_{<l}+(n+1)|A|+|A||B|+(|L|+1)|A|+|L|+1 \\
& =\varepsilon(L \cup A \otimes L \cup B)+\sum_{l \in L}|L|_{<l}+|L \cup A||A|+(|L|+1)|A|+|L|+1 \\
& =\varepsilon(L \cup A \otimes L \cup B)+\sum_{l \in L}|L|_{<l}+|A||A|+|A|+|L|+1 \\
& =\varepsilon(L \cup A \otimes L \cup B)+\sum_{l \in L}|L|_{<l}+|L|+1
\end{aligned}
$$

Since $|L|=i+1$, one can then straightforwardly verify that

$$
\sum_{l \in L}|L|_{<l}+|L|+1=i / 2 \in \mathbb{Z} / 2 \mathbb{Z}
$$

for $i$ even and $\lceil i / 2\rceil$ for $i$ odd.
We now carry out the sign calculations which feed into Proposition 3.5.
Lemma A.3. For $k \in L$, we have that

$$
\varepsilon(L \cup A \otimes L \cup B)+|L \cup A|_{<k}=\varepsilon((L \backslash k) \cup A \otimes(L \backslash k) \cup(B \cup k))+|L|_{>k}
$$

Proof. We note that

$$
\sum_{b \in B}|A|_{<b}=\sum_{b \in B \cup k}|A|_{<b}+|A|_{<k}
$$

and

$$
\sum_{l \in L}|L|_{<l}=\sum_{l \in L \backslash k}|L|_{<l}+|L|_{<k} .
$$

Using these, we obtain from the definition of $\varepsilon(L \cup A \otimes L \cup B)$ that

$$
\begin{aligned}
\varepsilon(L \cup A \otimes L \cup B)+|L \cup A|_{<k} & =\sum_{b \in B \cup k}|A|_{<b}+\sum_{l \in L \backslash k}|L|_{<l}+(n+1)|A| \\
& =\sum_{b \in B \cup k}|A|_{<b}+\sum_{l \in L \backslash k}|L \backslash k|_{<l}+|L|_{>k}+(n+1)|A| \\
& =\varepsilon((L \backslash k) \cup A \otimes(L \backslash k) \cup(B \cup k))+|L|_{>k} .
\end{aligned}
$$

Lemma A.4. For $k \in L$, we have that

$$
\begin{aligned}
& \varepsilon(L \cup A \otimes L \cup B)+|L \cup B|_{<k}+|L \cup A|+1 \\
& \quad=\varepsilon((L \backslash k) \cup(A \cup k) \otimes(L \backslash k) \cup B)+|L|_{>k}+1 .
\end{aligned}
$$

Proof. We break down this calculation into the following three steps.

$$
\begin{aligned}
\sum_{b \in B}|A|_{<b} & =\sum_{b \in B}|A \cup k|_{<b}+|B|_{>k}, \\
\sum_{l \in L}|L|_{<l} & =\sum_{l \in L \backslash k}|L|_{<l}+|L|_{<k}, \\
& =\sum_{l \in L \backslash k}|L \backslash k|_{<l}+|L|_{>k}+|L|_{<k}, \\
(n+1)|A|+|L \cup A| & =(n+1)|A \cup k|+(n+1)+|L \cup A| \\
& =(n+1)|A \cup k|+|B| .
\end{aligned}
$$

Using these, we obtain that

$$
\begin{aligned}
& \varepsilon(L \cup A \otimes L \cup B)+|L \cup A| \\
& \quad=\varepsilon((L \backslash k) \cup(A \cup k) \otimes(L \backslash k) \cup B)+|B|_{>k}+|L|_{<k}+|L|_{>k}+|B| \\
& \quad=\varepsilon((L \backslash k) \cup(A \cup k) \otimes(L \backslash k) \cup B)+|B|_{<k}+|L|_{<k}+|L|_{>k},
\end{aligned}
$$

and hence the result follows.

Lemma A.5. For $k \in A$, we have that

$$
\begin{aligned}
& \varepsilon(L \cup A \otimes L \cup B)+|L \cup A|_{<k} \\
& \quad=\varepsilon(L \cup(A \backslash k) \otimes L \cup B)+|L|+|L \cup A \cup B|_{<k}+1 .
\end{aligned}
$$

Proof. Here we note that

$$
\sum_{b \in B}|A|_{<b}=\sum_{b \in B}|A \backslash k|_{<b}+|B|_{>k}
$$

and

$$
\begin{aligned}
(n+1)|A| & =n|A|+|A| \\
& =n|A \backslash k|+n+|A| \\
& =n|A \backslash k|+|L|+|B|+1 .
\end{aligned}
$$

Using these two facts, we deduce that

$$
\begin{aligned}
& \varepsilon(L \cup A \otimes L \cup B)+|L \cup A|_{<k} \\
& \quad=\varepsilon(L \cup(A \backslash k) \otimes L \cup B)+|B|_{>k}+|L|+|B|+1+|L \cup A|_{<k} \\
& \quad=\varepsilon(L \cup(A \backslash k) \otimes L \cup B)+|L|+|L \cup A \cup B|_{<k}+1 .
\end{aligned}
$$

Lemma A.6. For $k \in B$, we have that

$$
\begin{aligned}
& \varepsilon(L \cup A \otimes L \cup B)+|L \cup A|+|L \cup B|_{<k}+1 \\
& \quad=\varepsilon(L \cup A \otimes L \cup(B \backslash k))+|L|+|L \cup A \cup B|_{<k}+1 .
\end{aligned}
$$

Proof. Here we use that

$$
\sum_{b \in B}|A|_{<b}=\sum_{b \in B \backslash k}|A|_{<b}+|A|_{<k}
$$

and $(n+1)|A|+|L \cup A|=n|A|+|L|$. This allows us to deduce that

$$
\begin{aligned}
& \varepsilon(L \cup A \otimes L \cup B)+|L \cup A|+|L \cup B|_{<k}+1 \\
& \quad=\varepsilon(L \cup A \otimes L \cup(B \backslash k))+|A|_{<k}+|L|+|L \cup B|_{<k}+1 \\
& \quad=\varepsilon(L \cup A \otimes L \cup(B \backslash k))+|L|+|L \cup A \cup B|_{<k}+1 .
\end{aligned}
$$
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