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Abstract
Motivated by compositional categorical rewriting theory, we introduce a convolution product over
presheaves of double categories which generalizes the usual Day tensor product of presheaves of
monoidal categories. One interesting aspect of the construction is that this convolution product is
in general only oplax associative. For that reason, we identify several classes of double categories for
which the convolution product is not just oplax associative, but fully associative. This includes in
particular framed bicategories on the one hand, and double categories of compositional rewriting
theories on the other. For the latter, we establish a formula which justifies the view that the
convolution product categorifies the rule algebra product.
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1 Introduction

Our main motivation in this work is to categorify notions coming from compositional rewriting
theory in the sense of [1–5,8,9] and more specifically the concepts of rule algebra [1, 3, 8, 9]
and of tracelet [2,6]. There, a rewriting theory is specified by a base category C together with
a specific categorical description of direct derivations, defined as rewriting steps s : X á Y

obtained by applying a rewriting rule r : A á B to a given object X P C of the base category.
Typical descriptions include double-pushout (DPO) [13] and sesqui-pushout (SqPO) [10]
formalisms. A rewriting theory defined in this way is called compositional when it satisfies a
technical property of two- and three-step derivation traces, ensuring that the two theorems
below are satisfied:

the concurrency theorem [1, 4, 5, 7, 13] states that every two-step derivation trace may be
(essentially uniquely) characterized by a one-step trace (i.e., a direct derivation) along a
composite rule capturing the causal interactions between the two rules,
the associativity theorem [1, 4, 5, 7, 9] states that whenever the concurrency theorem is
applied twice in order to convert a three-step trace into a one-step trace along a composite
rule, either possible nesting order of two-step rule composition operations yields essentially
the same one-step trace (i.e., up to universal isomorphisms).

One important benefit of compositionality is that every compositional rewriting theory gives
rise to a rule algebra defined as a vector space R (over a suitable field k such as k “ R) with
a basis indexed by (isomorphism classes of) rules, and equipped with a bilinear product that
maps a pair of basis elements to a sum over basis elements indexed by composite rules. More
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17:2 Convolution Products on Double Categories and Categorification of Rule Algebras

explicitly, letting δprq denote the basis vector of R indexed by (the isomorphism class of) a
rule r, writing ¨ ‹ ¨ for the aforementioned binary product, Mrpsq for admissible matches of
rule r into rule s, we have

δprq ‹ δpsq “
ÿ

µPMrpsq

δprµsq (1)

where rµs denotes one possible way to obtain a composite rule from r and s. Another
natural idea when reasoning about compositional rewriting systems is to study sets of direct
derivations as follows: we introduce a vector space S together with a notation |Xy for a basis
vector of S indexed by an (isomorphism class of an) object X of the underlying category.
We then define the algebra morphism (or representation) ρ : R Ñ EndokpSq as follows:

ρpδprqq |Xy :“
ÿ

mPMrpXq

|rmpXqy , (2)

where the right-hand side of the equation ranges over possible matches m P MrpXq of the
rule r into the object X, and where |rmpXqy is the vector indexed by the isomorphism class
of the outcome of applying r to X via m. The crucial fact that ρ satisfies the equation

ρpδprqqρpδpsqq “ ρpδprq ‹ δpsqq (3)

and thus defines a representation in S of the rule algebra pR, ‹q is far from trivial, and comes
from a subtle interplay between the concurrency and the associativity theorems [1, 4, 5, 7, 9].

In the present paper, our primary purpose is to begin to categorify the rule algebra
formalism, starting from the observation that the traditional frameworks for categorical
rewriting (including the double-pushout and sesqui-pushout formalisms) can be neatly
expressed using double categories. The idea is to associate to any such categorical rewriting
framework a specific double category D whose objects are the objects of the original base
category C and whose horizontal 1-cells X á Y are transformations typically defined as
spans X Ð S Ñ Y in C, defined in such a way that they include both the rewriting rules
r : A á B as well as the derivation traces s : X á Y of the underlying rewriting theory.
The double category D is then carefully designed in such a way that a direct derivation θ

applying the rewriting rule r : A á B to define a rewriting step s : X á Y is the same thing
as a double cell θ : r Ñ s of the form below, in the double category D.

B A

Y X

r

g f

s

θ (4)

Here, the vertical maps f and g of the double category D indicate how the source A and the
target B of the rewriting rule r : A á B are “embedded” in the objects X and Y , respectively,
in order to define the direct derivation θ : r Ñ s exhibiting s : X á Y as an instance of the
rewriting rule r. Given a rewriting rule r : A á B and a horizontal 1-cell s : X á Y , it
makes sense to look at the set ∆̂rpsq of double cells θ : r Ñ s of the form (4), which describes
all the possible embeddings f : A↣ X and g : Y ↣ B and all the possible ways θ : r Ñ s

the horizontal 1-cell s : X á Y can be seen as an instance of the rewriting rule r. An
important observation is that ∆̂r defines a covariant presheaf ∆̂r : D1 Ñ Set over the vertical
cell category D1 whose objects are horizontal 1-cells, and whose morphisms φ : s Ñ s1 are
double cells of the form

Y X

Y 1 X”

s

hY hX

s1

φ (5)
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Note that the covariant presheaf ∆̂r : D1 Ñ Set is the representable presheaf ∆̂r “ D1pr,´q

which associates to every 1-cell s : X á Y the set ∆̂rpsq “ D1pr,´qpsq of all morphisms (4)
from r to s in the category D1. One main intuition guiding us in the process of categorification
is that the representable presheaf ∆̂r : D1 Ñ Set should play the role of the basis vector δprq

of rule algebra pR, ‹q.
This fundamental intuition brought us to develop a larger picture, and to associate to any

double category D the category pD of its vertical presheaves, simply defined as the category
pD “ rD1,Sets of covariant presheaves G,F : D1 Ñ Set over the vertical cell category D1
with natural transformations G ñ F between them. One main contribution of the paper
is the discovery of a convolution product ˚ : pD ˆ pD Ñ pD which generalizes the usual Day
convolution product of presheaves over a monoidal category, and is of interest in its own right.
In particular, we explain in §3 that, somewhat unexpectedly, the convolution product is only
oplax associative in general. We then examine in the paper a number of additional fibrational
properties of the double category D in order to recover strong associativity. We establish in
§4 that strong associativity is guaranteed for framed bicategories and then study in §5 how
the story unfolds for the case of double categories coming from rewriting frameworks. Finally,
we establish in §6 that the convolution product ∆̂r2 ˚ ∆̂r1 of two representable presheaves
∆̂r1 and ∆̂r2 can in certain situations be decomposed as a finite sum of representables,
categorifying equation (1).

2 Double categories

Throughout this paper, we consider double categories as weakly internal categories in
CAT [14, Ch. 12.3]. This means that a (weak) double category D consists of a pair of
categories D0 and D1 and a collection of functors

S, T : D1 ÝÑ D0 , U : D0 ÝÑ D1 , ˛h : D1 ˆD0 D1 ÝÑ D1 , (6)

(where D1 ˆD0 D1 denotes the pullback of S and T ) making the diagrams

D1 D1 ˆD0 D1 D1 D0

D0 D1 D0 D0 D1 D0T S

˛hT

π1 π2

S

T S

U

commute, together with natural isomorphisms pr ˛h sq ˛h t
„

ÝÑ r ˛h ps ˛h tq and U ˛h r
„

ÝÑ

r
„

ÝÑ r ˛h U expressing associativity and neutrality of the structure up to isomorphism, and
satisfying a number of coherence axioms.

We refer to the objects of D0 as 0-cells, to the morphisms of D0 as vertical 1-cells, to the
objects of D1 as horizontal 1-cells, and to the morphisms of D1 as double cells. We employ
a slightly non-standard convention in writing horizontal 1-cells from right to left, using
à arrows, and we reserve the arrow type ↣ for vertical 1-cells. With these conventions,
horizontal composition, denoted ˛h, reads as follows:

Z Y Y X Z X

Z 1 Y 1 Y 1 X 1 Z 1 X 1

s

g

s1

h ˛h

r

g f

r1

“

s˛hr

h f

s1
˛hr1

β α β˛hα

We emphasize that horizontal composition is only associative up to isomorphism. On the
other hand, vertical composition, denoted ˛v, is a strictly associative operation, corresponding
to composition of morphisms in the category D1 and of their images along the functors S
and T in the category D0.

FSCD 2023



17:4 Convolution Products on Double Categories and Categorification of Rule Algebras

▶ Example 2.1. A prototypical example of a double category is the double category of spans
SpanpCq in some category C with chosen pullbacks, where:

0-cells and vertical 1-cells of SpanpCq are given by objects and morphisms of C;
horizontal 1-cells Y à X are given by spans Y Ð Z Ñ X in C;
double cells are given by morphisms of spans in the sense of a pair of commuting squares

Y X

Y 1 X 1

“

Y Z X

Y 1 Z 1 X 1

horizontal composition of spans is defined by pullback, with unit UX “ X
idX
Ð X

idX
Ñ X.

Observe that horizontal composition in SpanpCq is indeed only associative up to isomorphism.
For that reason, the notion of double category we have just introduced is sometimes called
weak double category.

▶ Example 2.2. In order to describe term rewriting in the language of double categories, we
consider the double category TRSrΣs associated to a fixed signature Σ of operations, defined
as follows:

0-cells are lists of terms t “ t1, . . . , tn over Σ with set of variables denoted Varptq;
vertical 1-cells t ↣ u represent subterm matchings, given by a pair pC | σq of a multi-hole
context C and a substitution σ such that u “ Crtσs;
there is a unique horizontal 1-cell t á t1 for every pair of lists of terms of the same length
|t| “ |t1| such that Varpt1q Ď Varptq;
double cells

t1 t

u1 u

are given by a pair pC | σq of a multi-hole context C and a substitution σ such that
u “ Crtσs and u1 “ Crt1σs.

The idea is that the horizontal 1-cells of TRSrΣs describe all possible shapes of (potentially
parallel) rewriting rules, and double cells close those rules under context extension and
substitution.

Any bicategory may be seen as a double category in which all vertical 1-cells are identities,
i.e., such that D0 is a discrete category. (As a special case, any monoidal category may be
seen as a double category with D0 “ 1 the terminal category.) Conversely, every double
category D has an underlying horizontal bicategory D‚, defined as the double category with
the same 0-cells and horizontal 1-cells as D, but restricted to double cells whose vertical
components are identities (i.e., morphisms α in D1 such that Spαq and T pαq are identity
morphisms), also said to be globular.

It will be convenient to also consider an “unbiased” (in the sense of [16, §3.1]) definition
of double category, starting from a pair of categories D0 and D1 and a family of functors
phn : Dn Ñ D1qně0 where Dn :“ D1 ˆD0 . . .ˆD0 D1

loooooooooomoooooooooon

n times

is the limit in Set of the “zig-zag”

diagram of functors:

D1 D1

D0 D0 ¨ ¨ ¨ D0 D0

T S T S
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where the category D1 appears n times and D0 appears n` 1 times. The objects (respectively
morphisms) of Dn may be seen as sequences psn, . . . , s1q of n composable horizontal 1-cells
(resp. double cells), with the functor

hn “ psn, . . . , s1q ÞÑ hnpsn, . . . , s1q P objpD1q

performing the horizontal composition “all at once”. In this presentation, both associativity
and neutrality are represented by a single family of natural isomorphisms

hn ˝ phi1 , . . . , hin
q – hi1`¨¨¨`in

satisfying a number of coherence axioms.
We will go back and forth between the biased and unbiased definitions of a double

category, which are equivalent. In particular, given a double category with unit U and
(binary) horizontal composition ˛h, we can obtain a family of n-ary composition functors hn

by taking h0 “ U , h1 “ id, and hn to be any bracketing of n´ 1 ˛h’s for n ě 2.

3 A convolution product of presheaves over double categories

3.1 Presheaves over double categories and the convolution product
One starting point for our work was the observation that the Day convolution product
on presheaves over monoidal categories [11] may be extended to a convolution product
for vertical presheaves over double categories. As explained in the introduction, a vertical
presheaf over a double category D is simply defined as a covariant Set-valued presheaf over
the category D1 whose objects are the horizontal 1-cells and whose morphisms are the double
cells of D. We write pD “ rD1,Sets for the category of vertical presheaves over D and natural
transformations between them. A vertical presheaf F over a double category D thus assigns
a set F prq to every horizontal 1-cell r : Y à X, and a function F pαq : F prq Ñ F pr1q to
every double cell α : r Ñ r1. As also explained in the introduction, an important example is
provided by representable presheaves, which we notate ∆̂r :“ D1pr,´q.

▶ Example 3.1. Term rewriting systems may be modeled as vertical presheaves over the
double category TRSrΣs. For example, suppose Σ contains a binary operation m and a
constant e, and consider the rewriting rule r : mpe, xq á x. The presheaf ∆̂r in a sense
encapsulates all ways of applying r once to a subterm. For instance, ∆̂rpr1 : mpe,mpe, xqq á

mpe, xqq contains exactly two elements, corresponding to the double cells α1 : r Ñ r1 and
α2 : r Ñ r1 defined by the context/substitution pairs pC1 “ ´ | σ1 “ mpe, xq{xq and
pC2 “ mpe,´q | σ2 “ x{xq respectively.

At this stage, we explain how we extend the Day convolution product to double categories.
We find it instructive to begin by recalling the usual definition of the Day convolution product
on presheaves over a category C equipped with a monoidal product b : C ˆ C Ñ C. Given a
pair of presheaves G and F over C, the convolution product G ˚ F is defined as the left Kan
extension of the presheaf over the product category C ˆ C

C ˆ C Set ˆ Set SetGˆF ˆ

along the monoidal product functor b:

C ˆ C Set ˆ Set Set

C

GˆF ˆ

b G˚F

FSCD 2023
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Equivalently, G ˚ F may be defined by the following well-known coend formula:

G ˚ F “ a ÞÑ

ż pc,bqPCˆC
Cpcb b, aq ˆGpcq ˆ F pbq (7)

Recall that in general, the coend
şxPC

Mpx, xq of a functor M : Cop ˆ C Ñ Set may be
explicitly computed as a quotient of the coproduct

š

xPC Mpx, xq modulo an equivalence
relation induced by the co- and contravariant actions of M [15, IX.6].

This definition of convolution product based on a left Kan extension and a coend formula
can be adapted to double categories in the following way. Given two presheaves G and F

over the category D1, the convolution product G ˚ F is the presheaf over the category D1
defined as the left Kan extension of the presheaf

D1 ˆD0 D1 D1 ˆ D1 Set ˆ Set Setˆproj GˆF

along the horizontal composition functor ˛h:

D1 ˆD0 D1 D1 ˆ D1 Set ˆ Set Set

D1

ˆproj GˆF

˛h G˚F

As in the case of the convolution product for monoidal categories, the left Kan extension can
be also neatly expressed as a coend formula:

G ˚ F “ r ÞÑ

ż ps2,s1qPD2

D1ps2 ˛h s1, rq ˆGps2q ˆ F ps1q (8)

As in the case of the Day convolution product, it follows from the definition that

▶ Proposition 3.2. The convolution product ˚ : pDˆ pD Ñ pD preserves colimits component-wise.

Before proceeding further, let us consider an example from term rewriting that illustrates
the motivation for the definition of the convolution product.

▶ Example 3.3. Let r : mpe, xq á x as in Example 3.1, and consider the convolution product
∆̂r ˚ ∆̂r of ∆̂r with itself. Intuitively, this presheaf encapsulates all ways of applying the
rewriting rule r twice, possibly in parallel. One can verify that ∆̂r ˚ ∆̂r decomposes as a
sum of representables:

∆̂r ˚ ∆̂r – ∆̂r1 ` ∆̂r1 ` ∆̂r2 ` ∆̂r3 (9)

where

r1 : mpe,mpe, xqq á x , r2 : mpmpe, eq, xq á x , r3 : mpe, xq,mpe, yq á x, y .

The convolution product therefore allows us to express neatly in algebraic form by the
formula (9) the fact that there are four canonical ways of applying the rule r : mpe, xq á x

twice, corresponding to the two ways of deriving the r1 rule and the unique derivation of r2,
as well as the r3 rule corresponding to two parallel applications of r. In Section 6 we will
give a more general analysis of this phenomenon.
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Figure 1 Left: diagram illustrating an element of the convolution product F2 ˚ F1 evaluated at
a horizontal cell r, where α1 P F1ps1q and α2 P F2ps2q, and γ : s2 ˛h s1 Ñ r. Right: equivalence
relation on diagrams induced by the coend formula.

3.2 Oplax associativity of the convolution product

The binary convolution product naturally generalizes to an n-ary convolution product of
presheaves, defined in terms of the functors hn : Dn Ñ D1 discussed in Section 2.

▶ Definition 3.4. Let F1, . . . , Fn : D1 Ñ Set be an n-tuple of covariant presheaves over D1.
We define their convolution product by the coend formula

Fn ˚ . . . ˚ F1 “ r ÞÑ

ż psn,...,s1qPDn

D1phnpsn, . . . , s1q, rq ˆ Fnpsnq ˆ ¨ ¨ ¨ ˆ F1psnq (10)

with the understanding that the formula specializes to r ÞÑ
şXPD0 D1pUX , rq in the nullary

case n “ 0. Equivalently, Fn ˚ . . .˚F1 is defined by the following left Kan extension diagram:

Dn Dn
1 Setn Set

D1

proj Fnˆ¨¨¨ˆF1 ˆ

hn Fn˚...˚F1
(11)

For convenience, we write ˚n : pDn Ñ pD for the resulting n-ary convolution product, and we
also sometimes write Ū for the nullary case Ū “ ˚0.

We find it evocative to visualize the elements of the convolution product Fn ˚ . . .˚F1 evaluated
at a horizontal 1-cell r by a kind of “rabbit diagram”, as illustrated on the left side of Figure 1
for the case n “ 2. In the diagram, α1 and α2 represent elements of F1ps1q and F2ps2q

respectively, where s1 and s2 are arbitrary horizontal 1-cells, and γ represents a double cell
s2 ˛h s1 Ñ r with Spγq “ f and T pγq “ g. (We will sometimes omit the labels of the various
cells in diagrams when they are unimportant.) On the right side of the figure, we also depict
the equivalence relation on tuples

pγ ˛v pβ1 ˛h β2q, α2, α1q „ pγ, F2pβ2qpα1q, F1pβ1qpα1qq (12)

that is forced by the coend formula (8).
Perhaps surprisingly, it turns out that in general convolution only defines an oplax

monoidal product on the presheaf category pD.

FSCD 2023
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▶ Theorem 3.5. The convolution product on the category pD of vertical presheaves is oplax
associative and oplax unital in the sense that there exists a family of natural transformations

pDn1`¨¨¨`nk pD

pDk

˚n1`¨¨¨`nk

˚n1 ˆ¨¨¨ˆ˚nk
˚k

pn1,...,nk

satisfying the coherence laws of an oplax monoidal product. In other words, pD is an oplax
monoidal category under the convolution product functors ˚n : pDn Ñ pD.

An illustrative example is given by the natural transformations

pF3 ˚ F2q ˚ F1 F3 ˚ F2 ˚ F1 F3 ˚ pF2 ˚ F1q
p2,1 p1,2

for any triple pF3, F2, F1q of presheaves of pD. To understand these natural transformations,
let us consider the following diagrams, which depict generic elements of pF3 ˚ F2q ˚ F1,
F3 ˚ F2 ˚ F1, and F3 ˚ pF2 ˚ F1q evaluated at a horizontal 1-cell r:

p2,1
ÐÝÝ

p1,2
ÝÝÑ (13)

Here s1, s2, s3, t are horizontal 1-cells, β, γ, and δ are double cells, and each αi is an element
of Fipsiq, while f, . . . , k are vertical 1-cells corresponding to the projections of the respective
double cells f “ T pδq, g “ T pγq, h “ Spγq, i “ Spδq, j “ T pβq, k “ Spβq. The diagram in
the middle of (13) may be seen as a degenerate case of the ones on the outside, in the
sense that it corresponds to taking γ to be the identity double cell (on s3 ˛h s2 and s2 ˛h s1
respectively) and taking δ “ β. This simple observation yields the natural transformations
p2,1 and p1,2. On the other hand, these natural transformations need not be invertible in
general for an arbitrary double category, since the diagrams on the outside of (13) cannot
necessarily be transformed into the one in the middle, in particular if the vertical 1-cells g
and h are non-trivial.

One special case where the oplaxity maps are easily seen to be invertible is when the
underlying vertical category D0 is discrete, i.e., when D is a bicategory.

▶ Definition 3.6. We say the convolution product on pD is strongly associative if the natural
transformations pn1,...,nk

of Theorem 3.5 are invertible for all n1, . . . , nk ě 1. We say that it
is strongly associative and unital if the pn1,...,nk

are invertible for all n1, . . . , nk ě 0.

▶ Proposition 3.7. If D0 is a discrete category then the convolution product on pD is strongly
associative and unital.

Proposition 3.7 covers in particular the case of the usual Day convolution product on
presheaves over a monoidal category, seen as a double category over the terminal category
D0 “ 1. In Section 5 we will establish sufficient conditions under which the convolution
product is strongly associative and unital. First, though, let us take a bit of time to consider
a well-known class of double categories for which it turns out that the convolution product is
strongly associative, but not strongly unital.
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4 Non-unital associativity in a framed bicategory

A special situation in which the convolution product becomes strongly associative is when
the horizontal 1-cells of the underlying double category may be “pushed” along vertical
1-cells independently with respect to their source and target, while leaving the other end
fixed. Such situations are captured precisely by the notion of framed bicategory [18].

▶ Definition 4.1 (Shulman [18, Definition 4.2]). A double category D is said to be a framed
bicategory if the pairing of the source and target functors pT, Sq : D1 Ñ D0 ˆ D0 is an
opfibration (or if it satisfies any of the equivalent conditions of [18, Theorem 4.1]).

The double category Span “ SpanpSetq is an example of a framed bicategory. Indeed, the
pushforward of a span of sets Y a

Ð Z
b

Ñ X along a pair of functions pg, hq : pY,Xq Ñ pY 1, X 1q

is given by composing the legs of the span with the two functions Y 1 g
Ð Y

a
Ð Z

b
Ñ X

h
Ñ X 1.

One important property of framed bicategories is that pushing forward along a pair of
vertical cells may be decomposed into a pair of pushforward operations with respect to the
source and the target. Given a horizontal 1-cell r : Y à X and a pair of vertical 1-cells
g : Y Ñ Y 1 and h : X Ñ X 1, we thus write xgyrxhy : Y 1 à X 1 for the pushforward of r along
pg, hq, which may be equivalently read as pxgyrqxhy (push r along g relative to T and then
along h relative to S) or as xgyprxhyq (push r along h relative to S and then along g relative
to T ). In particular, the pushforward operations are compatible with horizontal composition,
in the following sense.

▶ Proposition 4.2 ([18, Corollary 4.3]). In a framed bicategory, xgypt˛h sqxhy – pxgytq ˛h psxhyq.

This property is crucial in the proof of associativity of the convolution product for presheaves
on framed bicategories.

▶ Theorem 4.3. If D is a framed bicategory then the convolution product on pD is strongly
associative.

Proof sketch. The idea is summarized in the following series of diagrams:

= =
(T,S)-opcart

T-opcart S-opcart

(14)

Here, γ is the double cell appearing on the left side of (13), in the depiction of a generic
element of pF3 ˚ F2q ˚ F1. In the middle, by pushing s3 ˛h s2 forward along pg, hq, we have
factored γ as an op-Cartesian double cell followed by a globular cell β. On the right side
of (14), by applying Proposition 4.2, we have factored this op-Cartesian double cell as the
horizontal composition of a pair of op-Cartesian “triangles” (i.e., double cells with one side
being an identity vertical cell). Finally, using this factorization, we can turn a generic element
of pF3 ˚ F2q ˚ F1 into an element of F3 ˚ F2 ˚ F1:

ÞÑ

T-opcart S-opcart

(15)
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17:10 Convolution Products on Double Categories and Categorification of Rule Algebras

Note that here we rely on the covariant action of the presheaves F3 and F2 to extend the
elements α3 P F ps3q and α2 P F ps2q by the respective op-Cartesian triangles to obtain
elements of F3pxgys3q and F2ps2xhyq. It is routine to verify that the transformation (15)
defines an inverse to the natural transformation p2,1 : F3 ˚ F2 ˚ F1 Ñ pF3 ˚ F2q ˚ F1: the
equation q2,1 ˝ p2,1 “ id is trivial, while the equation p2,1 ˝ q2,1 “ id holds because the two
sides of (15) are equivalent modulo equation (12) (cf. right side of Figure 1). This argument
generalizes easily to inverting pn1,...,nk

for any n1, . . . , nk ě 1. ◀

However, the proof of the invertibility of the natural transformations pn1,...,nk
does not

extend to arbitrary sequences of non-negative integers n1, . . . , nk ě 0, and indeed in general
the convolution product on presheaves over framed bicategories is not strongly unital. Before
demonstrating this, we first state an easy observation about representability of the nullary
convolution product in the presence of an initial object.

▶ Proposition 4.4. If D0 has an initial object 0, then Ū – ∆̂U0 .

▶ Example 4.5 (Counterexample to unitality of convolution over framed bicategories). Consider
the framed bicategory Span, and let us write Span “ Span1 for its underlying category of
spans and double cells between them. Since Set has an initial object given by the empty
set H, the nullary convolution is representable (Prop. 4.4) by UH “ H Ð H Ñ H. Note
that the functor U : Set Ñ Span has a right adjoint given by the functor sending a span
Y Ð Z Ñ X to its underlying carrier Z, which implies (and indeed it is easy to verify) that
H Ð H Ñ H is itself an initial object in Span. This entails that Ū is isomorphic to the
terminal presheaf on Span.

Now, let F “ ∆̂U1 be the presheaf represented by the identity span over the one-element
set. By the aforementioned adjunction, for an arbitrary span r “ Y Ð Z Ñ X, elements
of F prq – SpanpU1, rq are in bijection with elements of Z, that is F prq – Z. In particular,
F prq is empty if Z is empty. On the other hand, since UY ˛h r

„
ÝÑ r and since Ūprq – t˚u,

every element of F pUY q – Y induces an element of pF ˚ Ūqprq. So pF ˚ Ūqprq is non-empty
if Y is non-empty. But this implies that there is no natural transformation q1,0 : F ˚ Ū Ñ F ,
and hence the oplax unitor p1,0 : F Ñ F ˚ Ū is not invertible.

5 Associativity from the positive cylindrical decomposition property

5.1 Cylindrical Decomposition Property
At this point, it must be stressed that our motivating examples of double categories coming
from rewriting theory are not framed bicategories. For many of these examples, each of
the source and target functors S, T : D1 Ñ D0 separately has some kind of opfibrational
structure (or multi-opfibrational structure, see [5]), yet the pairing pT, Sq : D1 Ñ D0 ˆ D0 is
typically not an opfibration, because pushing one end of a horizontal 1-cell along a vertical
1-cell will not leave the other end fixed. Nevertheless, we will see that such double categories
admit a strongly associative convolution product.

As an illustration, consider the double category DPO “ DPOpSetq defined as a sub-double
category of Span “ SpanpSetq with the same 0-cells and horizontal 1-cells, but restricting
vertical 1-cells to injections, and restricting double cells to pairs of pushout squares:

Y X

Y 1 X 1

“

Y Z X

Y 1 Z 1 X 1

{

{
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(DPO and similar double categories play a role in DPO-rewriting, see [5].) Now suppose that
we want to push a span of the form Y Ð H Ñ X along a pair of injective functions Y Ñ Y 1

and X Ñ X 1:

Y ∅ X

Y 1 X 1

Such a horn may be completed to a double cell in DPO just in case there exists a set Z 1

such that Y 1 – Y ` Z 1 and X 1 – X ` Z 1. But it is easy to construct examples for which
no such set exists, for instance taking |X| “ |Y | “ 1, |Y 1| “ 2, and |X 1| “ 3. So the functor
pT, Sq : DPO Ñ Inj ˆ Inj is not an opfibration.

However, despite DPO not being a framed bicategory, let us observe that it enjoys a
similar factorization property to the one used in the proof of Theorem 4.3, and which is
sufficient for proving associativity.

▶ Definition 5.1. We say that a double category D has the n-cylindrical decomposition
property if for every globular cell ρ : hnprn, . . . , r1q Ñ r and for every double cell φ : r Ñ s

there exists a family of n double cells pφn, . . . , φ1q : prn, . . . , r1q Ñ psn, . . . , s1q in Dn and a
globular cell σ : hnpsn, . . . , s1q Ñ s such that

φ ˛v ρ “ σ ˛v hnpφn, . . . , φ1q (16)

which means that the double cell φ˛v ρ factors as the vertical composition σ ˛v hnpφn, . . . , φ1q

of the globular cell σ after the horizontal composition hnpφn, . . . , φ1q, as depicted below:

¨ ¨ . . . ¨ ¨

¨ ¨

¨ ¨

rn r1

r

s

ρ

φ

“

¨ ¨ . . . ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ ¨

¨ ¨

rn r1

s

s1sn

φ1φn

σ

Moreover, the family of n cells pφn, . . . , φ1q and the globular cell σ are universal, in the
sense that for every family of n double cells pχn, . . . , χ1q : prn, . . . , r1q Ñ ptn, . . . , t1q in Dn,
for every globular cell τ : hnptn, . . . , t1q Ñ t and for every double cell ψ : s Ñ t such that the
equation

ψ ˛v φ ˛v ρ “ τ ˛v hnpχn, . . . , χ1q (17)

holds, as depicted below

¨ ¨ . . . ¨ ¨

¨ ¨

¨ ¨

¨ ¨

rn r1

r

s

t

ρ

φ

ψ

“

¨ ¨ . . . ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ ¨

¨ ¨

rn r1

t

t1tn

χ1χn

τ
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17:12 Convolution Products on Double Categories and Categorification of Rule Algebras

there exists a unique family of n double cells pψn, . . . , ψ1q : psn, . . . , s1q Ñ ptn, . . . , t1q in Dn

such that the two equations

ψ ˛v σ “ τ ˛v hnpψn, . . . , ψ1q

pχn, . . . , χ1q “ pψn, . . . , ψ1q ˛v pφn, . . . , φ1q
(18)

are satisfied, as depicted below:

¨ ¨ . . . ¨ ¨

¨ ¨

¨ ¨

sn s1

s

t

σ

ψ

“

¨ ¨ . . . ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ ¨

¨ ¨

sn s1

t

t1tn

ψ1ψn

τ

¨ ¨ . . . ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ ¨

rn r1

t1tn

χ1χn “

¨ ¨ . . . ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ ¨

rn r1

t1tn

sn s1

φn φ1

ψn ψ1

(19)

We say that D has the cylindrical decomposition property (or CDP) if it has the n-CDP for
all n ě 0, and the positive CDP if it has the n-CDP for all n ě 1.

▶ Example 5.2. Any framed bicategory has the positive CDP.

▶ Example 5.3 ([5], Prop. 6.5). DPO has the positive CDP.

▶ Example 5.4. TRSrΣs has the n-CDP for all n ě 0, in the even stronger sense that
any double cell φ : hnprn, . . . , r1q Ñ s factors uniquely as a horizontal composition φ “

hnpαn, . . . , α1q.

One can establish that

▶ Theorem 5.5. If D has the positive CDP then the convolution product on pD is strongly
associative. If it also has the 0-CDP then convolution is strongly associative and unital.

Momentarily putting aside the full motivation for the universality condition in Definition 5.1
(which will become clearer in Section 5.2 below), we can already give an intuitive explanation
for why the positive CDP entails strong associativity. Indeed, the factorization (16) applied
to the trivial globular cell γ : s3 ˝ s2 Ñ s3 ˝ s2 generalizes equation (14), allowing us to reuse
essentially the same procedure to invert the natural transformations pn1,...,nk

for any positive
n1, . . . , nk ě 1. For example, we can define an inverse q2,1 : pF3 ˚ F2q ˚ F1 Ñ F3 ˚ F2 ˚ F1
to p2,1 in an analogous way to the map (15) we used in proving strong associativity of the
convolution product over framed bicategories:

ÞÑ (20)
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Once again, the reason q2,1 defines an inverse to p2,1 boils down to the fact that the two sides
of (20) are equated by the coend formula defining the convolution product (recall Figure 1).
A similar argument can also be used to establish strong unitality when the underlying double
category D also has the 0-CDP.

Note however that neither example of Span nor DPO has the 0-CDP. It turns out
nevertheless that convolution over the latter is strongly unital, as we will briefly address in
Section 5.4.

5.2 Relative opfibrations
Here we explain how the cylindrical decomposition property can be reformulated in fibrational
terms, for a natural common generalization of the notions of Grothendieck opfibration and
of Street opfibration.

Let F : E Ñ B be a functor, and let G ι
ÝÑ B be a wide subcategory of B (i.e., ι is bijective

on objects). We define a new category F rGs as the category whose objects are given by
triples pe, b, γq of an object e P E, an object b P B, and an arrow γ : Fe↠ b in G, and whose
morphisms

pe, b, γq
pε,βq

ÝÝÝÑ pe1, b1, γ1q

are given by pairs of morphisms ε : e Ñ e1 and β : b Ñ b1 such that β ˝ γ “ γ1 ˝ Fε. This
category comes equipped with evident forgetful functors πE : F rGs Ñ E and πB : F rGs Ñ B.
Moreover, there is a functor inE : E Ñ F rGs defined on objects by inEpeq “ pe, Fe, idF eq, in
such a way that F “ πB ˝ inE. We remark that the functor inE is a left adjoint to the functor
πE, since

HomF rGspinEpeq, pe1, b1, γ1qq “ HomF rGsppe, Fe, idF eq, pe1, b1, γ1qq

“ tpε, βq | ε : e Ñ e1, β : Fe Ñ b1, β ˝ idF e “ γ1 ˝ Fεu

– HomEpe, e1q “ HomEpe, πEppe1, b1, γ1qqq .

(21)

The construction generalizes to every wide subcategory G ι
ÝÑ B the construction of the free

opfibration πB : F rBs Ñ B associated to a functor F : E Ñ B, which one recovers when G is
the category B itself. This leads us to the following definition:

▶ Definition 5.6. Let F : E Ñ B be a functor, and let G be a wide subcategory of B. We say
that F is a G-relative opfibration if πB : F rGs Ñ B is a Grothendieck opfibration.

▶ Example 5.7. The definition above subsumes three standard notions of functor F : E Ñ B:
When G “ |B| is the discrete wide subcategory of B, a G-relative opfibration is the same
thing as a Grothendieck opfibration F : E Ñ B,
When G “ corepBq is the wide subcategory of reversible maps in B, a G-relative opfibration
is the same thing as a Street opfibration F : E Ñ B,
When G “ B is the category B itself, a G-relative opfibration F : E Ñ B is the same thing
a general functor F : E Ñ B.

Moreover, one can readily verify that the cylindrical decomposition property we introduced
above (Def. 5.1) corresponds to the following particular instance of G-relative opfibration.

▶ Proposition 5.8. A double category D satisfies the n-CDP precisely when the functor
hn : Dn Ñ D1 is a globular opfibration, that is, a G-relative opfibration where G “ D‚

1 is the
wide subcategory of D1 of globular double cells.
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The reason is that the category hnrGs can be neatly described as the category of cylindric
maps whose objects the tuples ps1, . . . , sn, s, σq where σ : hnpsn, . . . , s1q Ñ s is a globular
double cell, and whose morphisms

pψn, . . . , ψ1, ψq : psn, . . . , s1, s, σq ÝÑ ptn, . . . , t1, t, τq

consist of a family of n double cells pψn, . . . , ψ1q : psn, . . . , s1q Ñ ptn, . . . , t1q in Dn and of a
double cell ψ : s Ñ t in D1 satisfying the equation

ψ ˛v σ “ τ ˛v hnpψn, . . . , ψ1q.

depicted in (19).

5.3 Kan extensions along relative opfibrations
We now state a basic result on left Kan extensions along G-relative opfibrations, analogous
to a standard result about Kan extension along Grothendieck opfibrations that is extremely
useful in practice:

▶ Lemma 5.9 (cf. e.g. [17], Cor. 5.8). Let F : E Ñ B be a Grothendieck opfibration between
small categories, and let C be cocomplete and locally small. Then the (point-wise) left Kan
extension of a functor G : E Ñ C along F at b P objpBq can be computed as a colimit over the
fiber F´1pbq,

LanFGpbq – colim
ePF ´1pbq

Gpeq . (22)

To develop a variant and generalization of this result for G-relative opfibrations, let us
first recall a few standard constructions and facts from category theory.

▶ Definition 5.10 (“Global” definition of left Kan extensions). Let p : C Ñ C1 be a functor,
and D a category. If p˚ :“ ´ ˝ p : rC1,Ds Ñ rC,Ds has a left adjoint p! : rC,Ds Ñ rC1,Ds, i.e.,
if p! % p˚, then for all functors F : C Ñ D the left Kan extension LanpF exists and is given
by LanpF “ p!F .

▶ Lemma 5.11. Let L % R be a pair of adjoint functors, with L : C Ñ C1 and R : C1 Ñ C.
Then for every category D, there is an induced pair of adjoint functors ´ ˝ R % ´ ˝ L :
rC1,Ds Ñ rC,Ds. Therefore, for any functor F : C Ñ D, the left Kan extension LanLF of F
along L is given by LanLF “ F ˝R.

▶ Theorem 5.12. Let F : E Ñ B be a G-relative opfibration for some wide subcategory G
of B, and let P : E Ñ Set be a covariant presheaf (for small categories E and B). Then for
every object b of B, we find that

LanFP pbq – LanπBP ˝ πEpbq – colim
pe,b,γqPπ´1

B pbq

P peq –

˜

ž

ePE
GpF̄ peq, b̄q ˆ P peq

¸

ä„G . (23)

Here, we used convenient shorthand notations F̄ peq :“ ι´1 ˝ F peq and b̄ :“ ι´1pbq, and the
equivalence relation „G is defined as

pe, pγ, pqq „G pe1, pγ1, p1qq :ô De´ ε Ñ e1 P E, pδ, qq P GpF̄ pe1q, b̄q ˆ P peq :
pγ, pq “ pδ ˝ ι´1 ˝ F pεq ˝ ι, qq ^ pγ1, p1q “ pδ, P pεqqq .

(24)
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Proof. Recall that F factorizes uniquely as F “ πB ˝ inE, and that inE % πE. Let us then
compute LanFP step-wise via LanFP “ LanπB˝inEP “ LanπBLaninEP :

E

F rGs Set

B

inEπE

πB

LaninE P

P

LanπB pLaninE P q“LanF P

F

%

λinE

λπB

(25)

By Lemma 5.11, since inE % πE, LaninEP “ P ˝ πE. Since F by assumption is a G-relative
opfibration, πB is in particular a Grothendieck opfirbation, hence according to Lemma 5.9,

LanπBP ˝ πEpbq – colim
pe,b,γqPπ´1

B pbq

P peq –

¨

˝

ž

pe,b,γqPπ´1
B pbq

P peq

˛

‚ä„F rGs
.

Here, the equivalence relation „F rGs is the least equivalence relation such that

ppe, b, γq, pq „F rGs ppe1, b, γ1q, p1q :ô Dpe, b, γq
pε,idbq

ÝÝÝÝÑ pe1, b, γ1q P π´1
B pbq : p1 “ P pεqp .

Finally, according to the definition of morphisms in F rGs, for a morphism pε, idbq in the
above equation exists only if γ “ γ1 ˝ F pεq, which explains the last isomorphism in (23). ◀

We will now demonstrate the utility of these results for evaluating convolution products.
Invoking Theorem 5.12 yields the following results:

▶ Lemma 5.13. Let D be a double category such that for all n ą 1, the functors hn : Dn Ñ D1
are globular opfibrations (i.e., D has the positive CDP property). Denote by ι : D‚

1 Ñ D1 the
inclusion functor from the wide subcategory of globular morphisms into D1, and define D‚

n as
the wide subcategory of Dn whose morphisms satisfy hnpDnq P D‚

1. Let Fn, . . . , F1 : D1 Ñ Set
be covariant presheaves, and denote by F‚

n : Dn Ñ Set the restriction of Fn ˆ . . .ˆ F1 to D‚
n.

Then the convolution product formula simplifies as follows:

pFn ˚ . . . ˚ F1qprq –

¨

˝

ž

RPD‚
n

D‚
1phnpRq, rq ˆ F‚

npRq

˛

‚ä„‚n
(26)

where „‚n is the least equivalence relation that satisfies

pR, pσ, fqq „‚n pR1, pσ1, f 1qq ô DR ´A Ñ R1 P D‚
n, pγ, gq P D‚

1phnpR1q, rq ˆ F‚
npRq :

pσ, fq “ pγ ˝ hnpAq, gq ^ pσ1, f 1q “ pγ,F‚
npAqgq .

(27)

In order to provide some intuition for the structure of convolution products within the
refined framework, we provide below a graphical illustration of „‚n

(where σ “ τ ˛v hnpAq):

¨ ¨ ¨ ¨ ¨ ¨

¨ ¨

R2

Fn F2 F1

s

Rn R1

f2
f1

τ˛vhnpAq

fn

„‚n
¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

Fn F2 F1

s

R1
n R2 R1

Fnpαnqfn

τ

F2pα2qf2 F1pα1qf1

A “

¨ ¨ ¨ ¨ ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
R1

n
R2 R1

Rn

R2
R1

αn α2 α1 P D‚
n

(28)
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The preceding discussion allows us to give a fully rigorous proof of Theorem 5.5, which
may be found in the long version of the paper (to appear).

5.4 A brief analysis of unitality
As already mentioned, neither the framed bicategory Span nor the double category DPO
modeling DPO-rewriting have the 0-CDP, in the sense that the functor h0 “ U : D0 Ñ D1
is not a globular opfibration. Nevertheless, the convolution product over DPO is in fact
strongly unital. One way to establish unitality is by showing that DPO and similar double
categories do satisfy a weakened version of the 0-CDP, equivalent to saying that h0 is an
opfibration relative to both the subcategory of S-vertical maps (i.e., double cells α such that
Spαq is an identity in D0) and the subcategory of T -vertical maps. We leave a more detailed
analysis of this phenomenon to future work.

6 Categorification of rule algebras

As a presheaf, the convolution product ∆̂s ˚ ∆̂r of two representable presheaves ∆̂r and ∆̂s is
isomorphic to a colimit of representables by general considerations on categories of presheaves.
Moreover, the fact that the convolution product ˚ : pDˆ pD Ñ pD preserves colimits component-
wise (Prop. 3.2) implies that it is entirely determined by its restriction D1 ˆ D1 Ñ D̂ to
representable presheaves. In the introduction, we recalled how the rule algebra product was
typically defined as a sum over admissible matchings between two rules, see equation (1).
We now categorify this formula by showing that in many situations the convolution product
of representable presheaves is isomorphic to a sum of representables of the following form

∆̂r2 ˚ ∆̂r1 –
ÿ

jPJ

∆̂sj

where the family of horizontal cells noted

r2 ⃝‹ r1 “
`

sj : Aj á Bj

˘

jPJ

can be effectively computed from r1 and r2. The property means that, in a certain sense, the
family r2 ⃝‹ r1 “ psjqjPJ classifies the convolution product of the presheaves ∆̂r2 with ∆̂r1 ,
thus providing a categorified version of what is known as the concurrency theorem in rewriting
theory (compare [1, 4, 5, 7, 13]). The intuition is that the composition of two rewrite rules
can be classified into a number of different, disjoint cases, induced by all possible ways of
matching the source of one rule with the target of the other.

In order to formalize this intuition in the language of double categories, we make from
now on the assumption that our double category D satisfies the following property:

(i) the vertical category D0 has multi-sums.

We find useful to recall at this stage the notion of multi-sum due to Diers [12]. Suppose
that A and B are objects in a category. A multi-sum (or multi-coproduct) of A and B is a
family of cospans

´

A
ai

ÝÑ Ui
bi

ÐÝ B
¯

iPI
(29)

such that for any cospan A
f

Ñ X
g

Ð B there exists a unique i P I and a unique morphism
rf, gs : Ui Ñ X such that f “ rf, gs ˝ ai and g “ rf, gs ˝ bi. The multi-sum generalizes
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the standard notion of coproduct A a
Ñ A ` B

b
Ð B to situations in which there may not

necessarily be a single universal cospan through which all other cospans A f
Ñ X

g
Ð B factor,

but there is nonetheless a universal family (29) of such cospans. As with the ordinary
coproduct of two objects, when it exists the multi-sum of A and B is unique up to unique
isomorphism.

Notation: given two horizontal 1-cells r1 : A á B and r2 : C á D of the double
category D, we find sometimes convenient to write Σ˚

pr2,r1q
for the set of cospans pm2,m1q “

pci, biq appearing in the multi-sum of B and C. This notation is used in particular in §6.2.

6.1 A first easy version of categorification
We start by establishing a categorification of equation (1) under the general assumption that
(ii) the source and target functors S, T : D1 Ñ D0 are Grothendieck opfibrations.

This assumption holds for framed bicategories since it is weaker than the assumption
that the pairing pT, Sq is an opfibration. It also holds for the double category TRSrΣs of
term rewriting which is not a framed bicategory. On the other hand, this assumption is too
strong for the double category DPO, and we will see further below how to weaken it to prove
a more general formula that also applies in that case. We establish that

▶ Theorem 6.1. Assume D is a small double category satisfying assumptions (i) and (ii)
and suppose that r1 : A á B and r2 : C á D are horizontal 1-cells in D. In that case, the
convolution product of two representable presheaves is isomorphic to the sum of representables

∆̂r2 ˚ ∆̂r1 –
ÿ

iPI

∆̂r2 xciy ˛h xbiy r1 (30)

where the multi-sum of B and C is given by a family of cospans pB
bi
Ñ Ui

ci
Ð CqiPI , and

where r2 xciy denotes the S-pushforward of r2 along ci and xbiy r1 denotes the T -pushforward
of r1 along bi.

Proof. By definition, an element of ∆̂r2 ˚ ∆̂r1 evaluated at a generic horizontal 1-cell r
consists of three double cells of the following shape:

D C B A

¨ X ¨

¨ ¨

r1r2

g f

s1s2

r

β

α2 α1

Since pB
bi
Ñ Ui

ci
Ð CqiPI is the multi-sum of B and C, there exists a unique i P I and a

morphism rf, gs : Ui Ñ X such that f “ rf, gs ˝ bi and g “ rf, gs ˝ ci. By the assumption
that S and T are opfibrations, the double cells α1 and α2 therefore factor as follows:

D C B A

¨ X ¨

r1r2

g f

s1s2

α2 α1 “

D C B A

¨ Ui ¨

¨ X ¨

r1r2

s1s2

ci ui

rf,gs

r2xciy r1xbiy

α̃2

T opcartS-opcart

α̃1
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Observe that the double cell pα̃2 ˛h α̃1q ˛v β is an element of the representable ∆̂r2 xciy ˛h xbiy r1

evaluated at r. This defines a natural transformation from ∆̂r2 ˚ ∆̂r1 to
ř

iPI ∆̂r2 xciy ˛h xbiy r1 ,
which is invertible by the universal properties of the multi-sum and the pushforward. ◀

▶ Example 6.2. In Example 3.3 we saw how the convolution product ∆̂r ˚ ∆̂r of the
representable presheaf for the rewrite rule r : mpe, xq á x decomposes as the sum (9) of
representables. This decomposition may be seen as a consequence of Theorem 6.1. First,
note that the multi-sum of x and mpe, xq exists in TRSrΣs0, and is given by the minimal set
of four unifying context/substitution pairs depicted below (with the last corresponding to
the disjoint matching of the two terms, up to variable renaming).

mpe, xq x

mpe, xq

p´|mpe,xq{xq

mpe, xq x

mpe, xq

pmp´,xq|e{xq

mpe, xq x

mpe, xq

pmpe,´q|x{xq

mpe, xq x

mpe, xq, y

p´,y|idq pmpe,xq,´|y{xq

Moreover, observe that the functors S, T : TRSrΣs1 Ñ TRSrΣs0 are Grothendieck opfibrations,
indeed even discrete opfibrations: the S-pushforward of a rule t á t1 along a vertical 1-cell
t ↣ u “ Crtσs is the rule Crtσs á Crt1σs, and similarly for the T -pushforward along a
vertical 1-cell t1 ↣ u1 “ Crt1σs. Instantiating (30), we recover (9).

6.2 A more advanced version of categorification
In this subsection, we refine the assumptions of the previous subsection in order to establish
in a more general framework that the convolution product of two representable presheaves is
a sum of representables. One main motivation is to include among our examples the double
category DPO and other double categories of interest in graph rewriting theory. From now
on, we thus make the following two assumptions (iia) and (iib) on the double category D,
which generalize the assumption (ii) just made in the previous subsection:

(iia) the source functor S : D1 Ñ D0 is a multi-opfibration;
(iib) the target functor T : D1 Ñ D0 is a residual multi-opfibration.

The three assumptions (i), (iia) and (iib) are part of the definition of compositional
rewriting double category (crDC) formulated in [5] where the interested reader will find the
notion of (residual) multi-opfibration. We establish that

▶ Theorem 6.3. Assume D is a small double category satisfying assumptions (i), (iia)
and (iib) and suppose that r1 : A á B and r2 : C á D are horizontal 1-cells in D. In that
case, the convolution product of two representable presheaves is isomorphic to the sum of
representables

∆̂r2 ˚∆̂r1 –
ÿ

pm2,m1qPΣ˚

pr2,r1q

ÿ

pm1 ‹j ,β1,j qPT ˚pr1;m1q

ÿ

β2,j,kPS˚pr2,m1 ‹j ˝m2q

∆̂β2,j,kpr2q˛hβ1,j pr1q (31)

where Σ˚
pr2,r1q

denotes the set of cospans appearing in the multi-sum of B and C, and where
a choice of cleavages S˚, T˚ for S, T on D0, respectively.
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For illustration, every element of the presheaf ∆̂r2 ˚ ∆̂r1 at instance the horizontal arrow r

may be factored in the following way:

¨ ¨ ¨ ¨

¨ ¨

¨ ¨

r2 r1

¨

¨

r

m2

m1‹ j

m1

α

β2,j,k β1,j

(32)

where the pair pm2,m1q of vertical arrows m1 : B ↣ Ui and m2 : C ↣ Ui is an element of
the set Σ˚

pr2,r1q
of cospans appearing in the multi-sum of B and C.

7 Conclusion

In this paper, we explain how our original project of categorifying the rule algebra pR, ‹q

associated to a compositional rewriting theory brought us to formulate a very general notion
of convolution product ˚ : pD ˆ pD Ñ pD for vertical presheaves over a double category D. The
convolution product is only oplax associative in general, and we thus investigate in the paper
sufficient conditions on the double category D for the convolution product to be strongly
associative. We start by establishing that the convolution product is strongly associative
in the case of framed bicategories, but not necessarily strongly unital. We then extend this
result by formulating a more general cylindrical decomposition property for double categories
(as an instance of the more general notion of relative opfibration) which, we show, implies
that the convolution product is strongly associative under the assumption of n-CDP for all
n ą 0. The question of the strong unitality of the convolution product appears to be very
subtle and interesting: it fails for the framed bicategory Span (Example 4.5), it holds for
TRSrΣs as a consequence of 0-CDP, and it holds for DPO despite the failure of 0-CDP.

One main achievement of the paper is to justify the view that the convolution product
˚ : pD ˆ pD Ñ pD categorifies the product ‹ : R bk R Ñ R of the rule algebra, thanks to
formulas (30) and (31) which play the role of formula (1). We see this as a foundation for
developing a deeper understanding of the rule algebra representation ρ : R Ñ EndokpSq

defined by formula (2) in the introduction, as well as formula (3). A strong benefit of
categorification which we will clarify in future work is that it unifies, thanks to the Yoneda
embedding, the rule algebra R with its action on states in S through the representation ρ,
following a healthy analogy with the well-known principle of Cayley theorem in algebra.
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