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Gaussian estimates for general parabolic

operators in dimension 1

Grégoire Nadin∗

Abstract

We derive in this paper Gaussian estimates for a general parabolic equa-
tion ut −

(
a(x)ux

)
x

= r(x)u over R. Here a and r are only assumed to be
bounded, measurable and essinfRa > 0. We first consider a canonical equation
ν(x)∂tp−∂x

(
ν(x)a(x)∂xp

)
+W∂xp = 0, with W ∈ R, ν bounded and essinfRν > 0, for

which we derive Gaussian estimates for the fundamental solution:

∀t > 0, x, y ∈ R,
1

Ct1/2
e−C|T (x)−T (y)−Wt|2/t ≤ P (t, x, y) ≤ C

t1/2
e−|T (x)−T (y)−Wt|2/Ct

where T is a corrector satisfying appropriate properties. We then show that any solu-
tion u of the original equation could be divided by some generalized principal eigen-
function φγ so that p := u/φγ satisfies a canonical equation. As a byproduct of our
proof, we derive Nash type estimates, that is, Holder continuity in x, for the solutions
of the canonical equation.

Key-words: Gaussian estimates, parabolic equation, corrector, generalized eigenfunctions,
Nash type estimates.

AMS classification: 35B40; 35K10; 35K15

1 Introduction and main result

1.1 State of the art on Gaussian estimates

In this paper, we consider the equation
{
ut −

(
a(x)ux

)
x
= r(x)u for all t > 0, x ∈ R,

u(0, x) = u0(x) for all x > 0,
(1.1)

where u0 ∈ L∞(R) is a compactly supported, nonnegative and non-null initial datum.
We make the following hypotheses on the measurable functions r and a along all this

article:

∃µ > 0, |r(x)| ≤ µ,
1

µ
≤ a(x) ≤ µ for a.e. x ∈ R. (1.2)

∗Institut Denis Poisson, Université d’Orléans, Université de Tours, CNRS, Orléans, France
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Under these hypotheses, it is well-known that one can define a fundamental solution U(t, x, y)
of (1.1), associated with the initial datum δy.

Of course a drift term b(x)ux could also be addressed, with b bounded over R. In that

case, one uses the change of variables v(t, x) := u(t, x)e
∫ x
0

b
2a in order to reduce to an equation

with no drift like (1.1).

When r ≡ 0 and a ≡ 1, it is well-known that U(t, x, y) ≡ 1√
4πt
e−|x−y|2/4t. When r ≡ 0

and a depends on x, it was proved by Aronson [2] using the Harnack inequality and by Fabes
and Stroock [6] that there exists a constant C > 0, which only depends on µ, such that

1

Ct1/2
e−C|x−y|2/t ≤ U(t, x, y) ≤ C

t1/2
e−|x−y|2/Ct.

Fabes and Stroock provided a direct proof of this estimate relying on methods developed by
Nash [14] to investigate the Holder continuity of the solutions.

Several generalization of this result have been provided for bounded domains with Dirich-
let [26], Neumann [23] or general [1, 24] boundary conditions. We also refer to [13] for
Gaussian estimates on graphs, and to [9, 10] for Gaussian estimates on general manifolds.

When r 6≡ 0, but r decays like r(x) ≃ a
1+|x|b at infinity, Zhang [25] derived Gaussian

estimates (in the more general framework of Riemannian manifolds).
If we do not impose a decay at infinity on r, then an exponential growth rate is expected

in the estimate. Of course we could always easily derive from [2, 6] the estimate

1

Ct1/2
e−C|x−y|2/t−‖r‖∞t ≤ U(t, x, y) ≤ C

t1/2
e−|x−y|2/Ct+‖r‖∞t.

The aim of the present paper is to obtain more accurate estimates that encapsulate more
precisely the exponential growth rate created by r.

In order to be more precise, it is convenient to investigate the canonical form of equation
(1.1), namely

{
ν(x)∂tp− ∂x

(
ν(x)a(x)∂xp

)
+W∂xp = 0 for all t ∈ (0,∞), x ∈ R,

p(0, x) = p0(x) for all x ∈ R,
(1.3)

where W is a constant and ν ∈ L∞(R), essinfRν > 0. Such a canonical form arises when one
divides the solution of (1.1) by some appropriate eigenfunction (see Section 6.1 below), that
is: u(t, x) = φγ(x)e

γtp(t, x).
If ν − 1 admits a bounded primitive, then Norris [21] proved that there exists a positive

constant C > 0 such that the fundamental solution P (t, x, y) associated with equation (1.3)
with initial datum P (0, ·, y) = δy satisfies

1

Ct1/2
e−C|x−Wt−y|2/t ≤ P (t, x, y) ≤ C

t1/2
e−|x−Wt−y|2/Ct (1.4)

and thus

φγ(x)

Ct1/2φγ(y)
e−C|x−Wt−y|2/t+γt ≤ U(t, x, y) ≤ Cφγ(x)

t1/2φγ(y)
e−|x−Wt−y|2/Ct+γt.
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This is the type of estimates we want to derive when r 6≡ 0, for a general dependence of a
and r with respect to x.

The boundedness hypothesis on the primitive of ν − 1 is satisfied in particular when a
and r are periodic, and in that case Norris even obtains more accurate estimates [21]. But
we could construct counter-examples for which it is not satisfied anymore when r is almost
periodic for example.

Lastly, let us mention a paper of Norris and Stroock [22], which addresses general a and
r. They obtain a lower bound and an upper bound that are not of the same type. It is not
clear to us how to compare their result with the one derived in the present paper.

1.2 Statement of the result for the canonical equation

We address in this section the canonical equation (1.3) and we make the following hypotheses
on the measurable functions ν and a:

∃µ > 0 s.t.
1

µ
≤ ν(x) ≤ µ,

1

µ
≤ a(x) ≤ µ for a.e. x ∈ R. (1.5)

Theorem 1.1. Assume (1.5). Let P (t, x, y) the fundamental solution of (1.3), associated
with the initial datum δy. Then there exists a constant C > 0 (only depending on µ, not on
W ) such that

∀t > 0, x, y ∈ R,
1

Ct1/2
e−C|T (x)−T (y)−Wt|2/t ≤ P (t, x, y) ≤ C

t1/2
e−|T (x)−T (y)−Wt|2/Ct. (1.6)

The function T is defined by the following Proposition.

Proposition 1.2. There exists a unique solution T of

−
(
a(x)ν(x)T ′)′ +WT ′ =Wν(x) in R, T (0) = 0 (1.7)

such that T (x)/|x| is bounded over R. Moreover, one has m ≤ T ′(x) ≤M for all x ∈ R, for
m = 1/µ5 and M = µ5.

Assume that ν and r are 1−periodic in x, and that
∫ 1

0
ν = 1 by rescaling. Then there

exists a unique periodic solution χ = χ(x) of

−
(
a(x)ν(x)χ′)′ +Wχ′ =W

(
ν(x)− 1

)
+
(
a(x)ν(x)

)′
in R, χ(0) = 0

since the right-hand is of average 0 (such a quantity is introduced in [11] for example). One
has T (x) = χ(x)+x, with χ bounded. Hence, even if it means increasing C, one can recover
Norris’ estimate (1.4).

For more general dependences in x, say ν and a almost periodic for example, ν having
average 1, one can still define χ(x) := T (x) − x, but this quantity is not bounded in x in
general.

We could identify χ as a corrector (see [12]) and ahom := limx→+∞
1
x

∫ x

0
ν(y)a(y)T ′(y)2dy

is an effective diffusivity in the almost periodic or random stationary ergodic frameworks. We
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were not able to push further this observation, and hope to be able to derive more accurate
estimates in these frameworks in a future work.

This illustrates why we need to introduce function T in order, somehow, to quantify the
fluctuations in the estimate created by the heterogeneity.

The proof of Theorem 1.1 follows the same steps as in [6] (forW = 0) and [21] (for periodic
coefficients). However, we need to adapt these proofs in order to take into account the
heterogeneity through the corrector T , and to check that this corrector satisfies appropriate
properties. These are the main difficulties in this paper.

It would be interesting to extend these results to multi-dimensional frameworks. The
main difficulty would be the introduction of an appropriate corrector T . The methods we
use in our proof to derive the properties of T are one-dimensional ones. We thus leave this
for future works.

As a byproduct of our result of independent interest, we derive, as in [6], a Nash estimate
for the solutions of the canonical equation.

Theorem 1.3. Assume (1.5) and let p a solution of (1.3), with p(0, ·) ∈ L1(R). For each
δ ∈ (0, 1), there exist C = C(µ, δ) and β = β(µ, δ) ∈ (0, 1) such that for all R > 0 and
(s, ξ) ∈ (R2,∞)× R:

|p(t, x)− p(t′, x′)| ≤ C‖p‖L∞((s−R2,s)×B(ξ,R))

(max{
√
|t− t′|, |T (x)− T (x′)−W (t− t′)|}

R

)β

for all (t, x), (t′, x′) ∈ (s,∞)×R, such that |T (x)−T (ξ)−Wt| < R, |T (x′)−T (ξ)−Wt′| < R.
In particular, one has (for another constant depending on µ and δ that we still denote

C), for all t > 0, x, x′ ∈ R:

|p(t, x)− p(t, x′)| ≤ C

t
1+β
2

‖p(0, ·)‖L1(R)|x− x′|β. (1.8)

We could also derive the following L1 − L∞ continuity estimate (for which we do not
provide a proof since it is immediate from Theorem 1.1).

Proposition 1.4. Assume (1.5) and let p, q two solutions of (1.3), with p(0, ·)−q(0, ·) ∈ L1(R).
Then there exists a constant C = C(µ) (independent of W ) such that for all t > 0:

‖p(t, ·)− q(t, ·)‖L∞(R) ≤
C√
t
‖p(0, ·)− q(0, ·)‖L1(R).

1.3 Statement of the result for the original equation

Before stating our result for the original equation, we need to introduce the eigenelements
that will unable us to reduce to a canonical equation. Let

γ := sup
ϕ∈H1(R)

∫
R

(
r(x)ϕ2 − a(x)(ϕ′)2

)
dx∫

R
ϕ2dx

. (1.9)
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The bounds (1.2) on a and r ensure that γ is well-defined and finite.
For γ > γ, we know from [7, 16] that
(
a(x)φx

)
x
+ (r(x)− γ)φ = 0, x ∈ R, φ > 0, φ(0) = 1, lim

x→+∞
φ(x) = 0 (1.10)

admits a unique solution φ = φγ. We define similarly a unique solution φ̃γ with

limx→−∞ φ̃γ(x) = 0 instead of limx→+∞ φγ(x) = 0.

The main result of this paper is the following.

Theorem 1.5. Assume (1.2) and let γ > γ. Let U(t, x, y) the fundamental solution of
(1.1), associated with the initial datum δy. Then there exists two constants C > 0 and
W ∈ R (depending on γ) and a function Tγ = Tγ(x) = −Wφ̇γ(x)/φγ(x), where φ̇γ is defined
in Lemma 6.5, such that for all t > 0, x, y ∈ R:

1

Ct1/2
φγ(x)

φγ(y)
e−C|Tγ(x)−Tγ (y)−Wt|2/t+γt ≤ U(t, x, y) ≤ C

t1/2
φγ(x)

φγ(y)
e−|Tγ(x)−Tγ (y)−Wt|2/Ct+γt. (1.11)

Indeed, the φ̇γ refers to the derivative of φγwith respect to γ.
When a ≡ 1 and r ≡ 0, one has φγ(x) = e−

√
γx, W = 2

√
γ, and Tγ(x) = x. Hence,

U(t, x, y) ≡ 1√
4πt
e−|x−y|2/4t could also be written

U(t, x, y) ≡ 1√
4πt

e−
√
γ(y−x)− 1

4t
|x−y−2

√
γt|2+γt =

1√
4πt

φγ(x)

φγ(y)
e−|Tγ(x)−Tγ(y)−Wt|2/4t+γt

which is consistent with Theorem 1.5 (even if our result is less accurate in this case since we
need to introduce a constant C > 0). In this case the estimate does not depend on γ after
simplification.

When a and r are periodic with respect to x, then one can prove that x − Tγ(x) stays
bounded with respect to x. Hence, we recover Norris’ result [21] in that case.

It is not possible in general to replace Tγ(x) by x. If r = r(x, ω) is random stationary
ergodic with respect to (x, ω), then we expect the fluctuations of Tγ(x) around x to be of

order
√
x ln ln x. We leave this particular case for a future work.

When r ≡ 0, one can prove that γ = 0, that φγ(x) → 1 as γ → γ locally in x and that
Tγ(x) converges to the constant x as γ → γ. Hence, we could recover Aronson’s [2] original
result as well. One needs to be careful however since the constant C also depends on γ.

We have one degree of freedom in this estimate, which is γ > γ. It would thus be tempting
to try to optimize this inequality with respect to γ. Bu the reader should keep in mind that
C, W and Tγ depend on γ, and that it may happen that C → +∞ as γ → γ or +∞. We
were thus unable to carry out such an optimization. One should thus choose γ depending
on the type of behavior of U one wants to quantify.

1.4 Estimates for Green functions of the canonical elliptic equa-

tions

We now consider the Green solution Gλ = Gλ(x, y) solutions of the canonical elliptic equation

−
(
a(x)ν(x)Gx

)
x
+WGx + λW 2ν(x)G = ν(x)δy in R, (1.12)
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for some λ > 0.

Proposition 1.6. Assume (1.5). Then there exists a constant C = C(µ) > 0 independent
of W , such that for all x, y ∈ R,

1

WC
√
λ+ C

e−2W
√
C
(√

λ+C−
√
C
)(

T (x)−T (y)
)
≤ Gλ(x, y) ≤

C

W
√
λC + 1

e−
2W
C

(√
λC+1−1

)(
T (x)−T (y)

)
.

This immediately follows from the classical identity Gλ(x, y) =
∫∞
0
e−λW 2tP (t, x, y)dt and

the following computation, available for all a, b > 0 and X ∈ R:

∫ ∞

0

e−at e
−b|X−t|2/t

√
t

dt =

√
π

a+ b
e−2

√
b(
√
a+b−

√
b)X .

See for example [3] for a proof of this identity.

2 Properties of the function T

In this section we first prove the existence and the properties of T and of an adjoint
function T̃ . Then we introduce a flow X associated with T and the particular solution
f(t, x) = T (x) −Wt of the canonical equation, that will be a crucial tool in the proof of
Theorem 1.1.

In the rest of the paper, we will assume that W ≥ 0. The case W ≤ 0 could be addressed
with the change of variable x 7→ −x.

2.1 Proof of Proposition 1.2.

Proof of Proposition 1.2. We define TR the unique solution of

−
(
a(x)ν(x)T ′

R

)′
+WT ′

R = ν(x)W in (0, R), TR(0) = 0, TR(R) = 0.

If W = 0, then TR ≡ 0. If W > 0, then one can easily prove that TR > 0 over (0, R)
and it follows that R 7→ TR(x) is increasing for all x > 0 (and R > x). Moreover,
TR is uniformly bounded in W 2,∞

loc by elliptic regularity estimates. We could thus define
T (x) := limR→+∞ TR(x).

Let x ∈ [0, R] such that (aνT ′
R)(x) = max[0,R] aνT

′
R. We want to prove that that

(νT ′
R)(x) ≤ µ3. If (νT ′

R)(x) ≤ 0 we are done. Assume that (νT ′
R)(x) > 0. We recall

that µ ≥ a, ν ≥ 1/µ. As TR > 0 over (0, R) and TR(R) = 0, one has T ′
R(R) ≤ 0 and

thus x < R. For ε > 0 small enough, one thus gets (aνT ′
R)(x + ε) ≤ (aνT ′

R)(x) and thus
(aνT ′

R)
′(x) ≤ 0. This leads to

WT ′
R(x) ≤ −

(
aνT ′

R

)′
(x) +WT ′

R(x) = ν(x)W.

Hence, T ′
R(x) ≤ ν(x) ≤ µ. We conclude that max[0,R] aνT

′
R ≤ µ3 and thus max[0,R] T

′
R ≤ µ5,

from which T ′ ≤ µ5 follows by letting R → +∞. The inequality T ′ ≥ 1/µ5 is proved
similarly.
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Assume now that S is another solution of (1.7) such that S(x)/|x| is bounded. Let
R = S − T . One has

−
(
a(x)ν(x)R′)′ +WR′ = 0 in R, R(0) = 0.

Assume by contradiction that there exists x0 such that R′(x0) > 0. Then one gets

(aνR′)(x) = (aνR′)(x0)e
∫ x
x0

W/(aν) ≥ (aνR′)(x0)e
W/µ2(x−x0).

This is a contradiction since R′ would then grow exponentially, contradicting R(x)/|x|
bounded. Hence R′ ≤ 0. One gets R′ ≥ 0 by symmetry and thus R is constant equal
to 0 since R(0) = 0. This shows uniqueness: S ≡ T .

We could similarly construct an adjoint solution.

Proposition 2.1. There exists a unique solution T̃ of
(
a(x)ν(x)T̃ ′)′ +WT̃ ′ = ν(x)W in R, T̃ (0) = 0 (2.13)

such that T̃ (x)/|x| is bounded over R. Moreover, one has m ≤ T̃ ′(x) ≤M for all x ∈ R, for
m = 1/µ4 and M = µ4.

Proof. We just apply the change of variables S(x) := −T̃ (−x) and use Proposition 1.2.

2.2 Definition and properties of the flow X(t; y)

It will sometimes be more convenient, in particular when proving the lower bound in Theorem
1.5, to use the flow X(t, y) instead of the time T , which is the inverse of x 7→ T (y)− T (x).

Namely, let X(t; y) the unique (since m ≤ T ′ ≤M) solution of

T
(
X(t; y)

)
−Wt = T (y) for all t, y ∈ R. (2.14)

Lemma 2.2. The function X satisfies the semi-group property, in the sense that for all
s > 0, t > 0 and y ∈ R, one has

X
(
s;X(t; y)

)
= X(t+ s; y).

Proof. One has

T
(
X
(
s,X(t; y)

))
−Wt−Ws = T

(
X(t; y)

)
−Wt = T (y).

The conclusion follows.

Lemma 2.3. The function
f(t, x) := T (x)−Wt

is a time-global solution of

ν(x)∂tf − ∂x
(
ν(x)a(x)∂xf

)
+W∂xf = 0 for all t ∈ R, x ∈ R. (2.15)

Moreover, f(t, x+ ·)− (t, y) admits as a unique root X(t; y) for all t, x ∈ R, and one has:

∀t > 0, x, y ∈ R, m|x| ≤ |f
(
t, x+X(t; y)

)
− f

(
0, y

)
| ≤M |x|, (2.16)

and W/M ≤ X ′ ≤W/m over R.
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Proof. One easily verifies that f satisfies (2.15) and the fact that X(t; y) is the unique root of
f(t, x+ ·)− (t, y). Estimate (2.16) follows from m ≤ T ′ ≤ M . By translating the origin one
can assume that y = 0. As f

(
t, X(t; 0)

)
= 0, one has ft +X ′(t; 0)fx = 0 at (t, X(t; 0)) and

thus, as ft ≡ −W and −M ≤ fx(t, X(t; 0)) ≤ −m, one has W/M < X ′(t; 0) ≤W/m.

Similarly, let Y (t; y) the unique solution of T̃ (Y (t; y))−Wt = T̃ (y) for all t, y ∈ R. We
could prove that

g(t, x) := T̃ (x)−Wt

is a time-global solution of
{

−ν(x)∂tg − ∂x
(
ν(x)a(x)∂xg

)
−W∂xg = 0 for all t ∈ R, x ∈ R,

g(t, Y (t; 0)) = 0 for all t ∈ R.
(2.17)

Moreover,
∀t > 0, x, y ∈ R, m|y| ≤ |g

(
t, y + Y (t; x)

)
− g

(
0, x

)
| ≤M |y|.

Lemma 2.4. There exists a constant τ = 4µ7/W such that

|T − T̃ | ≤ τ. (2.18)

Hence,
|X − Y | ≤ 2τ/m. (2.19)

Proof. Let R := T − T̃ . One has
(
aν(T + T̃ )′

)′
= WR′ in R, R(0) = 0.

Integrating, one gets

WR(x) =
(
aν(T + T̃ )′

)
(x)−

(
aν(T + T̃ )′

)
(0) ≤ 2µ2(M −m) ≤ 4µ7.

On the other hand, WR ≥ 2
µ2 (m−M) ≥ −4µ3.

Next, as T
(
X(t; y)

)
− T̃

(
Y (t; y)

)
= T (y)− T̃ (y), one has

m|X(t; y)− Y (t; y)| ≤ |T
(
X(t; y)

)
− T

(
Y (t; y)

)
| ≤ |(T − T̃ )(y)|+ |(T − T̃ )

(
Y (t; y)

)
| ≤ 2τ.

Lastly, we have the following technical inequality.

Lemma 2.5. There exists a constant C = C(µ) > 0 (independent of W ) such that for all
t > 0, x, y ∈ R:

|f(t, x)− f(0, y)| ≤ C|g(t, x)− g(0, y)|+ C
√
t.

Proof. One computes

|f
(
t, x

)
− f(0, y)| ≤ M |x−X(t; y)|

≤ M |x− Y (t; y)|+M |Y (t; y)−X(t; y)|
≤ M

m
|g(t, x)− g(0, y)|+M |Y (t; y)−X(t; y)|.

Now, (2.19) yields |X − Y | ≤ 2τ/m and Lemma 2.3 gives |X(t; y)− Y (t; y)| ≤ 2Wt/m for
all t > 0 and y ∈ R. Hence, |X(t; y) − Y (t; y)| ≤ 2

m

√
Wtτ for all t > 0 and y ∈ R. The

conclusion follows since Wτ = 4µ7 does not depend on µ.
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3 The upper bound

We define for all α > 0:
Gα(t, x) := eαg(t,x).

Easy computations yield

−ν(x)∂tGα − ∂x
(
ν(x)a(x)∂xGα

)
−W∂xGα = −α2ν(x)a(x)(∂xg)

2Gα for all t ∈ R, x ∈ R.
(3.20)

Proof of the upper bound in Theorem 1.1. Take α ∈ R and let Vk(t) :=
∫
R
ν(x)Gαk(t, x)p

k(t, x)dx.
Easy computations yield

V ′
2k(t) = 4α2k2

∫
R
ν(x)a(x)f 2

x(t, x)G2αk(t, x)p
2k(t, x)dx

−2k(2k − 1)
∫
R
ν(x)a(x)G2αk(t, x)p

2
x(t, x)p

2k−2(t, x)dx.

Let Ψ := Gαk(t, x)p
k(t, x), so that Ψx = αkgxGαkp

k + kGαkpxp
k−1 and thus

G2αk(px)
2p2k−2 =

(
Gαkpxp

k−1
)2

=
1

k2

(
Ψx − αkgxGαkp

k
)2

.

We get

V ′
2k(t) = 4α2k2

∫
R
νag2xG2αkp

2k − 2(2k−1)
k

∫
R
νa

(
Ψ2

x − 2αkgxGαkp
kΨx + α2k2g2xG2αkp

2k
)

≤ 16α2k2
∫
R
νag2xG2αkp

2k − (2k−1)
k

∫
R
νaΨ2

x

Next, the Nash inequality applied to Ψ yields that there exists a constant C > 0 such
that:

V ′
2k(t) ≤ 16α2k2‖a‖∞M2V2k(t)− 2CV 3

2k(t)/V
4
k (t). (3.21)

We now use the same arguments as in Section 1 of [6]. Namely, let pj := 2j,
Uj(t) := ‖Gα(t, ·)p(t, ·)‖Lpj (ν(x)dx) and Wj(t) := max{s(1/4−1/2pj )Uj(s), 0 ≤ s ≤ t}. Then

U ′
j(t) ≤ 8× 2jα2M2‖a‖∞Uj(t)−

C

2j

(t1/4−1/2j

Wj−1(t)

)2j+1

Uj(t)
1+2j+1

and thus one derives from Lemma 1.4 of [6] that there exists a constant, that we still denote
C, such that

Wj(t) ≤ Wj−1(t)(4
jC)1/2

j+1

eCα2t/2j .

We thus conclude that, even if it means increasing C,

sup
j
Wj(t) ≤ CeCα2tW1(t).

Hence,

Uj(t) = ‖Gα(t, ·)p(t, ·)‖Lpj (ν(x)dx) ≤
C

t1/4−1/2j+1 e
Cα2tW1(t).
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Letting j → +∞, it follows that

‖Gα(t, ·)p(t, ·)‖∞ ≤ C

t1/4
eCα2tW1(t).

We also know that
U ′
1(t) ≤ 16α2M2‖a‖∞U1(t)

and thus U1(t) ≤ U1(0)e
16α2M2‖a‖∞t. As W1(t) = max{U1(s), 0 ≤ s ≤ t} by definition of

W1, we have proved that W1(t) ≤ U1(0)e
Cα2t for some constant C and thus, even if it means

increasing C:

‖Gα(t, ·)p(t, ·)‖∞ ≤ C

t1/4
eCα2t‖Gα(0, ·)p(0, ·)‖L2(ν(x)dx). (3.22)

On the other hand, one easily checks that

0 ≤ V ′
1(t) = 4α2

∫

R

ν(x)a(x)g2x(t, x)G2αk(t, x)p(t, x)dx ≤ 4α2M2‖a‖∞V1(t).

It follows that V1 is nondecreasing and V1(t) ≤ e4α
2M2‖a‖∞tV1(0).

Now, using again (3.21) with k = 1, we get

U ′
1(t) ≤ 16α2M2‖a‖∞U1(t)−

C

2

( 1

U0(t)

)4

U1(t)
5.

As U0 ≡ V1 and V1 is nondecreasing, Lemma 1.4 of [6] yields:

U1(t) = ‖Gα(t, ·)p(t, ·)‖L2(ν(x)dx) ≤
C

t1/4
eCα2tU0(t) =

C

t1/4
eCα2t‖Gα(0, ·)p(0, ·)‖L1(ν(x)dx).

(3.23)
Combining (3.22) and (3.23) thanks to the semi-group property, we eventually obtain

‖Gα(t, ·)p(t, ·)‖∞ ≤ C

t1/2
eCα2t‖Gα(0, ·)p(0, ·)‖L1(ν(x)dx),

that is, for all t > 0, x ∈ R:

eαg(t,x)p(t, x) ≤ C

t1/2
eCα2t

∫

R

ν(y)eαg(0,y)p0(y)dy.

It terms of the gaussian P (t, x, y) associated with the initial datum δy, this reads

P (t, x, y) ≤ C

t1/2
eCα2t−αg(t,x)+αg(0,y).

For any t > 0, x, y ∈ R, we now take α = g(t,x)−g(0,y)
2Ct

, which yields

P (t, x, y) ≤ C

t1/2
e−

|g(t,x)−g(0,y)|2

4Ct .

It now follows from Lemma 2.5 that, for a generic constant C = C(µ) > 0:

P (t, x, y) ≤ C

t1/2
e−

|f(t,x)−f(0,y)|2

4Ct .

This proves the upper bound in Theorem 1.1.
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4 The lower bound

Define for all t ∈ (0, 1):

ρ(t, x′) := e−|T̃ (x′)−(t−1)W |2/σ(2−t),

with σ = 4M2.

Lemma 4.1. One has:

−ν(x′)∂tρ− ∂x′

(
ν(x′)a(x′)∂x′ρ

)
−W∂x′ρ ≥ 0.

Proof. One computes:

−ν(x′)∂tρ− ∂x′

(
ν(x′)a(x′)∂x′ρ

)
−W∂x′ρ

=
ν(x′)a(x′)

(
T̃ (x′)− (t− 1)W

)2

σ(2− t)2
ρ− 4a(x′)ν(x′)

(
T̃ (x′)− (t− 1)W

)2
g2x′(t, x′)

σ2(2− t)2
ρ

+
2ν(x′)a(x′)g2x′(t, x′)

σ(2− t)
ρ

≥ 2ν(x′)a(x′)g2x′(t, x′)

σ(2− t)
ρ ≥ 0 (since σ = 4M2).

Let

Gx(t) :=

∫

R

ρ(t, x′)ν(x′) ln
(
P
(
t, x′, Y (−1; x)

))
dx′.

Define the auxiliary functions

Q(t) :=

∫

R

ρ(t, x′)ν(x′)dx′

and

Hx(t) := Gx(t)−Q(t) ln
(
C/t1/2

)
=

∫

R

ρ(t, x′)ν(x′) ln
(t1/2P

(
t, x′, Y (−1; x)

)

C

)
dx′,

where C is given by the upper bound in Theorem 1.1, which yields that Hx(t) ≤ 0 for all
t > 0.

Proposition 4.2. For all R > 0, there exists a positive constant BR such that for all
x ∈ (−R,R):

Gx(1) ≥ −BR +Q(1) lnC.

Proof of Proposition 4.2. Equivalently, we need to prove that Hx(1) ≥ −C for some positive
constant C depending on R.
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We compute using Lemma 4.1 (here P is always considered at
(
t, x′, Y (−1; x)

)
, ρ at

(t, x′), and ν at x′):

H ′
x(t) ≥

∫

R

(
− (aνρx′)x′ −Wρx′

)
ln
(t1/2P

C

)
dx′ +

∫

R

ρ

2t
νdx′

+

∫

R

ρ

P

(
(νaPx′)x′ −WPx′

)
dx′.

We could integrate by parts and get

H ′
x(t) ≥

∫

R

(
− (aνρx′)x′ −Wρx′

)
ln
(t1/2P

C

)
dx′ +

∫

R

ρ

2t
νdx′

−W
∫

R

ρ
Px′

P
dx′ −

∫

R

ρx′νa
Px′

P
dx′ +

∫

R

ρνa
P 2
x′

P 2
dx′

=
∫
R

ρ
2t
νdx′ +

∫
R
ρνa

P 2
x′

P 2 dx
′

≥
∫
R
ρνa

P 2
x′

P 2 dx
′.

We are left with the term involving P 2
x′. As ν and a have positive infimum, we could

use the spectral gap inequality after a change of variables X = T̃ (x′) − W (1 − t), and
u(t, X) := lnP

(
t, x′, Y (−1; x)

)
:

∫

R

ρνa
P 2
x′

P 2
dx′ ≥ 1

C

∫

R

e−|T̃ (x′)−W (t−1)|2/C(2−t)P
2
x′

P 2
(t, x′, x)dx′

=
1

C

∫

R

e−|X|2/C(2−t)P
2
x′

P 2

(
t, T̃−1(X +W (1− t)), x

) dX

T̃ ′
(
T̃−1(X +W (1− t))

)

=
1

C

∫

R

e−|X|2/C(2−t)u2x′

(
t, X

)
T̃ ′(T̃−1(X +W (1− t))

)
dX

≥ m

C

∫

R

e−|X|2/C(2−t)u2x′

(
t, X

)
dX since T̃ ′ ≥ m

≥ 2m

C(2− t)

∫

R

e−|X|2/C(2−t)
(
u(t, X)− G̃x′(t)

)2

dX by the spectral gap inequality

=
2m

C(2− t)

∫

R

ρ(t, x′)
(
lnP

(
t, x′, X(1; x)

)
− G̃x(t)

)2

T̃ ′(x′)dx′

≥ 2m2

C(2− t)

∫

R

ρ(t, x′)
(
lnP

(
t, x′, X(1; x)

)
− G̃x(t)

)2

dx′ since T̃ ′ ≥ m
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where

G̃x(t) :=
1√
Cπ

∫

R

e−|X|2/C(2−t)

(2− t)1/2
u(t, X)dX

=
1√

Cπ(2− t)

∫

R

ρ(t, x′) lnP
(
t, x′, Y (−1; x)

)
T̃ ′(x′)dx′.

As P (t, x′, x) ≤ C/t1/2 by the upper bound in Theorem 1.1, one gets, as q 7→
(
ln q−G̃x(t)

)2
/q

is decreasing on (e2+G̃x(t),∞):
∫

R

ρνa
P 2
x

P 2
dx ≥ 2m2

C(2− t)

(
G̃x(t)− ln(C/t1/2)

)2

C/t1/2

∫

P
(
t,x′,Y (−1;x)

)
≥e2+G̃x(t)

ρ(t, x′)P (t, x′, x)dx′

≥ 1
C

(
G̃x(t)− ln(C/t1/2)

)2 ∫
P
(
t,x′,Y (−1;x)

)
≥e2+G̃x(t)

ν(x′)ρ(t, x′)P (t, x′, x)dx′

for all t ∈ [1/2, 1], for some new constant depending on µ, that we still denote C.
We now notice that

G̃x(t)− ln(C/t1/2) =
1√

Cπ(2− t)

∫

R

ρ(t, x′) ln(
t1/2P

(
t, x′, Y (−1; x)

)

C
)T̃ ′(x′)dx′

≤ C

∫

R

ν(x′)ρ(t, x′) ln(
t1/2P

(
t, x′, Y (−1; x)

)

C
)dx′

= CHx(t) ≤ 0,

for some generic constant C > 0. Hence,
(
G̃x(t)− ln(C/t1/2)

)2 ≥
(
CHx(t)

)2
.

On the other hand, we know from the upper bound of Theorem 1.1 that there exists
A > 0 such that for all∫

|T̃ (x′)−W (t−1)|>A

ν(x′)P
(
t, x′, Y (−1; x)

)
dx′ ≤ 1/2 for all (t, x) ∈ [1/2, 1]× (−R,R).

Hence, as
∫
R
ν(x′)P

(
t, x′, Y (−1; x)

)
dx′ =

∫
R
ν(x′)P

(
0, x′, Y (−1; x)

)
dx′ = 1 since P (0, ·, Y (−1; x)) = δY (−1;x)

one gets
∫
|T̃ (x′)−W (t−1)|≤A

ν(x′)P
(
t, x′, Y (−1; x)

)
dx′ ≥ 1/2 for all (t, x) ∈ [1/2, 1]× (−R,R).

This yields for all t ∈ [1/2, 1]:
∫
P (t,x′,Y (−1;x))≥e2+G̃x(t) ν(x

′)ρ(t, x′)P
(
t, x′, Y (−1; x)

)
dx′

≥
∫
R
νρP − e2+G̃x(t)

∫
R
νρ

≥ e−A2/σ
∫
|T̃ (x′)−W (t−1)|≤A

νP − Ce2+G̃x(t)

≥ 1

2
e−A2/σ − Ce2+CHx(t)+ln(C/t1/2)

=
1

2
e−A2/σ − Ce2+CHx(t)
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for some generic constant C > 0 depending on µ, where we have used that t 7→
∫
R
ν(x′)ρ(t, x′)dx′

is bounded with respect to t.
We conclude that there exists a constant C > 0 such that

∫

R

ρν
P 2
x

P 2
dx ≥

(1
2
e−A2/σ − Ce2+CHx(t)

)(
Hx(t)

)2
.

It follows that for all t ∈ [1/2, 1]:

H ′
x(t) ≥

(1
2
e−A2/σ − Ce2+CHx(t)

)(
Hx(t)

)2
.

Assume that CHx(1) < −A2

σ
− ln(4C) − 2. Then if there exists t ∈ [1/2, 1] such that

CHx(t0) = −A2

σ
− ln(4C)− 2, one would get for all t ∈ [t0, 1]:

H ′
x(t) ≥

1

4
e−A2/σ

(
Hx(t)

)2
> 0,

and it would easily follow thatHx would be increasing on (t0, 1), contradicting CHx(1) < −A2

σ
−ln(4C)−2.

We have thus proved that CHx(t) > −A2

σ
− ln(4C) − 2 for all t ∈ [1/2, 1], from which it

follows that

H ′
x(t) ≥

1

4
e−A2/σ

(
Hx(t)

)2
> 0 on [1/2, 1].

Integrating on (t, 1) and using Hx ≤ 0, this gives Hx(1) ≥ −8eA
2/σ. We have thus proved

that

Hx(1) ≥ min
{
− A2

Cσ
− ln(4C)

C
− 2

C
,−8eA

2/σ
}
.

Proposition 4.3. For all r > 0 large enough, there exists a constant C, which only depends
on µ, such that for all t > 0 and x, y ∈ R such that

|T (x)− T (y)−Wt| ≤ r
√
t,

one has

P
(
t, x, y

)
≥ 1

C
√
t
.

Proof of Proposition 4.3. First of all, adapting [6], a translation and scaling argument yields
that it is enough to show that there exists a constant C > 0, which only depends on µ, not
on W , such that for all x, y ∈ (−R,R):

P
(
2, X(1; x), Y (−1; y)

)
≥ 1

C
. (4.24)

Let us prove this claim. Assume that (4.24) is proved with a constant C = C(µ) > 0.
Take σ > 0, z ∈ R, and let P z

σ (t, x
′, y′) := σP

(
σ2t, σ(x′ + z), σ(y′ + z)

)
. Then Pσ satisfies

ν(σ(x′+z))∂tP
z
σ −∂x

(
ν(σ(x′+z))a(σ(x′+z))∂xP

z
σ

)
+σW∂xP

z
σ = 0 for all t ∈ (0,∞), x ∈ R.
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It follows from (4.24) that, as the constant C > 0 does not depend on W , one has for all
x, y ∈ (−R,R):

Pσ

(
2, Xz

σ(1, x
′), Y z

σ (−1, y′)
)
≥ C, (4.25)

where Xz
σ is the unique solution of

T z
σ

(
Xz

σ(t, x
′)
)
− σWt = T z

σ (x
′)

and T z
σ is the unique solution T of

−
(
ν(σ(x′ + z))a(σ(x′ + z))T ′)′ + σWT ′ = σWν(σ(x′ + z)) in R, T (−z) = −z

such that x 7→ T (x′)/x′ is bounded over R (see Corollary 6.6). Hence, by uniqueness one has
T z
σ (x

′) = T (σ(x′ + z))/σ − z. It follows that Xz
σ(t, x

′) = X(σ2t, σ(x′ + z))/σ − z. Similarly,
Y z
σ (t, x

′) = Y (σ2t, σ(x′ + z))/σ − z. Hence, we get from (4.25):

P
(
2σ2, X(σ2, σ(x′ + z)), Y (−σ2t, σ(y′ + z)

)
≥ C/σ (4.26)

for all x′, y′ ∈ (−R,R), σ > 0 and z ∈ R.
Let t > 0 and x, y ∈ R such that

|T (x)− T (y)−Wt| ≤ r
√
t.

Let u, v ∈ R such that x = X(t/2,
√
t/2u) and y = Y (−t/2,

√
t/2v). By definition of X and

Y , one has

m
√
t/2|u− v| ≤ |T (

√
t/2u)− T (

√
t/2v)|

≤ |T (
√
t/2u)− T (

√
t/2v)|+ |T (

√
t/2v)− T̃ (

√
t/2v)|

= |T (x)− T̃ (y)−Wt|+ |T (
√
t/2v)− T̃ (

√
t/2v)| by def. of X and Y

≤ (r +
√
2M)

√
t since |T ′| ≤M and |T̃ ′| ≤M.

Hence, |u− v| ≤ (r +
√
2M)

√
2/m.

We now take σ =
√
t/2, z = 1

2
(u + v), x′ = 1

2
(u − v), y′ = 1

2
(v − u), and

R = (r +
√
2M)/

√
2m. As |x′| ≤ R and |y′| ≤ R, one gets from (4.26), using the defi-

nitions of u and v, the result of Proposition 4.3.

Let us now turn back to the proof of (4.24). Consider the adjoint fundamental solution
P̂ (t, x, y). One has the semi-group property:

P (2, x, y) =

∫

R

ν(y)P (1, x, z)P (1, z, y)dz.

Also, one easily checks that P (t, x, z) = P̂ (−t, z, x).
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Hence,

P (2, x, y) =

∫

R

ν(z)P̂ (−1, z, x)P (1, z, y)dz.

It follows from the Jensen inequality that

lnP
(
2, X(1; x), Y (−1; y)

)

≥ ln
( ∫

R
ν(z)P̂ (−1, z, X(1; x))P (1, z, Y (−1; y))e−|z|2/C

)
dz

≥ lnQ(1) + 1
Q(1)

∫
R
ν(z)e−|z|2/C ln

(
P̂ (−1, z, X(1; x))P (1, z, Y (−1; y))

)
dz

= lnQ(1) + 1
Q(1)

(
Gy(1) + Ĝx(−1)

)

where

Ĝx(t) :=

∫

R

ν(z)e−|T (x)−W (1+t)|2/σ(2+t) ln
(
P̂ (t, z,X(1; x))

)
dz.

It follows from Proposition 4.2 applied to Gy and Ĝx, that:

lnP
(
2, X(1; x), Y (−1; y)

)
≥ lnQ(1) +

1

Q(1)

(
− 2BR + 2Q(1) lnC

)
.

One could easily check from the definition of Q that Q(1) ≥ 1/C for some constant C > 0.
The conclusion follows.

Proof of the lower bound in Theorem 1.1. We know from Proposition 4.3 that there exists
C > 0 such that for all x, y such that |T (x)− T (y)−Wt| ≤ 3

√
t, one has P (t, x, y) ≥ 1

C
√
t
.

Consider x, y ∈ R, t > 0 and let k ∈ N such that

|T (x)− T (y)−Wt| ≤
√
kt.

We choose points x0 = y, x1, ..., xk−1, xk = x such that for all i = 0, ..., k − 1:

|T (xi+1)− T (xi)−Wt/k| ≤
√
t/k.

The semi-group property yields for all t > 0:

P
(
t, x, y

)
≥

∫
...

∫

|x′
i−xi|≤ 1

M

√
t/k

Πk−1
i=0P

(
t/k, x′i+1, x

′
i

)
dx′1...dx

′
k−1.

If |x′i − xi| ≤ 1
M

√
t/k, one has

|T (x′i+1)−T (x′i)−Wt/k| ≤ |T (xi+1)−T (xi)−Wt/k|+|T (x′i+1)−T (xi+1)|+|T (x′i)−T (xi)| ≤ 3
√
t/k

since |T ′| ≤M , and thus P (t/k, x′i+1, x
′
i) ≥ 1

C
√

t/k
.

Hence,

P
(
t, x, y

)
≥

( √
k

C
√
t

)k( 1

M

√
t/k

)k−1

=M(CM)−k
√
k/t ≥ e−Ck/C

√
t

for some alternative constant that we still denote C. As |T (x)−T (y)−Wt| ≤
√
kt, we thus

conclude that

P
(
t, x, y

)
≥ e−C|T (x)−T (y)−Wt|2/t

C
√
t

.
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5 The Nash type estimate

We now let

T (ξ, R, s) := {(t, x) ∈ R× R, |T (x)− T (ξ)−Wt| < R, t ≥ s}

and we consider the fundamental solution P (ξ,R) = P (ξ,R)(t, s, x, y) associated with equation
{
ν(x)pt −

(
a(x)ν(x)px

)
x
−Wpx = 0 in T (ξ, R, s),

p(t, x) = 0 for all (t, x) ∈ ∂T (ξ, R, s) ∩ (s,∞),
(5.27)

with initial datum P (s, s, ·, y) = δy/ν(y).

Lemma 5.1. For each δ ∈ (0, 1), there is an α = α(µ, δ) > 0 such that

P (ξ,R)(t, s, x, y) ≥ α

C
√
t− s

e−C |T (x)−T (y)−W (t−s)|2

t−s

for all (t, x) ∈ T (ξ, δR, s), (s, y) ∈ T (ξ, δR, s), and t ∈ (s, s + R2), where C = C(µ)
is the same as in Theorem 1.1. In particular, if one also has t − s ≥ γR2, then
P (ξ,R)(t, s, x, y) ≥ α

CR
e−4Cδ2/γ.

Proof. By translation, we can assume that ξ = 0 and s = 0, and we denote
T (R) := T (0, R, 0). There exist two nonnegative functions on R

+ mes+y and mes−y with
total mass less or equal to 1 such that

P (0,R)(t, 0, x, y) = P (t, 0, x, y)−
∫ t

0
ν
(
X(R +Wr, 0)

)
P
(
t, r, x,X(R +Wr, 0)

)
mes+y (r)dr

−
∫ t

0
ν
(
X(R +Wr, 0)

)
P
(
t, r, x,X(−R +Wr, 0)

)
mes−y (r)dr,

where we remind to the reader that z := X(±R + Wr, 0) is the unique solution of
T (z) = ±R+Wr. We refer to [11] for a proof of this claim in the periodic framework, that is

indeed still available in the general framework, withmes+y (r) = |P (0,R)
x

(
r, 0, X(R+Wr, 0), y

)
|

and mes−y (r) = |P (0,R)
x

(
r, 0, X(−R +Wr, 0), y

)
|.

Hence, by Theorem 1.1, one has

P (0,R)(t, 0, x, y) ≥ 1

C
√
t
e−C|T (x)−T (y)−Wt|2/t − C sup

0≤τ≤t

1√
τ
e−R2(1−δ)2/Cτ

for (t, x) ∈ T (δR). In particular, there is an ε ∈ (0, 1− δ), depending only on C and δ, such
that

P (0,R)(t, 0, x, y) ≥ 1

2C
√
t
e−C|T (x)−T (y)−Wt|2/t

for all (t, x) ∈ T (δR) and t ∈ (0, ε2R2], and y with |T (x)− T (y)−Wt| < εR.
We could conclude as in the derivation of the lower bound in the proof of Theorem 1.1

that
P (0,R)(t, 0, x, y) ≥ α

C
√
t
e−C|T (x)−T (y)−Wt|2/t

for some α > 0, for all (t, x) ∈ T (ξ, δR, s), (s, y) ∈ T (ξ, δR, s), and t ∈ (0, R2). This
concludes the proof.
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Lemma 5.2. For each δ > 0, let ρ := 1 − ε where ε is given by Lemma 5.1. Then for all
s, ξ ∈ R and R > 0:

Osc(p; s, ξ, δR) ≤ ρOsc(p; s, ξ, R)

for any solution p of (1.3), where

Osc(p; s, ξ, R) := sup{|p(t, x)− p(t′, x′)|, (t, x), (t′, x′) ∈ T (ξ, R, s)}.

Proof. We need to adapt the proof of lemma 5.2 in [6]. Define

S :=
{
y ∈ R, |T (y)− T (ξ)−W (s− R2)| < δR and p(s− R2, y) >

M(R) +m(R)

2

}
.

We can assume that

|S| ≥ 1

2
|{y ∈ R, |T (y)− T (ξ)−W (s− R2)| < δR}|,

otherwise we consider 1− p instead of p. For all (t, x) ∈ T (ξ, δR, s− δ2R2), one has

p(t, x)−m(R) ≥
∫
R
ν(y)

(
p(s−R2, y)−m(R)

)
P (ξ,R)(t, s−R2, x, y)dy

≥ M(R)−m(R)
2

∫
S
ν(y)P (ξ,R)(t, s−R2, x, y)dy

≥ M(R)−m(R)
2

∫
S
ν(y) α

CR
e−4Cδ2/(1−δ2)dy using Lemma 5.1

≥ M(R)−m(R)
4

infR ν(y)
α
C
e−4Cδ2/(1−δ2)dy =: ε

(
M(R)−m(R)

)

where ε is an arbitrary small constant only depending on µ and δ. The conclusion follows
with ρ := 1− ε.

Proof of Theorem 1.3. The first part of the Theorem could be derived as Theorem 5.3 of [6]
using Lemma 5.2.

In order to derive (1.8), we first notice that it follows from Theorem 1.1 that

p(t, x) ≤ C√
t

∫

R

e−|T (x)−T (y)−Wt|2/Ctp(0, y)dy ≤ C√
t
‖p(0, ·)‖L1(R).

Take t = t′ = s, ξ = X(−t; x) and R =
√
t/2. By definition of X , one has

T (x) − T (ξ) − Wt = 0 and |T (x′) − T (ξ) − Wt| = |T (x) − T (x′)|. Hence, if
|T (x)− T (x′)| ≤

√
t/2 = R, one gets from the first part of the Theorem:

|p(t, x)− p(t, x′)| ≤ C‖p‖L∞((t/2,t)×B(ξ,R))

( |T (x)− T (x′)|√
t/2

)β

.

If |T (x) − T (x′)| ≥
√
t/2, this inequality still holds with C = 2. Hence, for all t > 0 and

x, x′ ∈ R, one has

|p(t, x)− p(t, x′)| ≤ C‖p‖L∞((t/2,t)×B(ξ,R))

( |T (x)− T (x′)|√
t/2

)β

≤ C

t
1+β
2

‖p(0, ·)‖L1(R)|x− x′|β

for some generic constant C depending on µ and β.
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6 Proof of the estimates for the original equation

6.1 Definitions and properties of the Wronskian and the invariant

measure

We first define the Wronskian, which is known to be constant.

Lemma 6.1. Let Wγ := aφ̃′
γφγ − aφ′

γ φ̃γ. Then Wγ is a positive constant over R.

Then, if U is the fundamental solution associated with (1.1), easy computations yield
that P (t, x, y) = U(t, x, y)φγ(y)/φγ(x)e

γt is the fundamental solution associated with (1.3)

with W = Wγ and ν = νγ := φγφ̃γ. In order to derive Theorem 1.5 from Theorem 1.1, we
need to check that νγ and Wγ satisfy hypotheses (1.5).

As νγ plays the role of an invariant measure, we want this function to satisfy good
ellipticity properties.

Proposition 6.2. For γ > γ, define νγ := φγφ̃γ, that we will just denote ν if there is no
ambiguity. Then

• infR νγ > 0,

• νγ is bounded.

The proof of this Proposition will rely on the following Lemma.

Lemma 6.3. For all γ > γ, there exists ε > 0 such that

∀x ∈ R,
φ̃′
γ(x)

φ̃γ(x)
≥
φ′
γ(x)

φγ(x)
+ ε.

Proof. Assume first that x = 0. We know from Lemma 2.7 of [16] that if γ > γ′ > γ, for all

0 < ε ≤
(√

γ − infR r −
√
γ′ − infR r

)
/
√
infR a:

∀x ≥ 0, φγ(x) ≤ φγ′(x)e−εx.

The same result applies to φ̃γ with the change of variable x 7→ −x, yielding:

∀x ≤ 0, φ̃γ(x) ≤ φ̃γ′(x)eεx.

Hence, φ̃′
γ(0) ≥ φ̃′

γ′(0) + ε.
Let now prove the following claim

∀x ≥ 0, φ̃γ(x) ≥ φ̃γ′(x).

Define theWronskian Z(x) = φ̃′
γ′(x)φ̃γ(x)−φ̃γ′(x)φ̃′

γ(x). Then, (aZ)
′(x) = (γ′−γ)φ̃γ′(x)φ̃γ(x) < 0.

As Z(0) ≤ −ε, one has Z(x) ≤ −ε for all x ≥ 0, and thus φ̃′
γ′(x)/φ̃γ′(x) ≤ φ̃′

γ(x)/φ̃γ(x) for
all x ≥ 0, and the claim follows by integration from 0 to x ≥ 0.
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Combining these two inequalities, one gets

∀x ≥ 0,
φ̃γ(x)

φγ(x)
≥ φ̃γ′(x)

φγ′(x)
eεx.

Moreover, we know that φ̃γ′(x) ≥ φγ′(x) for all x ≥ 0. Hence,

∀x ≥ 0, ln φ̃γ(x) ≥ lnφγ(x) + εx.

Taking the first order Taylor development near x = 0+, one gets

φ̃′
γ(0)

φ̃γ(0)
≥
φ′
γ(0)

φγ(0)
+ ε.

In order to handle the case x 6= 0, we just translate the origin and take φγ(·)/φγ(x).

Proof of Proposition 6.2. We first notice that

Wγ

aνγ
=
φ̃′
γ

φ̃γ

−
φ′
γ

φγ
.

The Harnack inequality yields that
φ′
γ

φγ
and

φ̃′
γ

φ̃γ
are bounded, so νγ admits a positive infimum.

Lastly, Lemma 6.3 yields that
Wγ

aνγ
≥ ε

and thus νγ is bounded.

6.2 Convexity of φγ with respect to γ

Lemma 6.4. For all γ, γ′ > γ, one has for all x ∈ R, σ ∈ (0, 1):

φ′
(1−σ)γ+σγ′ (x)

φ(1−σ)γ+σγ′ (x)
≤ (1− σ)

φ′
γ(x)

φγ(x)
+ σ

φ′
γ′(x)

φγ′(x)

.

Proof. We could always assume that x = 0 by translation. Next, classical arguments from
Lemma 2.5 of [16] give

φ(1−σ)γ+σγ′(x) ≤ φγ(x)
1−σφγ′(x)σ for all x ∈ R.

Expending near x = 0+, one gets

φ′
(1−σ)γ+σγ′ (0) ≤ (1− σ)φ′

γ(0) + σφ′
γ′(0),

which ends the proof when x = 0.
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6.3 The derivative φ̇γ and its properties

Lemma 6.5. The function γ 7→ φγ admits a derivative φ̇γ for all γ > γ, which is the unique
solution of (

a(x)φ̇′
γ

)′
+
(
r(x)− γ

)
φ̇γ = φγ in R, φ̇γ(0) = 0 (6.28)

such that x 7→ φ̇γ

xφγ

is bounded over R.

Proof. First, the convexity of γ 7→ lnφγ(x) mentioned in the proof Lemma 6.4 yields that
one can always define a left derivative

φ̇γ(x) := φγ(x)× lim
γ′→γ−

lnφγ(x)− lnφγ′(x)

γ − γ′
.

On the other hand, we know from Lemma 6.4 that γ 7→ φ′
γ(x)/φγ(x) is convex for all

x ∈ R. One could easily check that

|φ′
γ(x)/φγ(x)| ≤

√
γ − infR r

infR a
.

Hence, it is a well-known property of convex functions that φ′
γ(x)/φγ(x) is

√
γ+δ−infR r
δ
√
infR a

-
Lipschitz-continuous with respect to γ on any ball of radius δ. By exchanging the derivatives

with respect to γ and x, we get that x 7→ φ̇γ

xφγ

is bounded over R.

Lastly, if ψ is another solution of (6.28) such that x 7→ ψ

xφγ

is bounded over R, then

z := φ̇γ − ψ would satisfy

(
a(x)z′

)′
+
(
r(x)− γ

)
z = 0 over R, z(0) = 0.

We could thus write it z = Aφγ +Bφ̃γ since these functions are two independent solutions of

the equation. Moreover, z(0) = A+B = 0 and thus B = −A. Dividing by xφγ(x), as φ̃γ/φγ

converges at least exponentially to +∞ as x→ +∞ by Lemma 6.3, one gets a contradiction
unless A = 0, which means that z ≡ 0. Hence φ̇γ is uniquely defined.

Corollary 6.6. The function Tγ := −Wγ φ̇γ/φγ is the unique solution of

−
(
ν(x)a(x)T ′

γ

)′
+WγT

′
γ = Wγν(x) in R, Tγ(0) = 0

such that x 7→ Tγ
x

is bounded over R.

Proof. The existence follows from Lemma 6.5 and easy computations. The uniqueness follows
from Proposition 1.2.
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6.4 Proof of Theorem 1.5

Proof of Theorem 1.5. Let U the fundamental solution associated with (1.1), easy computa-
tions yield that P (t, x, y) = U(t, x, y)φγ(y)/φγ(x)e

γt is the fundamental solution associated

with (1.3) with W = Wγ and ν = νγ := φγφ̃γ. Proposition 6.2 yields νγ satisfies hypotheses
1.5. Corollary 6.6 yields that Tγ := −Wγ φ̇γ/φγ. The conclusion follows.
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