
HAL Id: hal-04221023
https://hal.science/hal-04221023v1

Submitted on 28 Sep 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Noisy and Unbalanced Multimodal Document
Classification: Textbook Exercises as a Use Case

Élise Lincker, Camille Guinaudeau, Olivier Pons, Jérôme Dupire, Céline
Hudelot, Vincent Mousseau, Isabelle Barbet, Caroline Huron

To cite this version:
Élise Lincker, Camille Guinaudeau, Olivier Pons, Jérôme Dupire, Céline Hudelot, et al.. Noisy and
Unbalanced Multimodal Document Classification: Textbook Exercises as a Use Case. 20th Interna-
tional Conference on Content-based Multimedia Indexing (CBMI 2023), Sep 2023, Orléans, France.
�10.1145/3617233.3617239�. �hal-04221023�

https://hal.science/hal-04221023v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Noisy and Unbalanced Multimodal Document Classification:
Textbook Exercises as a Use Case

Élise Lincker
Cedric, CNAM
Paris, France

elise.lincker@lecnam.net

Camille Guinaudeau
JFLI, CNRS, NII
Tokyo, Japan

University Paris-Saclay
Gif-sur-Yvette, France
guinaudeau@nii.ac.jp

Olivier Pons
Cedric, CNAM
Paris, France

olivier.pons@lecnam.net

Jérôme Dupire
Cedric, CNAM
Paris, France

jerome.dupire@lecnam.net

Céline Hudelot
MICS, CentraleSupélec, University

Paris-Saclay
Gif-sur-Yvette, France

celine.hudelot@centralesupelec.fr

Vincent Mousseau
MICS, CentraleSupélec, University

Paris-Saclay
Gif-sur-Yvette, France

vincent.mousseau@centralesupelec.fr

Isabelle Barbet
Cedric, CNAM
Paris, France

isabelle.barbet@lecnam.net

Caroline Huron
SEED, Inserm, University Paris Cité

Paris, France
Learning Planet Institute

Paris, France
caroline.huron@cri-paris.org

ABSTRACT
In order to foster inclusive education, automatic systems that can
adapt textbooks to make them accessible to children with Develop-
mental Coordination Disorder (DCD) are necessary. In this context,
we propose a task to classify exercises according to their DCD adap-
tation type. We introduce a challenging exercise dataset extracted
from French textbooks, with two major difficulties: limited and
unbalanced, noisy data. To set a baseline on the dataset, we use
state-of-the-art models combined through early and late fusion
techniques to take advantage of text and vision/layout modalities.
Our approach achieves an overall accuracy of 0.802. However, the
experiments show the difficulty of the task, especially for minority
classes, where the accuracy drops to 0.583.

CCS CONCEPTS
• Applied computing → Education; Interactive learning envi-
ronments; • Computing methodologies → Natural language
processing; Neural networks.

KEYWORDS
multimodal document classification, noisy data, textbook adapta-
tion, unbalanced data
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1 INTRODUCTION
Dyspraxia, called Developmental Coordination Disorder (DCD) in
international classifications, affects 5% of children. This neurode-
velopmental disorder is characterized as an impairment in motor
coordination which affects academic and daily tasks. For instance,
children with DCD might have difficulties with dressing, using
cutlery, or riding a bike. They also do not automate the handwriting
process and consistently depend on letter tracing when writing. At
school, children with DCD face a cognitive dual task that hinders
their ability to focus on more conceptual tasks while handwriting.
In addition, their eye movement disorders may prevent them from
reading a text if its presentation is not adapted to make it more
accessible. To ensure inclusive education for children with DCD,
textbooks used in class should take into account their handwriting
and gaze organization difficulties and should be adapted in digital
format in order to avoid handwriting, but without changing the
content of the activities and their instructional intent.

Some non-profit organizations have started to produce adapted
digital textbooks for children with DCD through manual transfor-
mations. Figure 1 shows an example of an exercise of the “Choix
multiples” class (Multiple-choice in English) and its adaptation, al-
lowing children with DCD to complete the sentence by clicking on
the correct answer, avoiding the use of handwriting. Unfortunately,
given the great diversity of textbooks and their frequent renewal
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(a) Original exercise

(b) Adapted exercise

Figure 1: Fill-in-the-blankwithmultiple-choice options exer-
cise and its adaptation. Complete the sentences using “on” or “ont”.

due to changes in the curriculum, manual adaptation alone is not
sufficient to meet the needs effectively.

Automatic adaptation of textbooks for children with DCD is a
brave new task. We have developed a pipeline towards this automa-
tion, and in this paper, we specifically concentrate on classifying
exercises based on their DCD adaptation type. To achieve this, we
construct a dataset of French textbook exercises that have been
manually annotated with adaptation type labels. This dataset poses
several challenges, which reflect the difficulties of the task. First,
the dataset is largely unbalanced, certain types of adaptation be-
ing much more frequent than others, and noisy as it may contain
agrammatical or incomplete sentences, as well as errors stemming
from the extraction process. Second, the classification objective
concerns the educational intent of the exercises, which can be car-
ried in very different ways. Finally, because of intellectual property
issues, we have access to a limited number of textbooks, resulting
in a relatively small dataset.

In this context, we tackle the task of exercise classification rely-
ing on semantic and layout information, merged through late and
early fusion techniques. To this end, we rely on semantic dense
representation, via the French language model CamemBERT [27]
and visually-rich document understanding techniques. These ap-
proaches [35, 38], largely developed these last years for the under-
standing of articles, forms, letters or invoices, can be applied to our
data. However, textbook exercises are often shorter and diverse in
terms of content and layout; not only may some sentences be agram-
matical, but also the layout and elements within the statement may
vary: tables, lists, illustrations or scattered blocks of text.

Our main contributions are: (i) a new classification task, for
textbook exercises automatic adaptation for children with DCD;
(ii) a multimodal classification framework for the textbook exer-
cises classification task; (iii) experiments with different multimodal
architectures, including recently proposed LiLT [35].

The rest of the paper is organized as follows. Section 2 presents
related work on textbook processing, textual and multimodal classi-
fication. Section 3 gives details about the constructed dataset, while

Section 4 describes the architectures proposed for multimodal classi-
fication. In Section 5, we present the experimental results, analyzed
in Section 6. Future research directions for automatic adaptation of
textbook exercises for children with DCD are discussed in Section 7.

2 RELATEDWORK
Literature on automatic Natural Language Processing (NLP) meth-
ods dedicated to textbooks is quite limited; existing studies focus
on linguistic content analysis [9, 26] or question generation [3, 7].
If these approaches rely on content understanding and use various
data representation techniques that can be beneficial for our classi-
fication objective, none of them deals with classification or content
formatting tasks. However, some work has focused on the produc-
tion of lexical resources that can be used in the context of textbook
classification or representation. For example, Manulex [21] is a
database that provides grade-level word frequency lists computed
from 54 French elementary school readers. Two other resources
have been introduced for text simplification in the context of ac-
cessible reading for dyslexic children: ReSyf [2], a lexical resource
of monolingual synonyms ranked according to their difficulty to
be read and understood by native learners of French, and Alec-
tor [6], a parallel corpus of 79 elementary grade reading texts that
have been simplified at the lexical, syntactic, and discourse levels.
More particularly related to inclusive education, the association Le
Cartable Fantastique1 provides the Fantastiques Exercices, a collec-
tion of French exercises and their interactive version adapted for
children with DCD.

Document classification, on the contrary, is a very active field of
research which has seen its results greatly improved by recent deep
learning approaches. The Transformer model, in particular, with
its self-attention mechanism [34] has proved to be very successful
in many tasks including classification. A number of pre-trained
language models have thus been developed, such as ELMO [29],
ULMFiT [13], OpenAI GPT [31], and BERT [5]. Though many NLP
resources are made from and for English content, some studies
have released pre-trained language models for other languages.
Multilingual models are also available, but their performance is
not comparable to that of specific-language pre-trained models.
For French, two models based on RoBERTa [25] are trained and
optimized: CamemBERT [27], trained on the French part of OS-
CAR [33] and FlauBERT [20], trained on 24 corpora of various
styles collected from the internet. These state-of-the-art French pre-
trained language models have been fine-tuned on various data for
text classification tasks, such as tweets classification [19] or clinical
notes classification [4]. Finally, studies on automatic speech tran-
scriptions [14] and digitized texts with optical character recognition
(OCR) [18] analyzed the impact of noisy inputs on contextualized
word embeddings. Indeed, erroneous data, such as ungrammatical
sentences found in many exercise statements, may cause a decline
in performance due to model resilience. Experiments showed that
classifiers built with fine-tuned language models perform better
than those built with pre-trained language models.

1https://www.cartablefantastique.fr/
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While many classification approaches rely on text as a single
modality, some recent studies focus on Visual Document Under-
standing (VDU). By encoding visual and layout information, Text-
Image-Layout transformers have demonstrated promising perfor-
mance on downstream tasks, including structured and visually rich
document classification. LayoutLM [36] modified the BERT archi-
tecture by adding 2-D position and visual embeddings along with
text embeddings. Two upgraded versions [15, 38] have been re-
cently proposed, as well as a multilingual extension [37]. BROS [12]
proposes a new spatial encoding method, using relative positions
between blocks, instead of the absolute 2−D positions used in most
previous works. DocFormer [1] also relies on a BERT-like masked
language model and introduces a multimodal cross-attention mech-
anism, allowing information to be shared across modalities. Lastly,
TILT [30] uses the T5 [32] architecture along with convolutional
features. However, most models are pre-trained and fine-tuned on
single-language documents, typically English. To address this issue,
LiLT [35] allows to plug-and-play any pre-trained RoBERTa-like
model with a layout module and thus benefit from the pre-training
of document layout structure while being applicable on any lan-
guage. Besides, most applications of Text-Image-Layout models
involve whole pages and well-formatted documents: receipts in
the CORD [28] and SROIE [16] datasets or forms in FUNSD [17]
for example. Though they may perform well on textbook pages
understanding, we focus here on short individual exercises that
share many similarities with each other.

3 DATASET
In this section, we describe our dataset construction process, based
on 3 elementary grade French textbooks in PDF format. Unfor-
tunately, we are unable to release our dataset due to intellectual
property issues, but we plan to share other scholarly data publicly
in the future.

3.1 Text structure extraction
Each textbook is first parsed to an XML file in ALTO format using
pdfalto2 and MuPDF3 tools. This approach allows for the extrac-
tion of words in a structured and organized representation of the
content, while also providing layout and font style information.
The extracted words are initially grouped into text segments based
on rules involving font types, font sizes, character spacing and
character types such as numbers, symbols and punctuation marks.
These text segments are then semi-automatically organized into sec-
tions based on their dominant font. We use an annotation interface
designed for MALIN to reorganize the segments into a textbook
structure, enabling manual tagging of font styles with roles (chapter
title, lesson, exercise, etc.). We define 6 subsections under the exer-
cise section: number, title, instruction, statement, example and hint.
The layout complexity makes the extraction task more challenging:
pages may contain tables, lists, illustrations or scattered text blocks,
which are harder to parse and may induce noise in the data. This
extraction step results in 2748 exercises.

2https://github.com/kermitt2/pdfalto
3https://github.com/ArtifexSoftware/mupdf

Figure 2: Distribution of exercises by class.

3.2 Exercise annotation and preprocessing
Extracted exercises are then manually annotated by two DCD ex-
perts. 33 classes are defined by experts, reflecting the combination of
the learning objective of the exercise and the interaction process in-
volved in its resolution (e.g.multiple-choice, sentence transformation,
letter/word/sentence ticking, written expression etc.). For example,
Figure 1 illustrates an exercise from the multiple-choice class and
Figure 7 in the appendix contains 5 exercises from other classes.
From this annotation, 2567 exercises are single-labeled, 146 are
multi-labeled (with an average of 2.2 classes), and 36 exercises must
be either manually adapted or removed from adapted textbooks.
In this work, we focus on single-labeled exercises and exclude the
least represented class that contains only one exercise. Thus, we
end up with a dataset of 2566 exercises labeled with 32 classes.

Figure 2 shows the unequal distribution between the classes.
The dataset is strongly unbalanced: 2 classes out of 32 have over
300 exercises, whereas 11 classes have less than 20. The 21 most
populated classes represent 95% of the dataset.

Exercises are split into 3 subdatasets: training (70%), validation
(10%) and test (20%). Proportions between classes in subsets and
textbooks are maintained. Exercise numbers and titles are removed.
If there are any examples and hints, they are concatenated with the
instruction, which forms the first part of the input. The second part
is the exercise statement. The text is normalized to lower case and
all whitespace characters are reduced to one space.

3.3 Dataset characteristics
To better fit the data, we expand the definition of sentence and
token. If most of the instructions are grammatically and semantically
correct, statements may contain single words scattered around or
ungrammatical word sequences, as shown in Figure 1. Therefore,
statements’ sentences can contain meaningless character sequences
such as fill-in-the-blankwords (“c…bat”), sentences (“Manon a perdu
… chat.”), multiple-choice choices (“(son/sont)”), concatenatedwords
(“cirageâgégéantenfant”), scattered blocks of text (“est une fleur”, “la
tulipe”), list numbers (“a.”, “b.”), etc.

Figure 3 presents the token length, the number of tokens per
sentence, the number of tokens per exercise, and the number of

https://github.com/kermitt2/pdfalto
https://github.com/ArtifexSoftware/mupdf
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Figure 3: Exercise, sentence and word length distribution on
the whole dataset.

sentences per exercise in our dataset. The average length of an
exercise is 5 sentences and 44 tokens, but there is a significant
variability. Most documents are 1-10 sentences and 5-91 tokens long.
The dataset is, therefore, composed of short documents compared to
the reference datasets4. Moreover, depending on the type of exercise,
the word and sentence lengths are highly variable. A quarter of the
sentences has between 1 and 5 tokens, while the longest sentences
contain up to 65 tokens.

4 METHODOLOGY
Following the extraction of the textbook content, we aim to catego-
rize the extracted exercises according to their type of adaptation
to DCD. We propose different approaches using three pre-trained
models fine-tuned for document classification task.

4.1 Single model approaches
First, we use CamemBERT. To further enhance the model, we fine-
tune its masked language model on the following educational texts:
lessons and activities from 4 textbooks (the 3 textbooks we used
to build our dataset, apart from the exercises of the validation and
test subsets, and a 4th unannotated textbook), 1293 Fantastiques
Exercices, and the 79 original reading texts fromAlector, of about 300
words each. For training, the model is fed with the concatenation of
instruction and statement, separated by the special token <sep>5.

To learn from other modalities, we use LayoutLMv2, the second
version of LayoutLM.We feed textual, positional and visual features
into the transformer. The model is pre-trained on IIT-CDIP [22]
and fine-tuned for classification on its RVL-CDIP [11] subset, com-
posed of scanned document images such as letters, forms, invoices,
advertisements, etc. Most documents use English as their primary
language, but IIT-CDIP contains a few documents in other lan-
guages, including French. If LayoutLMv2 processes text, layout and
vision embeddings, the model is designed for English documents
and may not fully benefit from text features.

4.2 Early and late fusion approaches
As classes in our dataset contain a high variability in terms of
semantic and layout, we assume that French language as well as
layout and vision modalities are relevant. In order to take advantage
of each of these modalities, two fusion approaches are implemented.
4For example, the FUNSD documents are 158 words long on average.
5We also experimented dual and siamese network architectures to process the instruc-
tions and statements separately by feeding two different inputs to the model. These
are not presented in this paper as a single model performs better.

A first solution is to experiment score-level fusion of Camem-
BERT and LayoutLMv2 classifiers. It consists in predicting the final
label by considering the scores of the involved classifiers. We use
Min-Max Normalization to transform the scores so that they are
between 0 and 1 while preserving the relationships among the orig-
inal predictions values. Then, we combine the normalized scores
with common late fusion rules – Average and Maximum –, and the
final prediction is the class with the highest merged score.

In the second solution, we take advantage of the recently intro-
duced model LiLT [35] allowing to plug-and-play any pre-trained
RoBERTa-like model with a layout module. The model, pre-trained
on IIT-CDIP, is combined to our version of CamemBERT, fine-tuned
on textbooks and reading materials, to obtain a LayoutLM-like
model for educational French. Eventually, we apply a Majority Vote
fusion of CamemBERT, LayoutLMv2 and LiLT[CamemBERT] at
the decision-level with LiLT[CamemBERT] as the default classifier.

4.3 Additional unbalanced data approaches
To cope with data imbalance, two techniques can be used to solve
unbalanced multiclass classification problems: configuration of the
loss function and sampling. Other data augmentation approaches
to address data imbalance are discussed in Section 6, Discussion.

Concerning the loss function, cross-entropy loss is widely used
for classification tasks, either on balanced or unbalanced datasets.
The focal loss [24] was introduced as a dynamically weighted loss
function suitable for class-imbalanced data in binary classification
tasks. It was then extended to multiclass problems and showed
promising results. Increasing focal loss W parameter allows to put
more focus on misclassified examples. We experimented this func-
tion with different W values, ranging from 0 (which corresponds to
weighted cross-entropy loss) to 5.

Regarding sampling approaches, undersampling our dataset,
which is not only unbalanced but also small, would result in a
loss of information. However, we took inspiration from ensemble
learning methods to build multiple undersampled subdatasets by
distributing the exercises of the majority classes, then fuse the
outputs of the different models trained on these subdatasets.

4.4 Setups
We use the BASE architecture for each model. In our final experi-
ments, we fine-tuned the models for 30 to 40 epochs with a batch
size of 16. We use Adam optimizer, inverse frequency weighted
cross-entropy loss, and the initial learning rate is selected from 1e-5
to 1e-4. Input max length is set to 256. Results on the test set are
obtained with the fine-tuned models performing the best on the
validation set.

5 RESULTS
Table 1 shows the results for the exercise classification. Taking
into account the challenges posed by the dataset, every method
achieves satisfactory results. Best performance is reached by LiLT
encapsulating CamemBERT followed with a latter late fusion of all
3 models: the accuracy comes out to be 0.802. Overall, the 3 models
are complementary.

For majority classes, LayoutLMv2 performs almost as good as
CamemBERT, even though it does not capture semantic information
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Model Modalities Language Accuracy Macro F1
Total Maj. Min.

Majority Class Baseline 0.147 0.008

CamemBERT text-only French 0.775 0.788 0.500 0.663
LayoutLMv2 text + vision + layout English 0.708 0.722 0.250 0.487

CamemBERT + LayoutLMv2 (Max Fusion) text + vision + layout French / English 0.767 0.784 0.417 0.627
CamemBERT + LayoutLMv2 (Avg Fusion) text + vision + layout French / English 0.782 0.796 0.500 0.664
LiLT[CamemBERT] text + layout French 0.786 0.796 0.583 0.696
CamemBERT + LayoutLMv2 + LiLT[CamemBERT] text + vision + layout French / English 0.802 0.813 0.583 0.714

Table 1: Performance comparison of classifiers. Accuracy scores are provided for the entire test dataset (Total), the 21 majority classes
(Maj.) and the 11 minority classes (Min.).

Model Acc. Macro F1

CamemBERT 0.747 0.653
CamemBERT + FT 0.775 0.663
CamemBERT + FT + focal loss 0.772 0.663
CamemBERT + FT + undersampling 0.730 0.653

Table 2: Performance comparison of CamemBERT-based clas-
sifiers. (FT = fine-tuning on an educational corpus, undersampling
= fusion of multiple models trained on undersampled subdatasets)

Model Accuracy
Known collection Unseen collection

CamemBERT 0.763 0.655
LayoutLMv2 0.702 0.371
LiLT 0.778 0.775

Table 3: Classification performance comparison on different
textbooks: intra- vs. inter-collection generalization.

B−L− B−L+ B+L− B+L+

# of exercises 79 74 36 321

LiLT 16 (20%) 61 (82%) 20 (56%) 304 (95%)
Max Fusion 0 54 (73%) 16 (44%) 321 (100%)
Avg Fusion 0 59 (80%) 19 (53%) 321 (100%)

Table 4: Classification comparison of the 3 fusion strategies
on exercises correctly (+) and incorrectly (−) classified by
CamemBERT (B) and LayoutLMv2 (L).

as well as French models. This confirms that layout and vision
modalities must not be overlooked. However, LayoutLMv2 leads to
very poor performance for under-represented classes.

The increase in accuracy with the late and early fusion strate-
gies is statistically significant compared to LayoutLMv2. In com-
parison with CamemBERT text-only classifier, both early fusion
through LiLT and average late fusion strategy slightly improve
the global accuracy. If the improvement does not seem significant,

detailed scores on minority classes reveal a larger gap between
simple CamemBERT and LiLT[CamemBERT] classifiers.

The results of complementary methods applied to CamemBERT
classifiers are shown in table 2. Fine-tuning the masked language
model on an educational corpus increases the accuracy from 0.747
to 0.775. This improvement was found to be statistically significant
with a p-value of 0.015 using a t-test. However, techniques applied
to cope with data imbalance were not successful. Although focal
loss is claimed to be an improved version of weighted cross-entropy
loss, it is not effective on our dataset. Depending on the W settings,
it leads to statistically equal or worse scores than using weighted
cross-entropy loss. Moreover, undersampling a very small dataset
is not efficient since valuable information is lost. At best, we reach
an accuracy of 0.730 using undersampled subdatasets.

Lastly, additional experiments were conducted to evaluate the
generalizability of the models intra- and inter-textbook collection.
Two textbooks from the same collection were used to train the
models, while the third textbook, from a different collection, was
used for evaluation purposes only. Results, presented in Table 3,
suggest that the generalization capacity of the models is greater
for text features compared to layout features. Indeed, LayoutLMv2
generalizes poorly across collections and requires a larger amount
of data than CamemBERT to achieve satisfactory results. Combi-
nation of both text and layout features through LiLT continues
to outperform single-model approaches and demonstrates good
generalization capabilities on separate collections.

6 DISCUSSION
Misclassification do not relate to specific classes. In fact, multiple
classes share similar textual content and/or layout, which makes
classification more challenging. Errors typically occur when an
exercise of a given class shares traits with exercises from another
class, like length, layout or semantic properties.

Table 4 compares the classifiers’ predictions. From this table, it
can be seen that the 3 fusion methods can improve the predictions.
Although LiLT does not catch all exercises correctly predicted by
CamemBERT and LayoutLMv2 individually, 20% of the exercises
misclassified by both classifiers are corrected by LiLT.
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Gains achieved by the late fusion strategies demonstrate that
CamemBERT is more confident6 and reliable than LayoutLMv2.
Besides, even if LayoutLMv2 performs slightly worse than Camem-
BERT, it handles better exercises where the layout prevails over the
semantic content. Indeed, it correctly categorizes 36 exercises that
CamemBERT was unable to categorize, and about half of them are
fixed by maximum and average fusion techniques. For instance, the
exercise shown in figure 4 is labeled “Associe” (combine in English)
as the pupil must click to associate the statement items. Most of
“Associe” documents are correctly labeled by all classifiers because
of the layout and the use of the verb “associer” in the instruction.
However, when the verb “associer” is replaced by a synonym “réu-
nir”, as depicted in Figure 4, the text-based classifiers are unlikely
to identify the main feature they learned for this class.

On the contrary, for other exercises, textual content and seman-
tics can carry more significance than layout. Consider the label
“Classe” (classify in English) as an example. While most of exer-
cises’ statements contain a table and a list of items to be classified in
that table (Figure 7c in the appendix), some exceptions lack a table
(Figure 5). CamemBERT is thus better suited for this exercise as it
likely identifies the semantics of the instruction using the “classe”
keyword, whereas LayoutLMv2 makes a wrong prediction due to
the absence of a table feature.

A final example is the exercise depicted in Figure 6, which was
misclassified by both CamemBERT and LayoutLMv2 classifiers.
However, it was rectified by merging the two modalities using LiLT.
The misclassification is likely due to the presence of ellipses and
rectangular frames. Such features are commonly used in exercises
where students are required to fill in the blanks, without being
given predetermined choices.

Finally, for 8 out of the 11 minority classes, precision achieves
a perfect score of 1, indicating accurate recognition when these
classes are identified. However, the variability in recall highlights
the lack of sufficient training data. Also, 3 classes consistently re-
main unrecognized, resulting in both precision and recall scores
of 0. Data imbalance remains a tricky problem which, for our clas-
sification purpose, requires data augmentation and a deeper un-
derstanding of the dataset for effective classification. Additionally,
specific errors can be partially resolved by leveraging predefined
rules to identify certain classes that are easily recognizable, such
as “True or false” or “Find/hide the odd one out” exercises, by using
the keywords “vrai ou faux” and “intrus”, respectively. We also
attempted to generate artificial data through deep learning and
lexical substitution, utilizing the educational resources ReSyf and
Manulex. Unfortunately, the resulting automatically generated exer-
cises were not sufficiently satisfactory and looked unnatural due to
limited data availability and the specificity of language in textbooks,
especially in the instructions. Regarding layout generation, it is
indeed valuable exploring more advanced techniques such as gen-
erative adversarial networks (GANs) [8] and self-attention-based
Transformer models. Notably, LayoutGAN [23] and LayoutTrans-
former [10] have demonstrated their effectiveness in document
layout generation.

6The difference between the highest score and the next highest score is larger with
CamemBERT compared to LayoutLMv2.

Figure 4: Example of an “Associe” exercise where layout pre-
vails. Copy and match the noun with the appropriate label.

Figure 5: “Classe” exercise where text prevails. Categorize the
following foods into two lists: fruits, vegetables.

Figure 6: Example of a “Choix multiples” exercise. Choose the
appropriate punctuation mark.

7 CONCLUSION
With a longer-term goal of automatically adapting full textbooks
to make them accessible to children with DCD, we introduced in
this paper a new education inclusive task: classification of textbook
exercises according to their DCD adaptation type. We conducted a
comparative study of document classification transformer methods
on our own dataset composed of 2566 French textbook exercises.

We proposed different approaches based on three pre-trained
models that achieved state-of-the-art performance on downstream
tasks and reference datasets. We aimed to take advantage of differ-
ent modalities and finally achieved an accuracy of 0.802 using fusion
methods. The experiments demonstrated the importance of layout
and vision modalities along with French educational language in
textbook understanding.

In order to improve these promising results, our future work will
focus on the extraction step and data correction. Moreover, if the
overall accuracy is encouraging, results for minority classes still
need to be improved. For this, we plan to continue our preliminary
experiments on data generation to address the small data size and
imbalance problems.
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APPENDIX

(a)

(b)

(c)

(d)

(e)

Figure 7: Examples of original and adapted exercises for classes (a) “Cache intrus” Hide the odd one out, (b) “Transforme Phrase”
Edit the sentence, (c) “Classe” Classify the items, (d) “Associe”Match the items, (e) “Remplis au clavier” Fill in using the keyboard.
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