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MICROLOCAL PARTITION OF ENERGY FOR FRACTIONAL-TYPE
DISPERSIVE EQUATIONS

HAOCHENG YANG1,2

Abstract. This paper is devoted to the proof of microlocal partition of energy for
fractional-type dispersive equations including Schrödinger equation, linearized gravity
or capillary water-wave equation and half-Klein-Gordon equation. Roughly speaking, a
quarter of the L2 energy lies inside or outside the “light cone” |x| = |tP ′(ξ)| for large
time. In addition, based on the study of half-Klein-Gordon equation, the microlocal
partition of energy will also be proved for Klein-Gordon equation.

1. Introduction

1.1. Background. The classical partition of energy states that the energy of the solution
w to linear wave equation

(W)


(∂2t −∆)w = 0,

w|t=0 = w0 ∈ Ḣ1(Rd),

∂tw|t=0 = w1 ∈ L2(Rd),

inside and outside the light cone |x| = |t| satisfies, in odd dimension d,

(1.1)
lim

t→+∞

(
Ein(w0, w1, t) + Ein(w0, w1,−t)

)
= ∥∂tw∥2L2 + ∥∇w∥2L2 ,

lim
t→+∞

(
Eout(w0, w1, t) + Eout(w0, w1,−t)

)
= ∥∂tw∥2L2 + ∥∇w∥2L2 ,

where

Ein(w0, w1, t) :=

∫
|x|<|t|

(
|∇w|2 + |∂tw|2

)
dx,

Eout(w0, w1, t) :=

∫
|x|>|t|

(
|∇w|2 + |∂tw|2

)
dx.

A proof of this can be found in [10] and [11], where the authors applied this result to
study the soliton of focusing energy-critical nonlinear wave equation in dimension d = 3, 5
via some nonlinear analysis on small data solutions. One may also refer to [3] and [4]
for the application in equivariant wave maps. In even dimension d, the limits (1.1) do
not hold in general settings. It is essential to add some extra corrections, which have
been calculated in detail for radial solutions in [6] and for general data in [8]. In these
references, the authors also discovered some special data such that the corrections vanish,
an application of which to 4-dimensional focusing energy-critical wave equation can be
found in [5].
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2 MICROLOCAL PARTITION OF ENERGY FOR FRACTIONAL-TYPE DISPERSIVE EQUATIONS

The above results have been recently revisited in [9] using the tools of microlocal
analysis. Consider first a solution u of the half-wave equation

(HW)


(
∂t
i
− |Dx|

)
u = 0,

u|t=0 = u0 ∈ L2.

Since u = eit|Dx|u0, stationary phase formula shows that one expects the microlocalized
energy of the solution outside a convenient neighborhood of {(x, ξ) : x = t ξ

|ξ|} at time

t to vanish when t goes to infinity. Because of that, it is natural to ask whether the
microlocalized energy close to the preceding point, truncated outside the wave cone, gives
rise to lower bound of the form (1.1). More precisely, if one defines this microlocalized
truncated energy as

EHW
χ,χ̃,δ(u0, t) :=

∥∥Op
(
aHW
χ,χ̃,δ(t)

)
u(t)

∥∥2
L2 ,(1.2)

aHW
χ,χ̃,δ(t, x, ξ) := χ

(
x+ t ξ

|ξ|

|t| 12+δ

)
χ̃

(
|x| − |t|
|t|δ

)
1|x|>|t|,(1.3)

where χ, χ̃ ∈ C∞
c (Rd) are chosen to be real, radial and equal to 1 near zero with δ ∈]0, 1

2
],

then it has been proved in [9] that in any dimension d,

(1.4) lim
t→+∞

(
EHW

χ,χ̃,δ(u0, t) + EHW
χ,χ̃,δ(u0,−t)

)
= ∥u0∥2L2 .

This result may be used to recover (1.1) in odd dimension by taking u = (−i∂t + |Dx|)w.
Actually, the truncated energy in (1.2) may be expressed from the microlocalized trun-
cated energy for the solution u of the half wave equation and from extra terms. These
extra terms give a zero contribution at the limit t tending to infinity in odd dimensions,
but not in even ones.

The heuristics underlying estimate (1.4) for the half wave equation are as follows.
Define the quantization Op

(
aHW
χ,χ̃,δ

)
of the symbol (1.3) by(

Op
(
aHW
χ,χ̃,δ

)
f
)
(t, x) =

1

(2π)d

∫
eix·ξaHW

χ,χ̃,δ(t, x, ξ)f̂(t, ξ)dξ.

Then (1.2) may be written as

(1.5)
EHW

χ,χ̃,δ(u0, t) =
〈
Op
(
aHW
χ,χ̃,δ

)
eit|Dx|u0,Op

(
aHW
χ,χ̃,δ

)
eit|Dx|u0

〉
L2

=
〈
u0, e

−it|Dx| Op
(
aHW
χ,χ̃,δ

)∗
Op
(
aHW
χ,χ̃,δ

)
eit|Dx|u0

〉
L2 .

If the symbols were smooth ones, so that symbolic calculus (whose details can be found
in [21]) could be used, one would expect the composition Op

(
aHW
χ,χ̃,δ

)∗
Op
(
aHW
χ,χ̃,δ

)
to be

equal, modulo negligible remainders, to Op (b), with b =
∣∣aHW

χ,χ̃,δ

∣∣2, and the conjugation

e−it|Dx| Op (b) eit|Dx| to be equal, up to remainders, to Op (c) where c(x, ξ) = b(x − t ξ
|ξ|).

Applying this to (1.5), one could write this quantity as ⟨u0,Op (e)u0⟩ modulo a term
tending to zero when t goes to infinity, where e is given by

e(t, x, ξ) = χ2

(
x

|t| 12+δ

)
χ̃2

(
|x− t ξ

|ξ| | − |t|
|t|δ

)
1|x−t ξ

|ξ| |>|t|

This symbol e roughly cuts-off the phase space on the domain{
(x, ξ) : |x| ≲ |t|

1
2
+δ,

∣∣∣∣x− t
ξ

|ξ|

∣∣∣∣ > |t|
}
.
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When t→ +∞, the truncated domain tends to the half-space

(1.6)

{
(x, ξ) : sgn(t)x · ξ

|ξ|
< 0

}
.

As a consequence, the sum of truncated energy at time t and −t covers the whole phase
space.

We emphasize that all the arguments above are merely formal. They hold only if all
the involved functions are regular enough. In fact, it has also been proved in [9] that the
cut-off operator Op

(
aHW
χ,χ̃,δ

)
may not even be bounded if the singular cut-off |x| > |t| is

replaced by x · ξ
|ξ| > t, which seems to work formally.

The above formal point of view, though purely heuristic, makes expect that the
classical result (1.1) might be extended to a large class of dispersive equations. In general
system (

∂t
i
− P (Dx)

)
u = 0,

as in half-wave equation, one may expect that the energy concentrates in the phase space
around x+ tP ′(ξ) = 0 and the partition of energy holds with generalized “light cone”

|x| = |tP ′(ξ)|.

The first result for Schrödinger equation has been given in [9] with truncation

ESchr
χ,δ (u0, t) :=

∥∥Op
(
aSchrχ,δ (t)

)
u(t)

∥∥2
L2 ,(1.7)

aSchrχ,δ (t, x, ξ) := χ

(
x+ tξ

|tξ|⟨
√
|t||ξ|⟩− 1

2
+δ

)
1|x|>|tξ|.(1.8)

The result is similar:

(1.9) lim
t→+∞

(
ESchr

χ,δ (u0, t) + ESchr
χ,δ (u0,−t)

)
=

1

2
∥u0∥2L2 .

Here the extra factors in the cut-off χ is only for technical use, and the loss of half of

total energy ∥u0∥2L2 is due to the convexity of P (ξ) = |ξ|2
2
.

The goal of this paper is to examine if the microlocal partition of energy results
(1.4), (1.9) may be extended to a large class of dispersive equations. In particular, this
generalized result covers the system of linearized gravity or capillary water-wave with
infinite depth

∂tu

i
− |Dx|

1
2u = 0,(LGWW)

∂tu

i
− |Dx|

3
2u = 0,(LCWW)

or with finite and constant depth h,

∂tu

i
− |Dx|

1
2 tanh(h|Dx|)u = 0,(LGWWh)

∂tu

i
− |Dx|

3
2 tanh(h|Dx|)u = 0.(LCWWh)

Moreover, the system of half-Klein-Gordon

(HKG)
∂tu

i
− ⟨Dx⟩u = 0
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can also be covered by the generalized result, and the associated conclusion will further
imply the microlocal partition of energy for standard Klein-Gordon equation

(KG)


(∂2t −∆+ 1)w = 0,

w|t=0 = w0 ∈ H1(Rd),

∂tw|t=0 = w1 ∈ L2(Rd).

One may have noticed that (1.4) and (1.9) are proved only for δ ∈]0, 1
2
] or ]0, 1

2
[.

The case δ ⩾ 1
2
seems useless since with such δ the cut-off χ gives no information in

the concentration of energy. The critical case δ = 0, however, leads to some interesting
results in the limit of truncated energy. The related results will be presented in detail in
the next part.

1.2. Main results. We consider the fractional-type dispersive equation:

(E)


(
∂t
i
− P (Dx)

)
u = 0,

u|t=0 = u0,

where P is radial and smooth except at ξ = 0. For simplicity, P will be identified as a
function of ρ = |ξ| in what follows. We further assume that P is a fractional-type symbol.
Namely, the following hypothesis hold for some p0, p1 ̸= 0.

(Hp0,p1)

(1) P (1) is strictly positive and monotone on ]0,+∞[;

(2.0) ∃P0 ⩾ 0, ρ→ 0+, |P (1)(ρ)− P0| ∼ ρp0 , |P (2)(ρ)| ∼ ρp0−1;

(2.1) ∃P1 ⩾ 0, ρ→ +∞, |P (1)(ρ)− P1| ∼ ρp1 , |P (2)(ρ)| ∼ ρp1−1;

(3.0) ∀j ∈ N∗, j ⩾ 3, ∀ρ ∈]0, 1[, |P (j)(ρ)| ≲ ρp0+1−j;

(3.1) ∀j ∈ N∗, j ⩾ 3, ∀ρ ∈]1,∞[, |P (j)(ρ)| ≲ ρp1+1−j.

We introduce the symbol

(1.10) a(t, x, ξ) = aχ,δ(t, x, ξ) = χ

(
x+ tP ′(ξ)

|t| 12+δ

)
1|x|>|t||P ′(ξ)|,

where δ ∈ R, χ ∈ C∞
c (Rd) is real with χ(0) = 1. The corresponding truncated energy is

defined as

(1.11)
E(u0, t) = Eχ,δ(u0, t) =∥Op (aχ,δ(t)) (u(t)) ∥2L2

=∥Op (aχ,δ(t))
(
eitP (Dx)u0

)
∥2L2 ,

where

(1.12) Op (aχ,δ(t))
(
eitP (Dx)u0

)
(x) :=

1

(2π)d

∫
eixξ+itP (ξ)aχ,δ(t, x, ξ)û0(ξ)dξ.

In Proposition 2.1, 2.2, and 3.1, we shall prove that, under some extra conditions on
P , operator Op (a(t)), together with its variations to be introduced later, is bounded on
L2, uniformly in |t| ≫ 1. E(u0, t) is therefore a well-defined truncated energy, at least
when time |t| is sufficiently large.

We first state the fundamental result which is available for fractional equations,
namely equation (E) with P ′(ξ) = |ξ|p ξ

|ξ| , such as Schrödinger equation (p = 1), linearized

gravity water-wave equation (p = −1
2
), and linearized capillary water-wave equation

(p = 1
2
).
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Theorem 1.1. Let χ ∈ C∞
c (Rd) be a real function such that χ(0) = 1. We further

assume that P satisfies hypothesis (Hp0,p1) with P0 = P1 = 0.
(i) If δ < 0,

(1.13) lim
t→±∞

Eχ,δ(u0, t) = 0.

(ii) If δ = 0,

(1.14) lim
t→±∞

Eχ,δ(u0, t) =
1

(2π)d

∫
Gχ(ρ, ω)|û0(ρω)|2ρd−1dρdω,

where (ρ, ω) is polar coordinate. The function Gχ(ρ, ω) is defined, when P is convex, by

(1.15) Gχ(ρ, ω) :=
1

(2π)d

∣∣∣∣∫ ∞

0

∫
y·ω=0

ei
r2+|y|2

2 χ
(√

P ′′(ρ)rω +
√
ρ−1P ′(ρ)y

)
dydr

∣∣∣∣2 ,
and, when P is concave, by

(1.16) Gχ(ρ, ω) :=
1

(2π)d

∣∣∣∣∫ ∞

0

∫
y·ω=0

ei
−r2+|y|2

2 χ
(√

−P ′′(ρ)rω +
√
ρ−1P ′(ρ)y

)
dydr

∣∣∣∣2 .
(iii) If 0 < δ < 1

2
, we further assume that χ is radial. Then

(1.17) lim
t→±∞

Eχ,δ(u0, t) =
1

4
∥u0∥2L2 .

Remark 1.2. In (1.17), we manage to calculate the limit of Eχ,δ(u0, t) and Eχ,δ(u0,−t) as
t→ +∞, instead of their sum as in (1.1) and (1.9). Notice that the heuristics discussed
after (1.6) in the case of half-wave equations do not predict this fact. This shows the
limitation of this formal reasoning when sharp cut-offs are involved in the symbols.

Remark 1.3. For Schrödinger equation, the special structure of P ′(ξ) = ξ allows us to
reduce the regularity required for χ. In Appendix C, we will show that limits (1.13) and
(1.14) hold for all χ ∈ L1.

We will see later that our proof of Theorem 1.1 does not hold for P with nonzero
P0, P1, such as half-Klein-Gordon equation (HKG), where P1 = 1. In order to deal with
this difficulty, one way is to add some cut-off in frequency ξ. To be precise, we introduce
the modified truncated symbol
(1.18)

amod(t, x, ξ) = amod
χ,δ (t, x, ξ) = χ

(
x+ tP ′(ξ)

|t| 12+δ

)
1|x|>|t||P ′(ξ)|(1− χl)

(
ξ

|t|−ϵ0

)
χh

(
ξ

|t|ϵ1

)
,

where ϵ0, ϵ1 satisfies

(1.19) 0 < ϵ0 ⩽
1

p0 + 1
, 0 < ϵ1 ⩽


+∞, if − 1 ⩽ p1 < 0,

1

−(p1 + 1)
, if p1 < −1,

and χl, χh ∈ C∞
c are radial and equal to 1 near zero. This symbol will be concerned

only when p1 < 0 < p0, the reason of which will be explained later. The corresponding
truncated energy is denoted by

Emod(u0, t) = Emod
χ,δ (u0, t) := ∥Op

(
amod
χ,δ (t)

)
u(t)∥2L2 .
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Theorem 1.4. Let χ ∈ C∞
c (Rd) be a real function such that χ(0) = 1. We further

assume that P satisfies hypothesis (Hp0,p1) with p1 < 0 < p0, P0, P1 > 0, and ϵ0, ϵ1 satisfy
condition (1.19).

(i) If δ < 0,

(1.20) lim
t→±∞

Emod
χ,δ (u0, t) = 0.

(ii) If δ = 0,

(1.21) lim
t→±∞

Emod
χ,δ (u0, t) =

1

(2π)d

∫
Gχ(ρ, ω)|û0(ρω)|2ρd−1dρdω,

where (ρ, ω) is polar coordinate. The function Gχ(ρ, ω) is the same one defined by (1.15)
and (1.16).

(iii) If 0 < δ < 1
2
, we further assume that χ is radial. Then

(1.22) lim
t→±∞

Emod
χ,δ (u0, t) =

1

4
∥u0∥2L2 .

Remark 1.5. In this theorem, we only consider the case p1 < 0 < p0, which is enough to
cover all P0, P1 ̸= 0. Actually, when p0 < 0 (resp. p1 > 0), the hypothesis (Hp0,p1) with
P0 > 0 (resp. P1 > 0) is equivalent to (Hp0,p1) with P0 = 0 (resp. P1 = 0), which has
been studied in Theorem 1.1.

Another way to deal with nonzero P0, P1 is to add extra factor in the cut-off χ,
namely, considering an alternative truncated symbol

(1.23) aalt(t, x, ξ) = aaltχ,δ,Λ(t, x, ξ) = χ

(
x+ tP ′(ξ)

|t| 12+δΛ(|t| 12 ξ)

)
1|x|>|t||P ′(ξ)|,

where Λ ∈ C∞(Rd\{0}) is strictly positive, radial and satisfies the following condition for
some σ0, σ1 ∈ R:

(Cσ0,σ1)

(1.0) ρ→ 0+, Λ(ρ) ∼ ρσ0 ;

(1.1) ρ→ +∞, Λ(ρ) ∼ ρσ1 ;

(2.0) ∀ρ ∈]0, 1[, Λ(j)(ρ) ≲ ρσ0−j;

(2.1) ∀ρ ∈]1,∞[, Λ(j)(ρ) ≲ ρσ1−j;

(3) lim
ρ→+∞

Λ(ρ)

ρσ1
= λ1 > 0.

The associated truncated energy is denoted by

Ealt(u0, t) = Ealt
χ,δ,Λ(u0, t) := ∥Op

(
aaltχ,δ,Λ(t)

)
u(t)∥2L2 ,

and the result becomes

Theorem 1.6. Let χ ∈ C∞
c (Rd) be a real function such that χ(0) = 1. We assume that

P satisfies hypothesis (Hp0,p1) and Λ satisfies condition (Cσ0,σ1) with σ0 ⩾ p0, σ1 ⩽ p1.
(i) If δ + σ1

2
< 0,

(1.24) lim
t→±∞

Ealt
χ,δ,Λ(u0, t) = 0.

(ii) If δ + σ1

2
= 0,

(1.25) lim
t→±∞

Ealt
χ,δ,Λ(u0, t) =

1

(2π)d

∫
Galt

χ (ρ, ω)|û0(ρω)|2ρd−1dρdω,
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where (ρ, ω) is polar coordinate. The function Galt
χ (ρ, ω) is defined, when P is convex, by

(1.26) Galt
χ (ρ, ω) :=

1

(2π)d

∣∣∣∣∣
∫ ∞

0

∫
y·ω=0

ei
r2+|y|2

2 χ

(√
P ′′(ρ)rω +

√
ρ−1P ′(ρ)y

λ1ρσ1

)
dydr

∣∣∣∣∣
2

,

and, when P is concave, by
(1.27)

Galt
χ (ρ, ω) :=

1

(2π)d

∣∣∣∣∣
∫ ∞

0

∫
y·ω=0

ei
−r2+|y|2

2 χ

(√
−P ′′(ρ)rω +

√
ρ−1P ′(ρ)y

λ1ρσ1

)
dydr

∣∣∣∣∣
2

.

(iii) If 0 < δ + σ1

2
< 1

2
, we further assume that χ is radial. Then

(1.28) lim
t→±∞

Ealt
χ,δ,Λ(u0, t) =

1

4
∥u0∥2L2 .

Remark 1.7. The proof of Theorem 1.1 fails when |x/t| is close to P0 or P1. The extra
factor Λ together with condition σ0 ⩾ p0, σ1 ⩽ p1 allows us to eliminate this case, and a
demonstration similar to Theorem 1.1 will work when |x/t| is away from P0, P1.

As a byproduct of Proposition 2.1 and 2.2, where the uniform-in-t boundedness on L2

of Op (a(t)) and Op
(
amod(t)

)
will be proved, these operators are also uniformly bounded

with χ identically equal to 1, namely

Theorem 1.8. Let p0, p1 ̸= 0 and P satisfy the hypothesis (Hp0,p1). There exists a
constant C > 0 independent of t, such that,

(i) when P0 = P1 = 0,

∥Op
(
1|x|>|tP ′(ξ)|

)
∥L(L2) ⩽ C

holds for all |t| > 0;
(ii) when P0, P1 > 0,

∥Op

(
1|x|>|tP ′(ξ)|(1− χl)

(
ξ

|t|−ϵ0

)
χh

(
ξ

|t|ϵ1

))
∥L(L2) ⩽ C

holds for all |t| > t0 ≫ 1, where ϵ0, ϵ1 are arbitrary parameters satisfying (1.19) and
χl, χh ∈ C∞

c are equal to 1 near zero.

The boundedness of Op (1E) for measurable sets E ⊂ R2d is of great concern in
micorlocal analysis, and the results above give a positive answer to some E defined
via convex functions. If one changes to Weyl quantization, this problem is known as
localization of Wigner distribution. In fact, in this case, we have

⟨Opw (1E)u, v⟩L2 =
1

(2π)
d
2

∫
E

W(u, v)(x, ξ)dxdξ,

where

W(u, v)(x, ξ) =
1

(2π)
d
2

∫
Rd

eiy·ξu(x+
y

2
)v(x− y

2
)dy

is the Wigner distribution of (u, v). It has been found that the operator properties of
Opw (1E) (boundedness, positivity, spectrum, etc) is related to the geometry of E. For
example, when E is an ellipsoid, in [12] and [16], the authors gave some sharp estimates
of the L2-norm of Opw (1E), which is related to the size of the ellipsoid. As another
example, when E is a polygon on R2 with N sides, it was proved in [15] that the norm

of Opw (1E) can be controlled by
√
N/2 for N ⩾ 3. In the same paper, the author also

proved that there exists open set E such that Opw (1E) is not even bounded on L2. The
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readers may refer to [15] for more results on this topic.

By applying the results of Theorem 1.4 and 1.8 to half-Klein-Gordon equation
(HKG), we are able to obtain the following microlocal partition of energy for Klein-
Gordon equation, which is an analogue of partition of energy for wave equation.

Theorem 1.9. Let w be the unique solution to Klein-Gordon equation (KG), namely
(∂2t −∆+ 1)w = 0,

w|t=0 = w0 ∈ H1(Rd),

∂tw|t=0 = w1 ∈ L2(Rd),

where w0, w1 are real, so as w. Then, the truncated energy

(1.29)
EKG

ϵ (w0, w1, t) :=∥Op
(
aKG
ϵ (t)

)
∂tw(t)∥2L2 + ∥Op

(
aKG
ϵ (t)

)
∇w(t)∥2L2

+ ∥Op
(
aKG
ϵ (t)

)
w(t)∥2L2

satisfies

(1.30) lim
t→±∞

EKG
ϵ (w0, w1, t) =

1

4

(
∥w0∥2H1 + ∥w1∥2L2

)
,

where

(1.31) aKG(t, x, ξ) = aKG
ϵ (t, x, ξ) := 1|x|>|t ξ

⟨ξ⟩ |χ
(
ξ

|t|ϵ

)
,

0 < ϵ < 1, and χ ∈ C∞
c (Rd) is a real and radial function equal to 1 near zero.

Remark 1.10. In view of the similarity between wave equation and Klein-Gordon equa-
tion, one may ask what (1.30) will become if we apply the same truncation 1|x|>|t| as in
classical result (1.1). The answer is, for all 0 ⩽ r0 ⩽ r1,
(1.32)

lim
t→±∞

∫
r0<|xt |<r1

(
|∂tw|2 + |∇w|2 + |w|2

)
dx = ∥1]ρ0,ρ1[(|Dx|)w0∥2H1 + ∥1]ρ0,ρ1[(|Dx|)w1∥2L2 ,

where ]ρ0, ρ1[= P ′−1(]r0, r1[). Since P
′ takes value in [0, 1[, we have in particular,

lim
t→±∞

∫
|x|>|t|

(
|∂tw|2 + |∇w|2 + |w|2

)
dx = 0.

A detailed discussion of (1.32) will be given in Section D.

1.3. Non-nullity of the limit in critical case. In Theorem 1.1, 1.4, and 1.6, we
calculate the limit of energy in three cases. In sub-critical case δ < 0 (or δ+ σ1

2
< 0), the

truncated energy tends to 0, no matter which χ we choose. This phenomenon also exists
in super-critical case 0 < δ < 1

2
(or 0 < δ+ σ1

2
< 1

2
), where the limit is always half of total

energy ∥u0∥L2 . In critical case δ = 0 (or δ + σ1

2
= 0), however, the limit does depend on

our choice of χ. If we further assume χ to be radial, it is not difficult to check that the
limits (1.14), (1.21), and (1.25) are bounded and non-negative.

In fact, when χ is radial, the function Gχ, G
alt
χ can be written in the form

1

4

1

(2π)d

∣∣∣∣∣
∫
Rd

ei
±x21+|x′|2

2 χ

(√
±P ′′(ρ)x1 +

√
P ′(ρ)/ρx′

λρσ

)
dx

∣∣∣∣∣
2

,
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where + and − stand for convex and concave case, respectively, x = (x1, x
′) ∈ R×Rd−1,

and λ > 0, σ ∈ R. By Plancherel Theorem, it equals to

1

4

1

(2π)2d

∣∣∣∣∣
∫
Rd

e
i
±ξ21+|ξ′|2

2(λρσ)2 χ̂

(
ξ1√

±P ′′(ρ)
+

√
ρ

P ′(ρ)
ξ′

)
1√

±P ′′(ρ)

(
ρ

P ′(ρ)

) d−1
2

dξ

∣∣∣∣∣
2

,

which, after a change of variable, reads

(1.33)
1

4

1

(2π)2d

∣∣∣∣∫
Rd

e
i
P ′′(ρ)ρξ21+P ′(ρ)|ξ′|2

2ρ(λρσ)2 χ̂ (ξ) dξ

∣∣∣∣2 .
Therefore, Gχ can be estimated by

0 ⩽ Gχ(ρ, ω) ⩽
1

4

1

(2π)2d
∥χ̂∥2L1 .

A natural question is then whether limits (1.14), (1.21), and (1.25) are nonzero
for nontrivial initial data u0. The answer is positive for fractional equation, i.e. with
P ′(ξ) = |ξ|p−1ξ, p ̸= 0. More precisely,

Proposition 1.11. Under the assumption P ′(ξ) = |ξ|p−1ξ, (1.33) can be written, up to
some multiple with constants, as

G̃(ρ) =

∣∣∣∣∫
Rd

ei
1

2λ2
ρp−1−2σ(pξ21+|ξ′|2)χ̂ (ξ) dξ

∣∣∣∣2 .
If p ̸= 2σ + 1 and χ ∈ S(Rd) with χ(0) ̸= 0, G̃(ρ) is nonzero except on a set of null
Lebesgue measure.

Proof. Since χ is a Schwartz function, the complex function

F (z) :=
1

2(2π)d

∫
Rd

ei
z

2λ2
( p
2
ξ21+

1
2
|ξ′|2)χ̂ (ξ) dξ

is analytic on upper half plane {z ∈ C : Im z > 0} and continuous on its closure. In [17],
the authors proved that either the real zeros of such function form a set of zero Lebesgue
measure, or it is identically zero. The same result holds thus for G̃(ρ) = |F (ρp−1−2σ)|2.
Due to the fact that χ(0) ̸= 0, G̃ is nonzero as ρp−1−2σ1 is small enough, and G̃ is therefore
nonzero almost everywhere. □

As a consequence, the limits (1.14), (1.21), and (1.25) are strictly positive for all
nontrivial u0 ∈ L2 under the assumption p ̸= 1 (or p ̸= 2σ1+1). If p = 1 (or p = 2σ1+1),
the function Gχ(ρ) (or G

alt
χ ) will no more depend on ρ and the limits (1.14), (1.21), (1.25)

will take the form c0(χ)∥u0∥2L2 , where

c0(χ) =

∣∣∣∣ 1

2(2π)d

∫
Rd

ei(
p
2
ξ21+

1
2
|ξ′|2)χ̂ (ξ) dξ

∣∣∣∣2 .
To obtain a nonzero limit, it suffices to choose χ such that the quantity above is nonzero.
For example, one may take

-χ to be positive and supported in a sufficiently small ball centered at zero;
-χ to be Gaussian;
-χ of the form χ = χ̃(·/R), with χ̃ ∈ C∞

c , χ̃(0) ̸= 0, and R ≫ 1.
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1.4. Plan of this paper. The proof of Theorem 1.1, 1.4, and 1.6 will be divided into two
parts: uniform boundedness of truncated operator and calculation of limit. In Section
2, we will prove that Op (a(t)) and Op

(
amod(t)

)
are uniformly bounded on L2 in three

steps. The first two steps are exactly the same, while the difference arises in the last step
where one may see the difficulties caused by nonzero P0, P1. As a byproduct of this proof,
Theorem 1.8 can be shown easily. Section 3 is devoted to the uniform boundedness of
Op
(
aalt(t)

)
, which is much simpler than that of Op (a(t)) and Op

(
amod(t)

)
thanks to the

extra factor Λ. The uniform boundedness of truncated operators allows us to calculate
the limits stated in Theorem 1.1, 1.4, and 1.6 only for some regular data u0, which will
be precised in Section 4. In Section 5, we will prove the microlocal partition of energy
for Klein-Gordon equation by studying the half-Klein-Gordon equation.

In Appendix A, we collect technical inequalities which are frequently used in this
paper, as well as some criteria of L2-boundedness for pseudo-differential operators. Sev-
eral stationary phase lemmas are presented in Appendix B which is a key technique in
calculating the limit of truncated energy. As mentioned before, our main result Theorem
1.1 can be refined for Schrödinger equation, whose rigorous statement and proof will be
given in Appendix C. Appendix D is devoted to the discussion on the classical partition
of energy for Klein-Gordon equation due to the study of asymptotic behavior of solution
to half-Klein-Gordon equation. The last part, Appendix E, contains some details omitted
in Section 4, especially for concave P .

1.5. Notations and conventions. To end this section, we clarify some notations and
conventions used in this paper.

- We say a is a symbol on Rd, if a is a function on {(x, ξ) ∈ Rd × Rd}. The
corresponding (pseudo-differential) operator is defined by

Op (a) f(x) :=
1

(2π)d

∫
eixξa(x, ξ)f̂(ξ)dξ.

To make this definition meaningful, we will assume in this paper that a is a measurable
function with at most polynomial growth in ξ and that f belongs to the class of Schwartz
functions.

- For any function P : Rd → C, which can be regarded as a symbol independent of
x, the corresponding operator will be denoted by P (Dx).

- The kernel (or kernel function) of a linear operator A : S(Rd) 7→ S ′(Rd) is defined
as (if it exists) a tempered distribution K on Rd × Rd, such that

Au(x) =

∫
K(x, y)u(y)dy.

For the simplicity of notation, in this paper, we will use the symbol of kernel function to
represent the operator, i.e.

Ku(x) =

∫
K(x, y)u(y)dy.

- A function F : Rd 7→ C is said to be radial, if there exists a function f : [0,∞[ 7→ C,
such that F (x) = f(|x|) for all x ∈ Rd. In this case, we will not distinguish function F
and f . That is, we will write instead F (x) = F (|x|) or f(x) = f(|x|) for x ∈ Rd.

- We will use c, C, sometimes equipped with superscripts and subscripts, to represent
all the small and large constants respectively.

- For non-zero quantities ρ, r, the notation ρ ∼ r means that there exists constants
c, C > 0, such that c < ρ

r
< C.
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2. L2-boundedness of microlocal truncation operators

The goal of this section is the demonstration of following proposition, which eventu-
ally implies Theorem 1.8.

Proposition 2.1. Let p0, p1 ̸= 0, δ ∈ R, and χ ∈ C∞
c (Rd). There exists a constant C > 0

independent of t, such that, for all |t| > 0,

∥Op (aχ,δ(t)) ∥L(L2) ⩽ C,

where the symbol aχ,δ(t) is defined in (1.10) and P satisfies the hypothesis (Hp0,p1) with
P0 = P1 = 0.

In parallel, we shall also prove the following result:

Proposition 2.2. Let p0 > 0 > p1, δ ∈ R, and χ ∈ C∞
c (Rd). We assume that P satisfies

the hypothesis (Hp0,p1) with P0, P1 > 0. Then the modified truncated symbol

amod
χ,δ (t, x, ξ) = aχ,δ(t, x, ξ)(1− χl)

(
ξ

|t|−ϵ0

)
χh

(
ξ

|t|ϵ1

)
,

which has already been defined in (1.18), corresponds to a bounded operator on L2, uni-
formly in |t| > t0 ≫ 1. Here χl, χh ∈ C∞

c are radial and equal to 1 near zero and ϵ0, ϵ1
satisfy the condition (1.19).

One can see in the following proof that our demonstration cannot eliminate the trun-
cation in ξ in the definition (1.18) of amod. In fact, after some change of scaling, we will
decompose the symbol a (or amod) into three components, two of which are bounded for
all P0, P1 ⩾ 0, while our treatment for the last component does not hold for nonzero
P0, P1. The complementary cut-off in ξ is used to solve this problem. Remark that it is
still unknown whether such restriction is essential.

To begin with, one observes that, it is equivalent to study the cut-off inside the cone,
namely

ain(t, x, ξ) = χ

(
x+ tP ′(ξ)

|t| 12+δ

)
1|x|<|t||P ′(ξ)|,

since the operator with symbol

χ

(
x+ tP ′(ξ)

|t| 12+δ

)
is bounded uniformly in t and δ ∈ R, due to Lemma A.10 together with Lemma A.5. In
this section, we will distinguish a and ain and denote both of them as a.

With a reflection in ξ, t can be assumed to be positive. The application of Lemma
A.4 allows us to replace a by

ã(t, x, ξ) = a(t,
√
tx,

ξ√
t
) = χ

 x√
t
+ P ′

(
ξ√
t

)
tδ−

1
2

1
∣∣∣ x√

t

∣∣∣<∣∣∣P ′
(

ξ√
t

)∣∣∣.
Now, we split ã into high and low frequency, namely ã = ã♭ + ã♯, where

ã♭(t, x, ξ) = ã(t, x, ξ)χ̃(ξ),
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and χ̃ ∈ C∞
c (Rd) is a radial function which equals 1 near zero. In the following, we shall

treat high and low frequency part at the same time. Before entering the next step, we
introduce some notations which will be frequently used in this section. In all cases, we
set

µ = tδ−
1
2 ∈]0,+∞[.

With j = 0 for low frequency part and j = 1 for high frequency part, we set
-when Pj = 0,

X(t, x) :=
|x|√
t
, Ξ(t, ξ) := P ′

(
|ξ|√
t

)
, νj = +;

-when Pj > 0, P ′ > Pj

X(t, x) :=
|x|√
t
− Pj, Ξ(t, ξ) := P ′

(
|ξ|√
t

)
− Pj, νj = +;

-when Pj > 0, P ′ < Pj

X(t, x) := Pj −
|x|√
t
, Ξ(t, ξ) := Pj − P ′

(
|ξ|√
t

)
νj = −.

Remark that for all nonzero ξ, Ξ is strictly positive. With these notations, our
problem can be reduced to the uniform-in-µ, t boundedness of

b♭(t, µ, x, ξ) = χ

(
(Pj + νjX) x

|x| + (Pj + νjΞ)
ξ
|ξ|

µ

)
10<X

Ξ
<1χ̃

(
ξ√
t

)
,

b♯(t, µ, x, ξ) = χ

(
(Pj + νjX) x

|x| + (Pj + νjΞ)
ξ
|ξ|

µ

)
10<X

Ξ
<1(1− χ̃)

(
ξ√
t

)
.

We emphasize that our definition of X does not ensure its strict positivity, but one may
always eliminate the part X < 0, due to the uniform boundedness of operator with
symbol

χ

(
(Pj + νjX) x

|x| + (Pj + νjΞ)
ξ
|ξ|

µ

)
,

which is also a consequence of Lemma A.10 and Lemma A.5.
Now, we decompose bι (ι = ♭, ♯) as the sum of bι0, b̃

ι, bι1 with cut-off 0 < X
Ξ
≪ 1 and

X
Ξ
∼ 1 and 0 < 1− X

Ξ
≪ 1, respectively. To be precise,

bι(t, µ, x,ξ) = bι0(t, µ, x, ξ) + b̃ι(t, µ, x, ξ) + bι1(t, µ, x, ξ),

bι0(t, µ, x, ξ) = bι(t, µ, x, ξ)χ0

(
X

Ξ

)
,

b̃ι(t, µ, x, ξ) = bι(t, µ, x, ξ)Ψ

(
X

Ξ

)
,

bι1(t, µ, x, ξ) = bι(t, µ, x, ξ)χ1

(
1− X

Ξ

)
,

where χ0, χ1 and Ψ are radial, smooth and compactly supported. χ0, χ1 are supported in
a small neighborhood of zero and equal to 1 near zero, while Ψ is compactly supported in
]0, 1[. By regarding µ as a t-independent parameter, we can reduce Proposition 2.1 and
2.2 to the following proposition:
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Proposition 2.3. There exists t, µ-independent constants C > 0, such that,
(i) if P0, P1 ⩾ 0, for all t, µ > 0,

∥Op (bι1(t, µ)) ∥L(L2) ⩽ C,(2.1)

∥Op
(
b̃ι(t, µ)

)
∥L(L2) ⩽ C,(2.2)

(ii) if P0 = P1 = 0, for all t, µ > 0.

∥Op (bι0(t, µ)) ∥L(L2) ⩽ C;(2.3)

(iii) if P0, P1 > 0 and p1 < 0 < p0, for all µ > 0, t > 1,∥∥∥∥Op

(
bι0(t, µ)(1− χl)

(
ξ

t
1
2
−ϵ0

)
χh

(
ξ

t
1
2
+ϵ1

))∥∥∥∥
L(L2)

⩽ C.(2.4)

Before giving the proof, we indicate below the consequence of this proposition, which
implies Proposition 2.1, 2.2, and will be used in the end of this section to conclude
Theorem 1.8.

Corollary 2.4. Let χ, χl, χh be defined as before.
(i) If P verifies (Hp0,p1) with p0, p1 ̸= 0 and P0 = P1 = 0, the operator

Op

(
χ

(
x+ tP ′(ξ)

|t|µ

)
1|x|>|tP ′(ξ)|

)
is bounded on L2 uniformly in t ̸= 0 and µ > 0.

(ii) If P verifies (Hp0,p1) with p0, p1 ̸= 0 and ϵ0, ϵ1 satisfy conditions (1.19), the
operator

Op

(
χ

(
x+ tP ′(ξ)

|t|µ

)
1|x|>|tP ′(ξ)|(1− χl)

(
ξ

t
1
2
−ϵ0

)
χh

(
ξ

t
1
2
+ϵ1

))
is bounded on L2 uniformly in t > 1 and µ > 0.

2.1. Study of symbol b1 and b̃. In this part, we shall prove (2.1) and (2.2). One

observes that both bι1 and b̃ι are supported for X ∼ Ξ, which allows us to reduce our
problem via dyadic decomposition.

Proof of (2.2). We start with a homogeneous dyadic decomposition

1 =
∑
k∈Z

φ
( η
2k

)
,

where φ ∈ C∞
c (Rd) is radial and supported away from zero. In this way, we may decom-

pose b̃♯ as
∑

k⩾0 b̃k, and b̃
♭ as

∑
k<0 b̃k where

(2.5)

b̃k(t, µ, x, ξ) = χ

(
(Pj + νjX) x

|x| + (Pj + νjΞ)
ξ
|ξ|

µ

)
Ψ

(
X

Ξ

)
ψ
(
2−kpjX

)
φ

(
ξ

2k
√
t

)
,

where ψ ∈ C∞
c (Rd) is also radial and supported away from zero. The extra factor ψ

comes from the truncation X ∼ Ξ ∼ (t−
1
2 |ξ|)pj ∼ 2kpj . This factors implies that the b̃k’s

are almost orthogonal so that it suffices to prove the uniform (in k, t, µ) boundedness of

Op
(
b̃k

)
.
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Remark that, due to the compact support of χ and the fact that 0 < c < X
Ξ
< 1− c

for some small c > 0, we have

(2.6)

2kpj ∼ Ξ ≲ |X − Ξ| =
∣∣∣∣|(Pj + νjX)

x

|x|
| − |(Pj + νjΞ)

ξ

|ξ|
|
∣∣∣∣

⩽

∣∣∣∣(Pj + νjX)
x

|x|
− (Pj + νjΞ)

ξ

|ξ|

∣∣∣∣ ≲ µ.

When t2k(pj+1) ⩾ 1, we shall apply Calderon-Vaillancourt Theorem (see Lemma

A.11). For each derivative in x, if it acts on χ, one gains t−
1
2µ−1 ≲ t−

1
22−kpj by (2.6).

If ∂x acts on Ψ or ψ, one obtains factors of size t−
1
22−kpj . As for the derivatives in ξ,

similarly, it leads to factors of size P ′′(ξ/
√
t)t−

1
2µ−1, Ξ−1P ′′(ξ/

√
t)t−

1
2 or t−

1
22−k, which

are all controlled by t−
1
22−k, as |ξ| ∼ 2k

√
t and 2kpj ≲ µ. Since

t−
1
22−kpj × t−

1
22−k = t−12−k(pj+1) ⩽ 1,

we may conclude by a change of scaling (Lemma A.4).
When t2k(p+1) ⩽ 1, we shall use Lemma A.9. We first check the assumption (A.6) of

this lemma with µk ∈]0,+∞[ defined below

µk =

{
µ2−kpj , if Pj + νjX ∼ 2kpj ,
µ, if Pj + νjX ∼ 1.

Note that we have either Pj + νjX ∼ Pj + νjΞ ∼ 1 or Pj + νjX ∼ Pj + νjΞ ∼ 2kpj . In
fact, by definition, Pj + νjX and Pj + νjΞ are both strictly positive. Thus, it is sufficient
to consider |k| ≫ 1. When Pj is nonzero and kpj < 0, we have X ∼ Ξ ∼ 2kpj ≪ 1 and
then Pj + νjX ∼ Pj + νjΞ ∼ 1. While Pj is nonzero and kpj > 0, we have similarly
X ∼ Ξ ∼ 2kpj ≫ 1 and Pj + νjX ∼ Pj + νjΞ ∼ 2kpj . Otherwise, Pj equals to zero, which
implies trivially Pj + νjX = X ∼ 2kpj and Pj + νjΞ = Ξ ∼ 2kpj . Due to observation
X ∼ Ξ ∼ 2kpj , it is easy to obtain that, for all α, β ∈ Nd−1 and N ∈ N,

|∂αω∂
β
θ b̃k(t, µ, rω, ρθ)| ⩽ Cα,β,Ngk(r, ρ)µ

−|α|−|β|
k ⟨d(ω,−θ)

µk

⟩−N ,

where x = rω, ξ = ρθ are polar coordinates and

gk(r, ρ) = 1ρ∼2k
√
t1r∼t

1
2 2kpj

.

The operator of kernel gk is controlled by

∥gk∥L2(drdρ) ≲ (
√
t2k ×

√
t2kpj)

1
2 = (t2k(pj+1))

1
2 ⩽ 1,

which is no more than the assumption (A.5) of Lemma A.9. As a result, we may conclude
(2.2) by (A.7). □

The idea of proof of (2.1) is similar. The only difficulty is that b1 has a singularity
near X = Ξ. We may treat the part away from X = Ξ as above and study the area near
X = Ξ by convexity (or concavity) of P .

Proof of (2.1). As before, we begin with the homogeneous dyadic decomposition in ξ√
t
,

namely b♯1 =
∑

k⩾0 b1,k and b♭1 =
∑

k<0 b1,k, with

b1,k = χ

(
(Pj + νjX) x

|x| + (Pj + νjΞ)
ξ
|ξ|

µ

)
1X

Ξ
<1χ1

(
1− X

Ξ

)
ψ
(
2−kpjX

)
φ

(
ξ

2k
√
t

)
.

It suffices to prove that Op (b1,k) is bounded on L2, uniformly in k, t, µ. In comparison

with b̃k defined by (2.5), the main difficulty is that the non-smooth term cannot be



MICROLOCAL PARTITION OF ENERGY FOR FRACTIONAL-TYPE DISPERSIVE EQUATIONS 15

deleted. In the case t2k(pj+1) ⩽ 1, we may repeat exactly the same argument as the study
of b̃k since this argument does not require any regularity in |x|, |ξ|.

When t2k(pj+1) > 1, we will separate the singularity near X
Ξ

= 1. Consider the
following decomposition :

b1,k = b′1,k + b′′1,k,

b′1,k = b1,kχ̃1(
√
t2k

1−pj
2 (Ξ−X)),

where χ̃1 ∈ C∞
c (Rd) is radial and equal to 1 near zero.

The proof of boundedness of b′1,k is similar to that of the case t2k(pj+1) ⩽ 1. By
setting µk ∈]0,+∞[ as before, namely

µk =

{
µ2−kpj , if Pj + νjX ∼ 2kpj ,
µ, if Pj + νjX ∼ 1,

we may have, for all α, β ∈ Nd−1 and N ∈ N,

|∂αω∂
β
θ b

′
1,k(t, µ, rω, ρθ)| ⩽ Cα,β,Nhk(r, ρ)µ

−|α|−|β|
k ⟨d(ω,−θ)

µk

⟩−N ,

where

(2.7) hk(r, ρ) =
∑

n∼
√
t2k

pj+1

2

1In(r)1Jn(ρ),

with

Jn :=[2k
1−pj

2 n, 2k
1−pj

2 (n+ 1)],

In :=



[√
tP ′
(
t−

1
22k

1−pj
2 n

)
− c2k

pj−1

2 ,
√
tP ′
(
t−

1
22k

1−pj
2 (n+ 1)

)
+ c2k

pj−1

2

]
,

if P ′′ > 0,[√
tP ′
(
t−

1
22k

1−pj
2 (n+ 1)

)
− c2k

pj−1

2 ,
√
tP ′
(
t−

1
22k

1−pj
2 n

)
+ c2k

pj−1

2

]
,

if P ′′ < 0.

Note that by writing in polar system r = |x| ρ = |ξ|, b′1,k is supported for ρ ∼ 2k
√
t and

√
t2k

1−pj
2 |Ξ−X| ≪ 1 due to cut-off χ̃1. We first make a decomposition in ρ, namely

ρ ∈ [C−12k
√
t, C2k

√
t] ⊂ ∪

n∼
√
t2k

pj+1

2

Jn,

and then the support
√
t2k

1−pj
2 |Ξ−X| ≪ 1 ensures that r lies in In defined above, once

ρ belongs to Jn. This gives the control hk defined in (2.7).
In order to apply Lemma A.9, it suffices to check that the operator with kernel hk is

uniformly bounded on L2(R+), which can be reduced to |In||Jn| ≲ 1 and that {In} forms

a uniformly finite cover. The first assertion is obvious since n ∼
√
t2k

pj+1

2 implies that

|Jn||In| ≲ 2k
1−pj

2

(∣∣∣√tP ′
(
t−

1
22k

1−pj
2 (n+ 1)

)
−
√
tP ′
(
t−

1
22k

1−pj
2 n

)∣∣∣+ 2c2k
pj−1

2

)
≲ 2k

1−pj
2

(√
t2k(pj−1)t−

1
22k

1−pj
2 + 2c2k

pj−1

2

)
≲ 1.

As for the second one, we observe that In ∩ In+l ̸= ∅ if and only if∣∣∣√tP ′
(
t−

1
22k

1−pj
2 n

)
−

√
tP ′
(
t−

1
22k

1−pj
2 (n+ l)

)∣∣∣ ⩽ 2c2k
pj−1

2 .
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Without loss of generality, we may assume l ⩾ 0. Actually, the left hand side has the
following equivalence:∣∣∣√tP ′

(
t−

1
22k

1−pj
2 n

)
−
√
tP ′
(
t−

1
22k

1−pj
2 (n+ l)

)∣∣∣
=
∣∣∣2k 1−p

2 lP ′′
(
t−

1
22k

1−pj
2 (n+ sl)

)∣∣∣ , for some s ∈ [0, 1],

∼2k
1−pj

2 l ×
(
t−

1
22k

1−pj
2 (n+ sl)

)pj−1

, since |P ′′(ρ)| ∼ ρpj−1

∼2k
1−pj

2 l × 2k(pj−1) = 2k
pj−1

2 l.

To prove the last equivalence, we may use the fact that n, n+ l ∼
√
t2k

pj+1

2 , which implies
that

c
√
t2k

pj+1

2 ⩽ n ⩽ n+ sl ⩽ n+ l ⩽ C
√
t2k

pj+1

2 .

In conclusion, we have that In ∩ In+l ̸= ∅ holds for finitely many l. As a result,

∥hk∥L(L2) ≲ sup

n∼
√
t2k

pj+1

2

∥1Jn ⊗ 1In∥L(L2) ⩽ sup

n∼
√
t2k

pj+1

2

∥1Jn1In∥L2(R2
+) ≲ 1.

It remains to study the smooth symbol b′′1,k, which reads

b′′1,k =χ

(
(Pj + νjX) x

|x| + (Pj + νjΞ)
ξ
|ξ|

µ

)
ψ
(
2−kpX

)
φ

(
ξ

2k
√
t

)
× 1X

Ξ
<1χ1

(
1− X

Ξ

)
(1− χ̃1)(

√
t2k

1−pj
2 (Ξ−X)).

Remark that this symbol is smooth, since the singularity X
Ξ
= 1 is removed by (1 − χ̃1)

factor. Under the condition t2k(pj+1) > 1, it verifies the condition of Calderon-Vaillancourt
Theorem (see Lemma A.11). In fact, each derivative in x leads to a factor of size t−

1
2µ−1

(from χ), t−
1
22−kpj (from ψ and χ1), or 2

k
1−pj

2 (from (1− χ̃1)). The condition t2
k(pj+1) > 1

implies that t−
1
22−kpj ⩽ 2k

1−pj
2 , while the compact support of χ and support of (1− χ̃1)

ensures that

t−
1
22k

pj−1

2 ≲ |X − Ξ| ≲ µ,

i.e. t−
1
2µ−1 ≲ 2

1−pj
2

k. The same argument for ∂ξ gives that each derivative in ξ leads to

a factor of size 2−k
1−pj

2 . The desired result thus follows from a change of scaling (Lemma
A.4). □

2.2. Study of symbol b0 with P0 = P1 = 0. In the case P0 = P1 = 0, due to the
lack of almost orthogonality as b̃k’s and b1,k’s, the remaining symbol bι0 will be treated
via Cotlar-Stein Lemma (Lemma A.3). As before, we start with homogeneous dyadic

decomposition in ξ, namely b♯0 = 1X>0

∑
k⩾0 ck and b♭0 = 1X>0

∑
k<0 ck, with

(2.8) ck = χ

(
(Pj + νjX) x

|x| + (Pj + νjΞ)
ξ
|ξ|

µ

)
χ0

(
X

Ξ

)
φ

(
ξ

2k
√
t

)
.

It suffices to prove the (uniform in t) boundedness of
∑

k∈Z ck as the multiplication with
1X>0 is trivially bounded on L2.

We first check that Op (ck)’s are bounded uniformly in k, t, µ. More precisely, all the
ck’s satisfy the following estimate:
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Lemma 2.5. There exists C > 0 independent of k, t, such that for all t > 0 and k ∈ Z,

(2.9) ∥Op (ck) ∥L(L2) ⩽ Cmin
(
max

(
1, (t2k(pj+1))−Nd

)
, (t2k(pj+1))

d
2

)
⩽ C,

where Nd ∈ N depends only on dimension d.

Proof. We observe that ck is supported for X ≪ Ξ ∼ 2kpj , which implies from one hand,
as in (2.6),

2kpj ∼ |X − Ξ| ⩽
∣∣∣∣(Pj + νjX)

x

|x|
+ (Pj + νjΞ)

ξ

|ξ|

∣∣∣∣ ≲ µ,

and, from another hand,

|x| ≪
√
t2kpj , |ξ| ∼

√
t2k.

As a consequence of the second result, ∥Op (ck) ∥L(L2) can be trivially bounded by

∥Op (ck) ∥L(L2) ≲ ∥ck∥L2(R2d) ≲ (t2k(pj+1))
d
2 .

It remains to check that

∥Op (ck) ∥L(L2) ⩽ Cmax
(
1, (t2k(pj+1))−Nd

)
,

which can be proved via Calderon-Vaillancourt Theorem (see Lemma A.11). In fact,

from each derivative in x, we may obtain extra factors of size t−
1
2µ−1 (action on χ)

or t−
1
22−kpj (action on χ0). As we have seen that t−

1
2µ−1 ≲ t−

1
22−kpj , each derivative

in x leads to a factor of size (t
1
22kpj)−1. Similarly, the action of ∂ξ on χ, χ0, φ gives

factors of size t−
1
2µ−12k(pj−1), t−

1
22−k, and t−

1
22−k, respectively. We may also check that

t−
1
2µ−12k(pj−1) ≲ 2−kt−

1
2 . To sum up, ck is smooth and satisfies

(2.10)
∣∣∣∂αx∂βξ ck(x, ξ)∣∣∣ ⩽ Cα,β

(
1√
t2kpj

)|α|(
1√
t2k

)|β|

, ∀α, β ∈ Nd.

By Lemma A.4, it is equivalent to consider rescaled symbol

c̃k(x, ξ) = ck

(
2k

pj−1

2 x, 2−k
pj−1

2 ξ
)
,

which, as a result of (2.10), satisfies for all γ ∈ N2d,

∥∂γx,ξ c̃k∥L∞(R2d) ≲ (t2k(pj+1))−|γ|.

By applying Calderon-Vaillancourt Theorem (Lemma A.11) to c̃k, we have, due to esti-
mate (A.8), that

∥Op (ck) ∥L(L2) = ∥Op (c̃k) ∥L(L2) ⩽ Cmax
(
1, (t2k(pj+1))−Nd

)
.

□

In order to conclude (2.3) by Cotlar-Stein Lemma (Lemma A.3), it is sufficient to
check condition (A.2) and (A.3), namely

Lemma 2.6. There exists t, µ-independent constants C, such that for all t, µ > 0,

sup
k∈Z+

∑
l∈Z+

∥Op (ck)Op (cl)
∗ ∥

1
2

L(L2) ⩽ C, sup
k∈Z−

∑
l∈Z−

∥Op (ck)Op (cl)
∗ ∥

1
2

L(L2) ⩽ C,(2.11)

sup
k∈Z+

∑
l∈Z+

∥Op (ck)
∗Op (cl) ∥

1
2

L(L2) ⩽ C, sup
k∈Z−

∑
l∈Z−

∥Op (ck)
∗Op (cl) ∥

1
2

L(L2) ⩽ C,(2.12)

where Z− = Z∩]−∞, 0[ corresponds to low frequency part and Z+ = Z ∩ [0,+∞[ corre-
sponds to high frequency part.
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Proof of (2.11). By symbolic calculus, Op (ck)Op (cl)
∗ is an operator of symbol

ck♯c
∗
l (x, ξ) =

1

(2π)d

∫
e−iyηck(x, ξ + η)cl(x+ y, ξ + η)dη.

By definition (2.8), cl(x, ξ) is supported for |ξ| ∼ 2l
√
t. Thus, ck♯c

∗
l is nonzero only if

|l − k| < N0 for some large N0 ∈ N∗. As a consequence, (2.11) can be reduced to the
uniform boundedness of Op (cl), which has already been proved in Lemma 2.5. □

Proof of (2.12). We apply again the symbolic calculus to obtain the following expression
of symbol of Op (ck)

∗Op (cl),

c∗k♯cl(x, ξ) =
1

(2π)d

∫
ei(x−y)ηck(y, ξ + η)cl(y, ξ)dηdy.

Recall that cl is supported for |x| ≪
√
t2lpj and |ξ| ∼ t

1
22l with the estimate (2.10).

We shall check that for all l, k ∈ N,

(2.13) ∥Op (ck)
∗Op (cl) ∥L(L2) ≲ 2−

d
2
|k−l|,

which is enough to conclude (2.12). Due to (2.9), we may ignore the case |k − l| ⩽ N0,
for some fixed large N0 ∈ N. Remark that it is possible to prove (2.13) only for l ⩾ k,
since for terms with l < k, we have

∥Op (ck)
∗Op (cl) ∥L(L2) =∥ (Op (ck)

∗Op (cl))
∗ ∥L(L2)

=∥Op (cl)
∗Op (ck) ∥L(L2) ≲ 2−

d
2
|l−k|.

One observes that the bound of operator with symbol c∗k♯cl can be controlled by

∥Op (c∗k♯cl) ∥L(L2) ≲ ∥c∗k♯cl∥L2(dxdξ) ≲ ∥
∫
e−iyηck(y, ξ + η)cl(y, ξ)dy∥L2(dηdξ).

The integrand of the last integral is supported for

(2.14) |ξ + η| ∼ 2k
√
t, |ξ| ∼ 2l

√
t, and |y| ≲ min(2kpj

√
t, 2lpj

√
t).

Moreover, we may apply integration by parts in y to obtain some extra bounds in the
estimate. To be precise, for all N1 ∈ N∫

e−iyηck(y, ξ + η)cl(y, ξ)dy

=

∫ (
−∆y

|η|2

)N1

e−iyηck(y, ξ + η)cl(y, ξ)dy

=

∫
e−iyη(−∆y)

N1

(
ck(y, ξ + η)cl(y, ξ)

)
|η|−2N1dy

=
∑

|α|+|β|=2N1

Cα,β

∫
e−iyη∂αy ck(y, ξ + η)∂βy cl(y, ξ)|η|−2N1dy.

Since we have reduced our problem to the case l ⩾ k+N0, the integral above is supported
for |η| ∼ 2l

√
t. Together with (2.10) and (2.14), we have∣∣∣∣∫ e−iyηck(y, ξ + η)cl(y, ξ)dy

∣∣∣∣
⩽

∑
|α|+|β|=2N1

Cα,β

∫ ∣∣∂αy ck(y, ξ + η)
∣∣ ∣∣∂βy cl(y, ξ)∣∣ |η|−2N1dy
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≲
∑

|α|+|β|=2N1

1|ξ+η|∼2k
√
t1|ξ|∼2l

√
t

(
2kpj

√
t
)−|α| (

2lpj
√
t
)−|β|

(2l
√
t)−2N1

∫
1|y|≲min(2kpj

√
t,2lpj

√
t)dy

≲1|ξ+η|∼2k
√
t1|ξ|∼2l

√
t(2

l
√
t)−2N1 min

(
2kpj

√
t, 2lpj

√
t
)d−2N1

.

The estimate above holds for all N1 ∈ N, thus for all N1 ∈ [0,∞[. In particular, we
choose N1 =

d
2
, which gives that

∥Op (c∗k♯cl) ∥L(L2) ≲∥
∫
e−iyηck(y, ξ + η)cl(y, ξ)dy∥L2(dηdξ)

≲(2l
√
t)−d∥1|ξ+η|∼2k

√
t1|ξ|∼2l

√
t∥L2(dηdξ)

≲(2l
√
t)−d ×

(
2k
√
t× 2l

√
t
) d

2
= 2

d
2
(k−l) = 2−

d
2
|k−l|.

As a conclusion, we have managed to prove that

sup
k∈Z±

∑
l∈Z±

∥Op (ck)
∗Op (cl) ∥

1
2

L(L2) ≲ sup
k∈Z±

∑
l∈Z±

2−
d
4
|k−l| <∞,

which completes the proof. □

2.3. Study of symbol b0 with P0, P1 > 0. Till now, we have finished the proof of
Proposition 2.1. To complete the proof of Proposition 2.2, it remains to check (2.4).
Remark that the argument above relies on the fact that |X| ≪ 2kpj implies x is supported
in a region of area (

√
t2kpj)d, which is not true in the case where P0, P1 are non zero. To

overcome this problem we need the extra truncation in ξ.

Proof of (2.4). As above, we may ignore the non-smooth factor 10<X
Ξ
<1. It remains

smooth symbols

c̃♯(t, x, ξ) = χ

(
(P1 + ν1X) x

|x| + (P1ν1Ξ)
ξ
|ξ|

µ

)
χ0

(
X

Ξ

)
(1− χ̃)

(
ξ√
t

)
χh

(
ξ

t
1
2
+ϵ1

)
,

c̃♭(t, x, ξ) = χ

(
(P0 + ν0X) x

|x| + (P0ν0Ξ)
ξ
|ξ|

µ

)
χ0

(
X

Ξ

)
χ̃

(
ξ√
t

)
(1− χl)

(
ξ

t
1
2
−ϵ0

)
.

We shall first check that c̃♯ belongs uniformly to the Hörmander class S0
1,κ for some

κ ∈]0, 1[, namely the collection of smooth symbols c(x, ξ) such that for all α, β ∈ Nd,

|∂αx∂
β
ξ c(x, ξ)| ≲ ⟨ξ⟩−|β|+κ|α|.

It is well-known that the operators of symbol in this class is bounded on L2, a proof of
which can be found in [14]. We begin with the observation that high frequency symbol c̃♯

is supported for t
1
2 ≲ |ξ| ≲ t

1
2
+ϵ1 . Before calculating the bounds of derivatives in x and

ξ, recall that our goal is to show (2.4) under the condition t > 1.
For each derivative in ξ, we obtain from χ a factor of size

t−
1
2µ−1P ′′(|ξ|/

√
t) ∼ µ−1

(
|ξ|√
t

)p1

|ξ|−1 ≲ ⟨ξ⟩−1.

The last inequality is due the support of c̃♯. More precisely,(
|ξ|√
t

)p1

∼ Ξ ≲ |X − Ξ| ≲
∣∣∣∣(P1 + ν1X)

x

|x|
+ (P1 + ν1Ξ)

ξ

|ξ|

∣∣∣∣ ≲ µ.
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From the factor χ0, one gains

X

Ξ

P ′′(ξ/
√
t)

Ξ
√
t

∼ X

Ξ

1

|ξ|
≲ ⟨ξ⟩−1.

Trivially, we will also obtain ⟨ξ⟩−1 from derivative on (1− χ̃) and χh.

As for derivatives in x, if ∂x acts on χ, one gains t−
1
2µ−1 ≲ (

√
tΞ)−1. When it acts

on χ0, the resulting factor is of size

1√
tΞ

∼ 1

t

(
|ξ|√
t

)−p1−1

|ξ|.

When 0 > p1 ⩾ −1, we have

1

t

(
|ξ|√
t

)−p1−1

|ξ| = |ξ|−p1t
p1−1

2 ≲ ⟨ξ⟩t−
1
2 ≲ ⟨ξ⟩κt(

1
2
+ϵ1)(1−κ)− 1

2 .

Thus, c̃♯ ∈ S0
1,κ for any κ ∈]0, 1[ such that

(
1

2
+ ϵ1)(1− κ)− 1

2
⩽ 0,

which is possible by choosing κ close to 1. When p1 < −1, the estimate above becomes

1

t

(
|ξ|√
t

)−p1−1

|ξ| = |ξ|1−κ

t

(
|ξ|√
t

)−p1−1

|ξ|κ ≲ t−1+( 1
2
+ϵ1)(1−κ)−(p1+1)ϵ1⟨ξ⟩κ.

To conclude c̃♯ ∈ S0
1,κ, it suffices to choose κ ∈]0, 1[ such that

−1 + (
1

2
+ ϵ1)(1− κ)− (p1 + 1)ϵ1 ⩽ 0,

which is equivalent to

ϵ1 ⩽
1

−(p1 + 1)

[
1− (

1

2
+ ϵ1)(1− κ)

]
.

This can be realized by choosing κ close to 1, due to the definition (1.19) of ϵ1.

To prove the uniform boundedness of c̃♭, which is supported for t
1
2
−ϵ0 ≲ |ξ| ≲ t

1
2 ,

we shall apply Calderon-Vaillancourt Theorem (Lemma A.11). As above one may check
easily that each ∂ξ gives

|ξ|−1 ≲ t−
1
2
+ϵ0 ;

while each ∂x gives

1√
t

(
|ξ|√
t

)−p0

≲ t−
1
2
+p0ϵ0 .

As a consequence, the desired result follows from Lemma A.4 and Calderon-Vaillancourt
Theorem (Lemma A.11) once we have

t−
1
2
+ϵ0 × t−

1
2
+p0ϵ0 ≲ 1, ∀t > 1,

equivalently, (1 + p0)ϵ0 ⩽ 1, which is exactly the definition (1.19) of ϵ0. □
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2.4. Proof of Theorem 1.8. In all the proof above, we regard µ = tδ−
1
2 ∈]0,+∞[ as

a time-independent parameter. This allows us to take the limit µ → +∞ with all the
uniform estimates remaining true. Rigorously, due to Corollary 2.4, for all f, g ∈ S(Rd)
and t ∈ R, µ > 0,

(2.15)

∣∣∣∣〈f,Op

(
χ

(
x+ tP ′(ξ)

|t|µ

)
1|x|>|tP ′(ξ)|Ω(t, ξ)

)
g

〉∣∣∣∣ ⩽ C∥f∥L2∥g∥L2 ,

where Ω = 1 when P0 = P1 = 0, and

Ω(t, ξ) = (1− χl)

(
ξ

|t|−ϵ0

)
χh

(
ξ

|t|ϵ1

)
when P0, P1 > 0.

The left hand side of (2.15) is equal to∣∣∣∣ 1

(2π)d

∫
f(x)e−ixξχ

(
x+ tP ′(ξ)

|t|µ

)
1|x|>|tP ′(ξ)|Ω(t, ξ)ĝ(ξ)dξdx

∣∣∣∣ ,
which, when µ→ +∞, due to Dominated Convergence Theorem, tends to∣∣∣∣ 1

(2π)d

∫
f(x)e−ixξ

1|x|>|tP ′(ξ)|Ω(t, ξ)ĝ(ξ)dξdx

∣∣∣∣ ,
where we take χ(0) = 1 without loss of generality. In conclusion, for all f, g ∈ S(Rd),∣∣〈f,Op

(
1|x|>|tP ′(ξ)|Ω(t, ξ)

)
g
〉∣∣ ⩽ C∥f∥L2∥g∥L2 .

Theorem 1.8 follows from the density of S(Rd) in L2.

3. L2-boundedness of microlocal truncation operators - An alternative
symbol

In this section, we will treat those P with nonzero P0, P1 in an alternative way.
Instead of adding extra truncation in ξ, we shall add some extra factor in the main
truncation χ. To be precise,

Proposition 3.1. Let P , Λ satisfy conditions (Hp0,p1) and (Cσ0,σ1) of Section 1.2 respec-
tively, with p1 < 0 < p0, σ0 ⩾ p0, and σ1 ⩽ p1. We further assume that δ +

σj

2
< 1

2
,

j = 0, 1. Then there exist time-independent constants C > 0, t0 ≫ 1, such that , for all
|t| > t0

∥Op
(
aaltχ,δ,Λ(t)

)
∥L(L2) ⩽ C,

where aaltχ,δ,Λ is defined in (1.23)

Without loss of generality, we may assume t > 0. Meanwhile, the change of scaling
(Lemma A.4) allows us to reduce to the symbol

(3.1) b(t, x, ξ) = χ

 x√
t
+ P ′

(
ξ√
t

)
tδ−

1
2Λ(ξ)

H

 |x|√
t
− P ′

(
|ξ|√
t

)
tδ−

1
2Λ(ξ)

 ,

where H ∈ C∞
b (R\{0}) ∩ L∞(R). To recover the desired result in Proposition 3.1, it

suffices to take H = 1]0,+∞[.
As in previous section, we set
-when Pj = 0,

X :=
|x|√
t
, Ξ := P ′

(
|ξ|√
t

)
, νj = +;
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-when Pj > 0, P ′ > Pj

X :=
|x|√
t
− Pj, Ξ := P ′

(
|ξ|√
t

)
− Pj, νj = +;

-when Pj > 0, P ′ < Pj

X := Pj −
|x|√
t
, Ξ := Pj − P ′

(
|ξ|√
t

)
, νj = −.

With these notations, via homogeneous dyadic decomposition, we may rewrite sym-
bol b as

b(t, x, ξ) =
∑
k∈Z

bk(t, x, ξ),

bk(t, x, ξ) = χ

(
(P1 + ν1X) x

|x| + (P1 + ν1Ξ)
ξ
|ξ|

tδ−
1
2Λ(ξ)

)
H

(
X − Ξ

tδ−
1
2Λ(ξ)

)
φ

(
ξ√
t2k

)
, ∀k ⩾ 0,

bk(t, x, ξ) = χ

(
(P0 + ν0X) x

|x| + (P0 + ν0Ξ)
ξ
|ξ|

tδ−
1
2Λ(ξ)

)
H

(
X − Ξ

tδ−
1
2Λ(ξ)

)
φ

(
ξ√
t2k

)
, ∀k < 0,

where φ ∈ C∞
c (Rd) is radial and supported in an annulus centered at zero.

One observes that, due to factors χ and φ, bk is supported for

|X − Ξ| ≲ tδ−
1
2Λ(ξ) ∼ tδ−

1
2 (
√
t2k)σj ,

where j = 0 when k < 0, j = 1 when k ⩾ 0. By using the fact that Ξ ∼
∣∣∣ ξ√

t

∣∣∣pj ∼ 2kpj , we

obtain ∣∣∣∣XΞ − 1

∣∣∣∣ ≲ tδ+
σj
2
− 1

22k(σj−pj) ⩽ tδ+
σj
2
− 1

2 .

The last inequality is the consequence of our assumptions σ0 ⩾ p0 and σ1 ⩽ p1. Since
δ +

σj

2
− 1

2
< 0, if we further assume that t ⩾ t0 ≫ 1, the inequality above implies that

X ∼ Ξ, which allows us to add a complementary factor ψ(2−kpjX) to the definition of bk,
where ψ ∈ C∞

c (R) is radial and supported in an annulus centered at zero. In this way,
we may reduce Proposition 3.1 to

Proposition 3.2. Under the same assumptions as in Proposition 3.1, the operator Op (bk)
is bounded, uniformly in t and k.

In what follows, we keep using the subscript j, where j = 0 for k < 0 and j = 1 for
k ⩾ 0. By definition,

bk(t, x, ξ) = χ

(
(Pj + νjX) x

|x| + (Pj + νjΞ)
ξ
|ξ|

tδ−
1
2Λ(ξ)

)
H

(
X − Ξ

tδ−
1
2Λ(ξ)

)
φ

(
ξ√
t2k

)
ψ

(
X

2kpj

)
.

When Pj = 0, bk is supported for∣∣∣∣ x|x| + ξ

|ξ|

∣∣∣∣ ⩽ 1

X

∣∣∣∣X x

|x|
+ Ξ

ξ

|ξ|

∣∣∣∣+ 1

X

∣∣∣∣(X − Ξ)
ξ

|ξ|

∣∣∣∣
≲

1

X
tδ−

1
2Λ(ξ) ∼ 2−kpj tδ−

1
2 (
√
t2k)σj = tδ+

σj
2
− 1

22k(σj−pj).

When Pj ̸= 0, we observe that 2kσj ⩽ 2kpj ⩽ 1, due to the choice p1 < 0 < p0. By
choosing Suppφ small, which allows us to take Suppψ small, we have Pj + νjX ∼ 1.
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Thus, bk is supported for∣∣∣∣ x|x| + ξ

|ξ|

∣∣∣∣ ⩽ 1

Pj + νjX

∣∣∣∣(Pj + νjX)
x

|x|
+ (Pj + νjΞ)

ξ

|ξ|

∣∣∣∣+ 1

Pj + νjX

∣∣∣∣(X − Ξ)
ξ

|ξ|

∣∣∣∣
≲

1

Pj + νjX
tδ−

1
2Λ(ξ) ∼ tδ−

1
2 (
√
t2k)σj = tδ+

σj
2
− 1

22kσj .

If t2k(pj+1) ⩽ 1, by setting µ := tδ+
σj
2
− 1

22k(σj−pj) ∈]0, 1[ in the case Pj = 0, and

µ := tδ+
σj
2
− 1

22kσj ∈]0, 1[ in the case Pj ̸= 0, one may check that, for all α, β ∈ Nd−1 and
N ∈ N, ∣∣∣∂αω∂βθ bk(rω, ρθ)∣∣∣ ≲ µ−|α|−|β|

1r≲
√
t2kp1ρ∼

√
t2k⟨

d(ω,−θ)
µ

⟩−N .

By applying Lemma A.9, we have

∥Op (bk) ∥L(L2) ≲ ∥1r≲
√
t2kpj1ρ∼

√
t2k∥L2(R2

+) = C
√
t2k(pj+1) ⩽ C.

If t2k(pj+1) > 1, we decompose bk as the sum of b′k, b
′′
k, which are defined by

bk(t, x, ξ) = b′k(t, x, ξ) + b′′k(t, x, ξ),

b′k(t, x, ξ) = bkχ0

(√
t2k

1−pj
2 (X − Ξ)

)
,

where χ0 ∈ C∞
c (R) is radial, supported in a neighborhood of zero, and equal to 1 near

zero.
Clearly, b′′k is smooth on R2d. Thus, to prove the boundedness of Op (b′′k), we may

apply Calderon-Vaillancourt Theorem (Lemma A.11). By definition, b′′k reads

χ

(
(Pj + νjX) x

|x| + (Pj + νjΞ)
ξ
|ξ|

tδ−
1
2Λ(ξ)

)
H

(
X − Ξ

tδ−
1
2Λ(ξ)

)

× φ

(
ξ√
t2k

)
ψ

(
X

2kpj

)
(1− χ0)

(√
t2k

1−pj
2 (X − Ξ)

)
,

which is supported for

t−
1
22k

pj−1

2 ≲ |X − Ξ| ≲ tδ−
1
2Λ(ξ) ∼ tδ+

σj
2
− 1

22kσj .

As a consequence, t−(δ+
σj
2
) ≲ 2k(σj+

1−pj
2

).
For each ∂x, when it acts on χ, one obtains in its bound an extra factor of size

1√
t
t
1
2
−δΛ(ξ)−1 ∼ t−(δ+

σj
2
)2−kpj ≲ 2k

1−pj
2 2k(σj−pj) ⩽ 2k

1−pj
2 .

When ∂x acts on ψ and (1 − χ0) factors, we gain t−
1
22−kpj < 2k

pj+1

2
−kpj = 2k

1−pj
2 and

2k
1−pj

2 , respectively. For each ∂ξ, similarly, one gains 2k
pj−1

2 in its bound. Namely, for all
α, β ∈ Nd, ∣∣∣∂αx∂βξ b′′k(x, ξ)∣∣∣ ≲ 2k

1−pj
2

(|α|−|β|).

The uniform boundedness of Op (b′′k) follows from Lemma A.4 and Calderon-Vaillancourt
Theorem (Lemma A.11).

It remains to study the symbol b′k. To overcome the singularity near X = Ξ, we
will apply Lemma A.9 with the same setting of µ as in previous paragraph, namely
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µ := tδ+
σj
2
− 1

22k(σj−pj) ∈]0, 1[ in the case Pj = 0, and µ := tδ+
σj
2
− 1

22kσj ∈]0, 1[ in the case
Pj ̸= 0. It is easy to check that, for all α, β ∈ Nd−1 and N ∈ N,∣∣∣∂αω∂βθ bk(rω, ρθ)∣∣∣ ≲ µ−|α|−|β|hk(r, ρ)⟨

d(ω,−θ)
µ

⟩−N ,

where

hk(r, ρ) =
∑

n∼
√
t2k

pj+1

2

1In(r)1Jn(ρ),

which is exactly the same one defined in (2.7). We have seen that the operator with
symbol hk is bounded on L2(R+) uniformly in k. By Lemma A.9, we may conclude the
uniform-in-k boundedness of b′k and the proof of Proposition 3.2, hence Proposition 3.1
is completed.

4. Limit of truncated energy

In this section, we will complete the proof of Theorem 1.1, 1.4, and 1.6 by calculating
the limit of truncated energy for some regular initial data u0. These three results will
follow from the following proposition.

Proposition 4.1. Let aχ,δ,Λ(t) be the symbol defined by

(4.1) a = aχ,δ,Λ(t, x, ξ) = χ

(
x+ tP ′(ξ)

|t| 12+δΛ(|t| 12 ξ)

)
1|x|>|t||P ′(ξ)|,

where P ∈ C∞(Rd\{0}) is assumed to be a real radial function satisfying that P ′′(ρ) ̸= 0
for all ρ ∈]0,∞[. Furthermore, we assume that χ ∈ C∞

c (Rd) is real and radial with
χ(0) = 1 and that Λ verifies condition (Cσ0,σ1) without any restriction in σ0, σ1.

With these settings, if there exists t0 ≫ 1, such that Op (a(t)) is bounded on L2

uniformly in |t| > t0, for all u0 ∈ L2, the limits (1.24), (1.25), and (1.28) hold true.

Corollary 4.2. We consider the same symbol a with an extra truncation in ξ, i.e.

ã = ãχ,δ,Λ(t, x, ξ) = χ

(
x+ tP ′(ξ)

|t| 12+δΛ(|t| 12 ξ)

)
1|x|>|t||P ′(ξ)|(1− χl)

(
ξ

|t|−ϵ0

)
χh

(
ξ

|t|ϵ1

)
where χl, χh ∈ C∞

c (Rd) are equal to 1 in a neighborhood of zero, and ϵ0, ϵ1 > 0.
If P , Λ satisfy the same conditions as in Proposition 4.1 and Op (ãδ,χ,Λ(t)) is bounded

uniformly in |t| > t0 ≫ 1, then, for all u0 ∈ L2, the limits (1.24), (1.25), and (1.28) hold
true with Ealt

δ,χ,Λ(t) replaced by ∥Op (ãδ,χ,Λ(t))u(t)∥2L2.

In order to complete the proof of Theorem 1.1 and 1.6, we may combine Proposition
2.1, 3.1 with Proposition 4.1, where we need to take Λ ≡ 1 in the proof of Theorem 1.1.
In the same way, Theorem 1.4 follows from Proposition 2.2 and Corollary 2.4 with Λ ≡ 1.

Before calculating the limit of truncated energy, we remark that, in the hypothesis
of Proposition 4.1, Op (a(t)) (or Op (ã(t))) is assumed to be bounded uniformly in |t| >
t0 ≫ 1, which allows us to replace general u0 ∈ L2 by those belonging to some dense
subset of L2. In what follows, we may assume that û0 ∈ C∞

c (R\{0}). As a consequence,
by taking t0 ≫ 1,

(1− χl)

(
ξ

|t|−ϵ0

)
χh

(
ξ

|t|ϵ1

)
û0(ξ) = û0(ξ),

which proves Corollary 2.4 from Proposition 4.1.
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4.1. Super-critical case 0 < δ+ σ1

2
< 1

2
. In this part, we will study the case δ+ σ1

2
∈]0, 1

2
[

(associated to limit (1.17), (1.22), or (1.28)) by following the same method introduced
in [9].

By definition, the truncated energy introduced in (1.11) is

Eχ,δ,Λ(ϵt) =∥Op (aχ,δ,Λ(ϵt))u(ϵt)∥2L2

=
1

(2π)2d

∫
eix·(ξ−ξ′)eiϵt(P (ξ)−P (ξ′))χ

(
x+ ϵtP ′(ξ)

t
1
2
+δΛ(t

1
2 ξ)

)

× χ

(
x+ ϵtP ′(ξ′)

t
1
2
+δΛ(t

1
2 ξ)

)
1 |x|

t
>|P ′(ξ)|,|P ′(ξ′)|û0(ξ)û0(ξ

′)dxdξdξ′,

where t ≫ 1 and ϵ = ±. In polar system x = rω, ξ = ρθ, ξ′ = ρ′θ′, the integral above
can be written as

1

(2π)2d

∫
ei(rρω·θ−rρ′ω·θ′)eiϵt(P (ρ)−P (ρ′))χ

(
rω + ϵtP ′(ρ)θ

t
1
2
+δΛ(t

1
2ρ)

)
χ

(
rω + ϵtP ′(ρ′)θ′

t
1
2
+δΛ(t

1
2ρ′)

)
× 1 r

t
>P ′(ρ),P ′(ρ′)û0(ρθ)û0(ρ′θ′)(rρρ

′)d−1dθdθ′dωdrdρdρ′.

We firstly focus on the integral in θ, with integral in θ′ treated in exactly the same way,

(4.2)

∫
eirρω·θχ

(
rω + ϵtP ′(ρ)θ

t
1
2
+δΛ(t

1
2ρ)

)
û0(ρθ)dθ.

In this part, we always set

µ = tδ+
σ1
2
− 1

2 ∈]0, 1[,

which is strictly positive and small, since we may choose t > t0 ≫ 1. Due to Lemma B.5,
(4.2) can be written as the sum of

(2π)
d−1
2 eiϵ

π
4
(d−1)e−iϵrρ(rρ)−

d−1
2 χ

(
r − tP ′(ρ)

t
1
2
+δΛ(t

1
2ρ)

)
û0(−ϵρω)κ

(r
t

)
and a remainder

e−iϵrρµd−1S− d+1
2
(ω, µ, ρ,

r

t
− P ′(ρ), t; rρµ2)κ

(r
t

)
,

where κ ∈ C∞
c (]0,∞[) equals to 1 in a neighborhood of 1, and Sm(ω, µ, ρ, r

′, t; ζ) is
supported for ζ > c > 0, ρ ∼ 1 and |r′| ≲ µ and satisfies for all α ∈ Nd−1, j, k, l, γ ∈ N,

|∂αω∂jµ∂kρ∂lr′∂
γ
ζ Sm| ⩽ Cµ−(|α|+j+l)⟨ζ⟩m−γ.

Remark that it is harmless to add an extra factor κ, since the integrand of (4.2) is
supported for r ∼ t, which is a consequence of the cut-off χ together with t ≫ 1,
δ + σ1

2
< 1

2
, and ρ ∼ 1. We may repeat this argument for the integral in θ′ and the

truncated energy Eχ,δ,Λ(ϵt) can be decomposed into a principal part

(4.3)

1

(2π)d+1

∫
e−iϵr(ρ−ρ′)eiϵt(P (ρ)−P (ρ′))χ

(
r − tP ′(ρ)

t
1
2
+δΛ(t

1
2ρ)

)
χ

(
r − tP ′(ρ′)

t
1
2
+δΛ(t

1
2ρ′)

)
× 1 r

t
>P ′(ρ),P ′(ρ′)û0(−ϵρω)û0(−ϵρ′ω)(ρρ′)

d−1
2 κ2

(r
t

)
dωdrdρdρ′,
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and remainders
1

(2π)d+1

∫
e−iϵr(ρ−ρ′)eiϵt(P (ρ)−P (ρ′))µ2(d−1)κ2

(r
t

)
Sm(ω, µ, ρ,

r

t
− P ′(ρ), t; rρµ2)

× Sm′(ω, µ, ρ′,
r

t
− P ′(ρ′), t; rρ′µ2)1 r

t
>P ′(ρ),P ′(ρ′)(rρρ

′)d−1dωdrdρdρ′,

where (m,m′) takes values among (−d−1
2
,−d+1

2
), (−d+1

2
,−d−1

2
), (−d+1

2
,−d+1

2
). Note that

due to the condition δ + σ1

2
> 1

2
, we have

rρµ2 = rρt2(δ+
σ1
2
)−1 ∼ t2(δ+

σ1
2
) > c > 0.

The sum of these remainders can be simplified as

(4.4)

∫
e−iϵr(ρ−ρ′)eiϵt(P (ρ)−P (ρ′)) 1

µ2r
Σ(ω, µ, ρ, ρ′, r, t;

r

t
− P ′(ρ),

r

t
− P ′(ρ′))

1 r
t
>P ′(ρ),P ′(ρ′)dωdrdρdρ

′,

where Σ(ω, µ, ρ, ρ′, r, t; s, s′) is supported for r ∼ t, ρ, ρ′ ∼ 1 and |s|, |s′| ≲ µ and satisfies
for all α ∈ Nd−1, j, k, k′, l, γ, γ′ ∈ N,

|∂αω∂jµ∂kρ∂k
′

ρ′ ∂
l
r∂

γ
s ∂

γ′

s′ Σ| ≲ µ−(|α|+j+γ+γ′)t−l.

Before stepping further, we introduce the following integral:

(4.5)
I(t, ϵ1, ϵ

′
1, ϵ2, ϵ

′
2;F ) :=

∫
ei[r(ϵ1ρ+ϵ′1ρ

′)−t(ϵ2P (ρ)+ϵ′2P (ρ′))]
1 r

t
>P ′(ρ),P ′(ρ′)

× F (ρ, ρ′, r, t; r − ϵ1ϵ2tP
′(ρ), r − ϵ′1ϵ

′
2tP

′(ρ′))drdρdρ′.

The limit of such integral has been studied in [9] for strictly convex P , while the concave
case can be studied with almost the same argument. To be precise,

Proposition 4.3. Let F (ρ, ρ′, r, t; ζ, ζ ′) be a smooth function on R4
+ × R2 and δ′ ∈]1

2
, 1[.

Assume that F is supported for

ρ, ρ′ ∼ 1, r ∼ t, |ζ|, |ζ ′| ≲ tδ
′
,

and for all j, j′, k, γ, γ′ ∈ N,

|∂jρ∂
j′

ρ′∂
k
r ∂

γ
ζ ∂

γ′

ζ′F (ρ, ρ
′, r, t; ζ, ζ ′)| ≲ t−δ′(k+γ+γ′).

We assume further that the following point-wise limit exists

lim
t→+∞

F (ρ, ρ′, r
√
t+ tP ′(ρ′), t; ζ

√
t, ζ ′

√
t) = F0(ρ, ρ

′).

Under all the assumptions above, we have

lim
t→+∞

I(t,−ϵ, ϵ,−ϵ, ϵ;F ) = π

2

∫ ∞

0

F0(ρ, ρ)dρ,

for all ϵ = ± and P ∈ C∞ with P ′′ > 0 or P ′′ < 0.

The proof for strictly convex P follows from that of Proposition 3.1.3 in [9]. As for
concave case, we will give a brief proof in Appendix E. Remark that we compute the
limit of I(t,−ϵ, ϵ,−ϵ, ϵ;F ) for both signs ϵ = ±1, while in [9] only the limit of the sum
of these two terms was determined. The proof of our stronger result is not essentially
different from the one in [9] and we shall explain the modification one has to make to the
argument in Appendix E.

With the notations above, the truncated energy Eχ,δ,Λ(ϵt) given by the sum of (4.3)
and (4.4) equals to

Eχ,δ,Λ(ϵt) = I(t,−ϵ, ϵ,−ϵ, ϵ;F ) + I(t,−ϵ, ϵ,−ϵ, ϵ;FR),



MICROLOCAL PARTITION OF ENERGY FOR FRACTIONAL-TYPE DISPERSIVE EQUATIONS 27

where

F (ρ, ρ′, r, t; ζ, ζ ′) =
1

(2π)d+1
κ2
(r
t

)∫
χ

(
ζ

t
1
2
+δΛ(t

1
2ρ)

)
χ

(
ζ ′

t
1
2
+δΛ(t

1
2ρ′)

)
× û0(−ϵρω)û0(−ϵρ′ω)(ρρ′)

d−1
2 dω,

FR(ρ, ρ
′, r, t; ζ, ζ ′) =t−2(δ+

σ1
2
)

∫
t

r
Σ(ω, tδ+

σ1
2
− 1

2 , ρ, ρ′, r, t;
ζ

t
,
ζ ′

t
)dω.

It is easy to check that F, FR satisfy the conditions of Proposition 4.3 with

δ′ = δ +
σ1
2

+
1

2
.

Note that due to condition δ + σ1

2
∈]0, 1

2
[, we have δ′ ∈]1

2
, 1[, which is required by Propo-

sition 4.3. The corresponding limit is

F0(ρ, ρ
′) =

1

(2π)d+1

∫
û0(−ϵρω)û0(−ϵρ′ω)(ρρ′)

d−1
2 dω

and 0, respectively. Therefore, we may conclude (1.17), (1.22), and (1.28) by Proposition
4.3. In fact, with ϵ = ±, one has

lim
t→±∞

Eχ,δ(t) = lim
t→+∞

Eχ,δ(ϵt) = lim
t→+∞

I(t,−ϵ, ϵ,−ϵ, ϵ;F ) + lim
t→+∞

I(t,−ϵ, ϵ,−ϵ, ϵ;FR)

=
π

2

∫ ∞

0

F0(ρ, ρ)dρ+ 0

=
1

4

1

(2π)d

∫
û0(−ϵρω)û0(−ϵρω)ρd−1dωdρ =

1

4
∥u0∥2L2 .

4.2. Sub-critical and critical case δ + σ1

2
⩽ 0. In the rest of this section, we will

study, under the condition δ + σ1

2
⩽ 0, the truncated energy Eχ,δ,Λ(u0, ϵt), with ϵ = ±,

t > t0 ≫ 1. Here, we only write the proof of the case P ′′ > 0, while the case P ′′ < 0 can
be calculated in exactly the same way.

By definition (1.11), the truncated energy Eχ,δ,Λ(u0, ϵt) equals to

1

(2π)2d

∫
eix·(ξ−ξ′)eiϵt(P (ξ)−P (ξ′))χ

(
x+ ϵtP ′(ξ)

t
1
2
+δΛ(t

1
2 ξ)

)
χ

(
x+ ϵtP ′(ξ′)

t
1
2
+δΛ(t

1
2 ξ′)

)
× 1|x

t
|>|P ′(ξ)|,|P ′(ξ′)|û0(ξ)û0(ξ′)dξdξ

′dx,

which can be rewritten in polar system x = rω, ξ = ρθ, ξ′ = ρ′θ′ as

1

(2π)2d

∫
eirω·(ρθ−ρ′θ′)eiϵt(P (ρ)−P (ρ′))χ

(
rω + ϵtP ′(ρ)θ

t
1
2
+δΛ(t

1
2ρ)

)
χ

(
rω + ϵtP ′(ρ′)θ′

t
1
2
+δΛ(t

1
2ρ′)

)
× 1 r

t
>P ′(ρ),P ′(ρ′)û0(ρθ)û0(ρ′θ′)(rρρ

′)d−1drdθdθ′dωdρdρ′.

We decompose Eχ,δ,Λ(u0, ϵt) as the sum of E±(ϵt), where E+, E− are defined as integral
over ρ > ρ′, ρ′ > ρ, respectively, and the dependence on χ, δ,Λ, u0 is omitted for the
simplicity of notation. Since E− = E+, it is enough to focus on the study of E+(ϵt). We
first check that

Lemma 4.4. The integral

E+(ϵt) =
1

(2π)2d

∫
eirω·(ρθ−ρ′θ′)eiϵt(P (ρ)−P (ρ′))χ

(
rω + ϵtP ′(ρ)θ

t
1
2
+δΛ(t

1
2ρ)

)
χ

(
rω + ϵtP ′(ρ′)θ′

t
1
2
+δΛ(t

1
2ρ′)

)
× 1 r

t
>P ′(ρ)1ρ>ρ′û0(ρθ)û0(ρ′θ′)(rρρ

′)d−1drdθdθ′dωdρdρ′
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equals, up to some O(t−
1
2 ) terms, to

(4.6)
1

(2π)2d

∫
θ,θ′∈

√
t(ϵω+Sd−1)

ei[
√
tP ′(ρ)ρω·(θ−θ′)+rρω·(θ−θ′)+wP ′(ρ)θ′·ω]e−ϵi[rw+ 1

2
P ′′(ρ)w2]

× χ

(
rω + ϵP ′(ρ)θ

tδΛ(t
1
2ρ)

)
χ

(
(r + P ′′(ρ)w)ω + ϵP ′(ρ)θ′

tδΛ(t
1
2ρ)

)
× 1r>01ρ> w√

t
>0 |û0(−ϵρω)|2 (P ′(ρ))

d−1
ρ2(d−1)dθdθ′drdwdωdρ.

Proof. To begin with, via change of variable,

r → rt
1
2 + tP ′(ρ), ρ′ → ρ− w

t
1
2

,

the integral E+(ϵt) can be rewritten as

td−1

(2π)2d

∫
ei[tP

′(ρ)ρω·(θ−θ′)+
√
trρω·(θ−θ′)+

√
twP ′(ρ)θ′·ω+rwθ′·ω]

× e
ϵit(P (ρ)−P (ρ− w√

t
))
χ

(
rω +

√
tP ′(ρ)(ω + ϵθ)

tδΛ(t
1
2ρ)

)

× χ

(
rω +

√
tP ′(ρ)(ω + ϵθ′)− ϵ

√
t(P ′(ρ)− P ′(ρ− t−

1
2w))θ′

tδΛ(t
1
2ρ− w)

)
× 1r>01ρ> w√

t
>0û0(ρθ)û0((ρ− t−

1
2w)θ′)

×
(
r√
t
+ P ′(ρ)

)d−1

ρd−1(ρ− t−
1
2w)d−1dθdθ′drdwdωdρ.

Due to χ, û0 factors, the integrand is supported for

(4.7)
0 < r,w ≲ tδ+

σ1
2 , ρ ∼ 1,

|ω + ϵθ|, |ω + ϵθ′| ≲ tδ+
σ1
2
− 1

2 .

In fact, ρ ∼ 1 follows directly from the fact that û0 is compactly supported away from
zero. Since χ is compactly supported, the first χ factor implies that

r =
∣∣∣|(r +√

tP ′(ρ))ω| − |
√
tP ′(ρ)θ|

∣∣∣
⩽
∣∣∣rω +

√
tP ′(ρ)(ω + ϵθ)

∣∣∣ ≲ tδΛ(t
1
2ρ) ∼ tδ+

σ1
2 ,

which further implies that
√
t|ω + ϵθ| ≲|

√
tP ′(ρ)(ω + ϵθ)|

⩽
∣∣∣rω +

√
tP ′(ρ)(ω + ϵθ)

∣∣∣+ |rω| ≲ tδΛ(t
1
2ρ) ∼ tδ+

σ1
2 .

By applying a similar argument to the second χ factor, we obtain

w ∼
∣∣∣√tP ′(ρ)−

√
tP ′(ρ− t−

1
2w)
∣∣∣

⩽
∣∣∣(r +√

tP ′(ρ))−
√
tP ′(ρ− t−

1
2w)
∣∣∣+ r

⩽
∣∣∣(r +√

tP ′(ρ))ω + ϵ
√
tP ′(ρ− t−

1
2w)θ′

∣∣∣+ r ≲ tδ+
σ1
2 ,
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and that

√
t|ω + ϵθ′| ∼

∣∣∣√tP ′(ρ)(ω + ϵθ′)
∣∣∣

⩽
∣∣∣rω +

√
tP ′(ρ)(ω + ϵθ′)− ϵ

√
t(P ′(ρ)− P ′(ρ− t−

1
2w))θ′

∣∣∣
+ r +

∣∣∣√t(P ′(ρ)− P ′(ρ− t−
1
2w))

∣∣∣
≲ tδ+

σ1
2 + r + w ≲ tδ+

σ1
2 .

As a result, the boundedness of integrand implies that

E+(ϵt) ≲ td−1 × t2(δ+
σ1
2
) ×
(

1√
t
tδ+

σ1
2

)2(d−1)

= t2(δ+
σ1
2
)d,

which tends to zero as t→ +∞ when δ + σ1

2
< 0, and the limit (1.13), (1.20), and (1.24)

follow. In the remaining of this section, we take δ + σ1

2
= 0.

The support of integrand also allows us to simplify E+(ϵt), up to some O(t−
1
2 ) terms,

as

td−1

(2π)2d

∫
ei[tP

′(ρ)ρω·(θ−θ′)+
√
trρω·(θ−θ′)+

√
twP ′(ρ)θ′·ω+rwθ′·ω]

× eϵi[
√
tP ′(ρ)w− 1

2
P ′′(ρ)w2]χ

(
rω +

√
tP ′(ρ)(ω + ϵθ)

tδΛ(t
1
2ρ)

)

× χ

(
rω +

√
tP ′(ρ)(ω + ϵθ′)− ϵP ′′(ρ)wθ′

tδΛ(t
1
2ρ)

)
× 1r>01ρ> w√

t
>0û0(ρθ)û0(ρθ′) (P

′(ρ))
d−1

ρ2(d−1)dθdθ′drdwdωdρ.

Here, we use the approximations

t

(
P (ρ)− P

(
ρ− w

t
1
2

))
=t

(
−P ′(ρ)

(
−w

t
1
2

)
− P ′′(ρ)

2

w2

t
+O

(
w3

t
3
2

))
=
√
tP ′(ρ)w − 1

2
P ′′(ρ)w2 +O

(
1√
t

)
,

to simplify the phase and

√
t

(
P ′(ρ)− P ′

(
ρ− w√

t

))
=
√
t

(
−P ′′(ρ)

(
− w√

t

)
+O

(
w2

t

))
=P ′′(ρ)w +O

(
1√
t

)
to simplify the argument of the second χ.

By applying a change of variable in θ, θ′,

θ 7→ t−
1
2 θ − ϵω,

θ′ 7→ t−
1
2 θ′ − ϵω,
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we can rewrite E+(ϵt) as

1

(2π)2d

∫
θ,θ′∈

√
t(ϵω+Sd−1)

e
i
[√

tP ′(ρ)ρω·(θ−θ′)+rρω·(θ−θ′)+wP ′(ρ)θ′·ω+t−
1
2 rwθ′·ω

]

× e−ϵi[rw+ 1
2
P ′′(ρ)w2]χ

(
rω + ϵP ′(ρ)θ

tδΛ(t
1
2ρ)

)

× χ

(
(r + P ′′(ρ)w)ω + ϵP ′(ρ)θ′ − ϵt−

1
2P ′′(ρ)wθ′

tδΛ(t
1
2ρ)

)
× 1r>01ρ> w√

t
>0û0(t

− 1
2ρθ − ϵρω)û0(t

− 1
2ρθ′ − ϵρω)

× (P ′(ρ))
d−1

ρ2(d−1)dθdθ′drdwdωdρ+O(t−
1
2 ),

where the integrand is supported for 0 < r,w ≲ 1, ρ ∼ 1, and |θ|, |θ′| ≲ 1 due to (4.7)
together with δ + σ1

2
= 0, which allows us to do another simplification and write E+(ϵt)

as (4.6). □

Till now, we have managed to write E+(ϵt), up to some admissible terms, as (4.6),
namely

1

(2π)2d

∫
θ,θ′∈

√
t(ϵω+Sd−1)

ei[
√
tP ′(ρ)ρω·(θ−θ′)+rρω·(θ−θ′)+wP ′(ρ)θ′·ω]e−ϵi[rw+ 1

2
P ′′(ρ)w2]

× χ

(
rω + ϵP ′(ρ)θ

tδΛ(t
1
2ρ)

)
χ

(
(r + P ′′(ρ)w)ω + ϵP ′(ρ)θ′

tδΛ(t
1
2ρ)

)
× 1r>01ρ> w√

t
>0 |û0(−ϵρω)|2 (P ′(ρ))

d−1
ρ2(d−1)dθdθ′drdwdωdρ.

In the rest of this section, we will calculate the limit of this integral and conclude Propo-
sition 4.1. Since the integral in θ, θ′ is over a sphere centered at ϵω with radius

√
t, we

may write θ, θ′ in local coordinate

θ = hϵω + y, h =
√
t−
√
t− |y|2,

θ′ = h′ϵω + y′, h′ =
√
t−
√
t− |y′|2,

where h, h′ ∈ R, y, y′ ∈ ω⊥ := {z ∈ Rd : z ·ω = 0}. The condition of support implies that
|h|, |h′|, |y|, |y′| ≲ 1. It is easy to check that, as t→ +∞

√
tω · (θ − θ′) = ϵ

√
t
(√

t− |y′|2 −
√
t− |y|2

)
→ ϵ

(
|y|2

2
− |y′|2

2

)
,

θ · ω = ϵ
(√

t−
√
t− |y|2

)
→ 0,

θ′ · ω = ϵ
(√

t−
√
t− |y′|2

)
→ 0.

Therefore, by Dominated Convergence Theorem, as t tends to infinity, the limit of E+(ϵt)
equals to

1

(2π)2d

∫
y,y′∈ω⊥,r,w>0

e
ϵi

[
P ′(ρ)ρ

(
|y|2
2

− |y′|2
2

)
−rw− 1

2
P ′′(ρ)w2

]

× χ

(
rω + ϵP ′(ρ)y

λ1ρσ1

)
χ

(
(r + P ′′(ρ)w)ω + ϵP ′(ρ)y′

λ1ρσ1

)
× |û0(−ϵρω)|2 (P ′(ρ))

d−1
ρ2(d−1)dydy′drdwdωdρ,
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which, after a change of variable, is equal to

(4.8)

1

(2π)2d

∫
y,y′∈ω⊥,r,w>0

e
ϵi

[(
|y|2
2

− |y′|2
2

)
−rw− 1

2
w2

]
χ

(√
P ′′(ρ)rω + ϵ

√
ρ−1P ′(ρ)y

λ1ρσ1

)

× χ

(√
P ′′(ρ)(r + w)ω + ϵ

√
ρ−1P ′(ρ)y′

λ1ρσ1

)
× |û0(−ϵρω)|2 ρd−1dydy′drdwdωdρ.

In order to give a compact form, we introduce the following functions,

H(r, ω) :=
1

(2π)
d
2

∫
y·ω=0

eϵi
r2+|y|2

2 χ

(√
P ′′(ρ)rω + ϵ

√
ρ−1P ′(ρ)y

λ1ρσ1

)
dy,

F (r, ω) :=

∫ ∞

r

H(s, ω)ds,

Remark that since χ ∈ S(Rd), H decay rapidly at infinity, uniformly in ω. Thus, F is
well-defined. With these functions, we can rewrite the integral (4.8) as

1

(2π)d

∫ ∫ ∞

0

H(r, ω)

∫ ∞

0

H(r + w, ω)dwdr |û0(−ϵρω)|2 ρd−1dωdρ

=− 1

(2π)d

∫ ∫ ∞

0

∂rF (r, ω)F (r, ω)dr |û0(−ϵρω)|2 ρd−1dωdρ.

As a consequence,

lim
t→∞

Eχ,δ,Λ(u0, ϵt) = lim
t→∞

2ReE+(ϵt)

=− 2

(2π)d
Re

∫ ∫ ∞

0

∂rF (r, ω)F (r, ω)dr |û0(−ϵρω)|2 ρd−1dωdρ

=− 1

(2π)d

∫ ∫ ∞

0

∂

∂r
|F |2(r, ω)dr |û0(−ϵρω)|2 ρd−1dωdρ

=
1

(2π)d

∫
|F (0, ω)|2 |û0(−ϵρω)|2 ρd−1dωdρ,

where

|F (0, ω)|2 = 1

(2π)d

∣∣∣∣∣
∫ ∞

0

∫
y·ω=0

eϵi
r2+|y|2

2 χ

(√
P ′′(ρ)rω + ϵ

√
ρ−1P ′(ρ)y

λ1ρσ1

)
dydr

∣∣∣∣∣
2

,

which is exactly Galt
χ (ρ, ω) defined in (1.26), or (1.15) with σ1 = 0 and λ1 = 1. The limits

(1.14), (1.21), and (1.25) thus follow.

5. Study of Klein-Gordon equation

In this section, we shall prove Theorem 1.9 via a study of half-Klein-Gordon equation,
i.e. (E) with P (ξ) = ⟨ξ⟩. Let w be the (real) solution to Klein-Gordon equation (KG).
We have then

0 = (∂2t −∆+ 1)w = −
(
∂t
i
− P (Dx)

)(
∂t
i
+ P (Dx)

)
w.

Thus, the complex-valued function

u :=

(
∂t
i
+ P (Dx)

)
w,



32 MICROLOCAL PARTITION OF ENERGY FOR FRACTIONAL-TYPE DISPERSIVE EQUATIONS

is the unique solution to half-Klein-Gordon equation with initial data

u0 := u|t=0 =
w1

i
+ P (Dx)w0 ∈ L2.

Due to the fact that w is real-valued, we have the following relations

∂tw = − Imu, w = ⟨Dx⟩−1Reu.

In this section, we denote the truncation Op
(
aKG
ϵ (t)

)
, whose symbol is defined in

(1.31), as A(t), and define operators A±(t) as Op
(
aKG
± (t)

)
, where

(5.1) aKG
± (t) = χ

(
x± tP ′(ξ)

|t| 12+δ

)
1|x|>|tP ′(ξ)|χ

(
ξ

|t|ϵ

)
,

0 < δ < 1
2
, 0 < ϵ < 1, and χ ∈ C∞

c (Rd) are the same as in (1.31). Since we are interested
in the behavior as t→ +∞, it is harmless to assume t≫ 1. Before continuing the proof,
we clarify that all the involved operators are bounded uniformly in t≫ 1.

Lemma 5.1. There exists time-independent constant C > 0 and t0 ≫ 1, such that for
all t > t0,

∥A(t)∥L(L2), ∥A±(t)∥L(L2) ⩽ C.

Proof. It is obvious that P (ξ) = ⟨ξ⟩ satisfies hypothesis (Hp0,p1) with p0 = 1, P0 = 0, and
p1 = −2, P1 = 1. In what follows, we shall focus on symbols aKG

± (t) (with aKG
ϵ (t) treated

in the same way) and decompose them in high and low frequency. Let χ̃ ∈ C∞
c (Rd) be a

radial function which is equal to 1 in the ball B(0, 1) and vanishes outside a larger ball
B(0, 2). We may write

aKG
±,l (t) := aKG

± (t)χ̃(ξ), aKG
±,h(t) := aKG

± (t)(1− χ̃)(ξ).

For low frequency part aKG
±,l (t), it is easy to construct a symbol Pl(ξ) such that Pl

verifies hypothesis (Hp0,p1) with p0 = p1 = 1 and P0 = P1 = 0, and that Pl(ξ) = P (ξ) for
all |ξ| ⩽ 2. In this way, we have

aKG
±,l (t, x, ξ) = χ

(
x± tP ′

l (ξ)

|t| 12+δ

)
1|x|>|tP ′(ξ)|χ̃(ξ),

where the factor involving tϵ disappears since the symbol is supported for |ξ| ⩽ 2 ≪ tϵ,
by choosing t ≫ 1. Now, we may apply Proposition 2.1 to obtain the uniform-in-t
boundedess of operator with symbol

χ

(
x± tP ′

l (ξ)

|t| 12+δ

)
1|x|>|tP ′(ξ)|

and hence boundedness of the operator Op
(
aKG
±,l (t)

)
.

The boundedness of Op
(
aKG
±,h(t)

)
is actually an immediate consequence of Propo-

sition 2.2. More precisely, by choosing arbitrary ϵ′ such that (ϵ′, ϵ) satisfies conditions
(1.19) associated to P (i.e. with p0 = 1 and p1 = −2), namely

0 < ϵ′ ⩽
1

p0 + 1
=

1

2
, 0 < ϵ ⩽

1

−(p1 + 1)
= 1,

we are able to apply Proposition 2.2 to obtain the uniform boundedness of operator with
symbol

χ

(
x± tP ′(ξ)

t
1
2
+δ

)
1|x|>|tP ′(ξ)|(1− χ)

(
ξ

t−ϵ′

)
χ

(
ξ

tϵ

)
.
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If we add the high frequency truncation (1 − χ̃)(ξ), the symbol will be supported in
|ξ| ⩾ 1 ≫ t−ϵ′ since we have chosen t ≫ 1. As a result, the truncation (1 − χ) equals 1
and the uniform boundedness of Op

(
aKG
±,h(t)

)
follows.

We have shown that A±(t) = Op
(
aKG
±,l (t)

)
+ Op

(
aKG
±,h(t)

)
is uniformly bounded on

L2. By repeating the same argument and replacing Proposition 2.1, 2.2 by Theorem 1.8,
we may also obtain the uniform boundedness of A(t). □

Now we turn back to the proof of Theorem 1.9. By definition, the truncated energy
(1.30) can be expressed as

EKG
ϵ (±t) = ∥A(t) Imu(±t)∥2L2 +

∥∥∥∥A(t) Dx

⟨Dx⟩
Reu(±t)

∥∥∥∥2
L2

+

∥∥∥∥A(t) 1

⟨Dx⟩
Reu(±t)

∥∥∥∥2
L2

.

The three terms on the right hand side takes the form

(5.2) QKG
± (t, ϵ0, R) =

1

4

∥∥∥A(t)(Ru(±t) + ϵ0Ru(±t)
)∥∥∥2

L2
,

where ϵ0 ∈ {+,−} and R is a bounded Fourier multiplier taking values among 1,
Dx⟨Dx⟩−1, and ⟨Dx⟩−1. Due to the uniform boundedness of truncation operators A(t),
A±(t), (5.2) can be written as

1

4

∥∥∥A±(t)Ru(±t) + ϵ0A∓(t)Ru(±t)
∥∥∥2
L2

+O (∥(A(t)− A±(t))Ru(±t)∥L2)

+O
(∥∥∥(A(t)− A∓(t))Ru(±t)

∥∥∥
L2

)
=
1

4
∥A±(t)Ru(±t)∥2L2 +

1

4

∥∥∥A∓(t)Ru(±t)
∥∥∥2
L2

+ ϵ0Re
〈
A±(t)Ru(±t), A∓(t)Ru(±t)

〉
L2

+O (∥(A(t)− A±(t))Ru(±t)∥L2) +O
(∥∥∥(A(t)− A∓(t))Ru(±t)

∥∥∥
L2

)
=
1

2
∥A±(t)Ru(±t)∥2L2 + ϵ0Re

〈
A±(t)Ru(±t), A∓(t)Ru(±t)

〉
L2

+O (∥(A(t)− A±(t))Ru(±t)∥L2) ,

where we use the fact that for all complex-valued function f ∈ L2

A(t)f = A(t)f, A±(t)f = A∓(t)f.

In order to conclude the desired limit (1.30), it suffices to prove

Proposition 5.2. Let v0, v1,0 be two functions in L2. With A(t), A±(t) as above, we
have following limits:

lim
t→+∞

∥∥A±(t)e
±itP (Dx)v0

∥∥2
L2 =

1

4
∥v0∥2L2 ,(5.3)

lim
t→+∞

〈
A±(t)e

±itP (Dx)v0, A∓(t)e
∓itP (Dx)v0,1

〉
L2 = 0,(5.4)

lim
t→+∞

∥∥(A(t)− A±(t))e
±itP (Dx)v0

∥∥2
L2 = 0.(5.5)

Once Proposition 5.2 is proved, we may apply the three limits with v0 = Ru0 and
v0,1 = Ru0 to obtain that

lim
t→+∞

QKG
± (t, ϵ0, R) =

1

8
∥Ru0∥2L2 ,

since, due to the definition of u, we have, for all t ∈ R,

Ru(t) = eitP (Dx)Ru0, Ru(t) = e−itP (Dx)Ru0.
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As a result, the limit (1.30) follows from

lim
t→±∞

EKG
ϵ (w0, w1, t) = lim

t→+∞
EKG

ϵ (w0, w1,±t)

= lim
t→+∞

QKG
± (t,−1, 1) +QKG

± (t,−1, Dx⟨Dx⟩−1) +QKG
± (t, 1, ⟨Dx⟩−1)

=
1

8

(
∥u0∥2L2 +

∥∥∥∥ Dx

⟨Dx⟩
u0

∥∥∥∥2
L2

+

∥∥∥∥ 1

⟨Dx⟩
u0

∥∥∥∥2
L2

)
=

1

4
∥u0∥2L2 =

1

4

(
∥w0∥2H1 + ∥w1∥2L2

)
.

In the rest of this section, we shall prove the limits (5.3), (5.4), and (5.5). We have
seen that operators A(t), A±(t) are bounded uniformly in t > t0 ≫ 1. As a result, it
suffices to calculate these limits for those v0, v0,1 belonging to some dense subspace of L2.
In what follows, we assume v̂0, v̂0,1 are smooth and supported in a annulus centered at
zero.

The first limit (5.3) is no more than a consequence of (1.22) with P (ξ) = ⟨ξ⟩, ϵ1 = ϵ,
χh = χ, and any ϵ0 ∈]0, 1

2
]. The exceptional truncation χl is not a problem, since it

disappears when |t| is large enough. For the remaining results (5.4) and (5.5), we will
apply a similar argument as in the proof of Proposition 4.1 for super-critical case.

5.1. Limit of interaction term. We first calculate the limit (5.4). Clearly, via conju-
gation, it is enough to study the limit of

(5.6)
〈
A+(t)e

itP (Dx)v0, A−(t)e
−itP (Dx)v0,1

〉
L2 ,

since the other one can be recovered by relation

⟨A−(t)e−itP (Dx)v0, A+(t)e+itP (Dx)v0,1⟩L2 =
〈
A−(t)e−itP (Dx)v0, A+(t)eitP (Dx)v0,1

〉
L2

=
〈
A+(t)e

itP (Dx)v0, A−(t)e
−itP (Dx)v0,1

〉
L2 ,

where the Fourier transform of v0, v0,1 still belongs to the class C∞
c (Rd\{0}).

By definition (5.1) of A±(t) = Op
(
aKG
± (t)

)
, (5.6) equals, in polar system, to

1

(2π)2d

∫
ei(rρω·θ−rρ′ω·θ′)eit(P (ρ)+P (ρ′))χ

(
rω + tP ′(ρ)θ

t
1
2
+δ

)
χ

(
rω − tP ′(ρ′)θ′

t
1
2
+δ

)
× 1 r

t
>P ′(ρ),P ′(ρ′)v̂0(ρθ)v̂0,1(ρ′θ′)(rρρ

′)d−1dθdθ′dωdrdρdρ′.

Here we may omit the truncation in ξ = ρθ and ξ′ = ρ′θ′ by taking t≫ 1. As in previous
section, we focus on the integral in θ and θ′, which are equal to, by Lemma B.5,∫

eirρω·θχ

(
rω + tP ′(ρ)θ

t
1
2
+δ

)
v̂0(ρθ)dθ

= e−irρµd−1S+

− d−1
2

(ω, µ, ρ,
r

t
− P ′(ρ), t; rρµ2)κ

(r
t

)
,∫

e−irρ′ω·θ′χ

(
rω − tP ′(ρ′)θ′

t
1
2
+δ

)
v̂0,1(ρ′θ′)dθ

′

= e−irρ′µd−1S−
− d−1

2

(ω, µ, ρ′,
r

t
− P ′(ρ′), t; rρ′µ2)κ

(r
t

)
,

respectively, where µ = tδ−
1
2 and S±

m(ω, µ, ρ, r
′, t; ζ) is supported for ζ > c > 0, ρ ∼ 1 and

|r′| ≲ µ and satisfies for all α ∈ Nd−1, j, k, l, γ ∈ N,

|∂αω∂jµ∂kρ∂lr′∂
γ
ζ Sm| ⩽ Cµ−(|α|+j+l)⟨ζ⟩m−γ.

Here we add extra factor κ ∈ C∞
c (]0,+∞[), which equals to 1 in a neighborhood of 1,

due to the support of integrand.
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As a consequence, (5.6) reads

1

(2π)2d

∫
ei[r(−ρ−ρ′)−t(−P (ρ)−P (ρ′))]S+

0 (ω, µ, ρ,
r

t
− P ′(ρ), t; rρµ2)

× S−
0 (ω, µ, ρ

′,
r

t
− P ′(ρ′), t; rρ′µ2)κ2

(r
t

)
1 r

t
>P ′(ρ),P ′(ρ′)

× v̂0(ρθ)v̂0,1(ρ′θ′)(ρρ
′)

d−1
2 dωdrdρdρ′,

which can be rewritten as I(t,−,−,−,−;F ) defined in (4.5), with
(5.7)

F (ρ, ρ′, r, t; ζ, ζ ′) = S+
0 (ω, t

δ− 1
2 , ρ,

ζ

t
, t; rρt2δ−1)S−

0 (ω, t
δ− 1

2 , ρ′,
ζ ′

t
, t; rρ′t2δ−1)κ2

(r
t

)
.

In [9], the author has proved in Proposition 3.1.1 that

Proposition 5.3. Let F (ρ, ρ′, r, t; ζ, ζ ′) be a smooth function on R4
+ × R2 and δ′ ∈]1

2
, 1[.

Assume that F is supported for

ρ, ρ′ ∼ 1, r ∼ t, |ζ|, |ζ ′| ≲ tδ
′
,

and for all j, j′, k, γ, γ′ ∈ N,

|∂jρ∂
j′

ρ′∂
k
r ∂

γ
ζ ∂

γ′

ζ′F (ρ, ρ
′, r, t; ζ, ζ ′)| ≲ t−δ′(k+γ+γ′).

Under all the assumptions above, we have

lim
t→+∞

I(t,±,±,±,±;F ) = 0.

It is easy to check that the function F defined in (5.7) satisfies the conditions above
with δ′ = δ + 1

2
and limit (5.4) follows.

5.2. Limit of energy outside the truncation area. It remains to prove (5.5), which
requires a study of the L2-norm of (A(t) − A±(t))e

±itP (Dx)v0. As in previous part, by
conjugation, it suffices to focus on

(A(t)− A+(t))e
itP (Dx)v0(x) =

1

(2π)d

∫
eixξeitP (ξ)(1− χ)

(
x+ tP ′(ξ)

t
1
2
+δ

)
1|x|>|tP ′(ξ)|v̂0(ξ)dξ,

where we omit again the truncation in ξ by assuming t≫ 1. Actually, we have

(A(t)− A−(t))e−itP (Dx)v0 = (A(t)− A+(t))e
itP (Dx)v0,

with v̂0 belonging to the same subspace C∞
c (Rd\{0}).

We first check that the L2-norm of (A(t)−A+(t))e
itP (Dx)v0 concentrates near |x| = t,

i.e.

Lemma 5.4. There exists a radial function κ ∈ C∞
c (Rd) supported in an annulus centered

at zero, such that, when t→ +∞,

(A(t)− A+(t))e
itP (Dx)v0 = κ

(x
t

)
(A(t)− A+(t))e

itP (Dx)v0 +OL2(t−N),

for any N ∈ N.

Proof. Let κ0 ∈ C∞
c (Rd) be a radial function supported near zero and equal to 1 near

zero. By definition,

(A(t)− A+(t))e
itP (Dx)v0(x) =

1

(2π)d

∫
eixξeitP (ξ)(1− χ)

(
x+ tP ′(ξ)

t
1
2
+δ

)
1|x|>|tP ′(ξ)|v̂0(ξ)dξ.
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Due to the support of integrand, namely 0 < c < |ξ| < C and |x| > tP ′(|ξ|), the function
above is supported for |x| > tc0, where 0 < c0 < P ′(c). That is to say, when Suppκ0 is
chosen small enough,

κ0

(x
t

)
(A(t)− A+(t))e

itP (Dx)v0(x) = 0, ∀t, x.

Let κ1 ∈ C∞
c (Rd) be a radial function supported outside the unit ball. We further

assume that κ1 equals to 1 away from zero. By observing that |P ′(ξ)| < 1 for all ξ ∈ Rd,
we have

κ1

(x
t

)
(A(t)− A+(t))e

itP (Dx)v0(x) =
κ1
(
x
t

)
(2π)d

∫
ei(xξ+tP (ξ))(1− χ)

(
x+ tP ′(ξ)

t
1
2
+δ

)
v̂0(ξ)dξ.

Remark that the non-smooth term 1|x|>t|P ′(ξ)| is identically 1 as we add the cut-off κ1.
By integration by parts in ξ, we may rewrite the quantity above as

κ1
(
x
t

)
(2π)d

∫
ei(xξ+tP (ξ))−∂ξ

i
·
[
x+ tP ′(ξ)

|x+ tP ′(ξ)|2
(1− χ)

(
x+ tP ′(ξ)

t
1
2
+δ

)
v̂0(ξ)

]
dξ

=
κ1
(
x
t

)
(2π)d

∫
ei(xξ+tP (ξ))q1(t, x, ξ)v̂0(ξ)dξ +

κ1
(
x
t

)
(2π)d

∫
ei(xξ+tP (ξ))q0(t, x, ξ) · v̂1(ξ)dξ,

where v1(x) = xv0(x), and

q0(t, x, ξ) =
−∂ξ
i

[
x+ tP ′(ξ)

|x+ tP ′(ξ)|2
(1− χ)

(
x+ tP ′(ξ)

t
1
2
+δ

)]
,

q1(t, x, ξ) =
x+ tP ′(ξ)

|x+ tP ′(ξ)|2
(1− χ)

(
x+ tP ′(ξ)

t
1
2
+δ

)
are smooth symbols satisfying for all α, β ∈ Nd,∣∣∣∂αx∂βξ qk(t, x, ξ)∣∣∣ ≲ t−2δt−( 1

2
+δ)|α|t(

1
2
−δ)|β|, k = 0, 1.

By Calderon-Vaillancourt Theorem (Lemma A.11) and Lemma A.4, the L(L2)-norm of
operators Op (qk)’s is bounded by t−2δ, which implies that∥∥∥κ1 (x

t

)
(A(t)− A+(t))e

itP (Dx)v0

∥∥∥
L2

≲ t−2δ (∥v0∥L2 + ∥v1∥L2) ∼ t−2δ∥⟨x⟩v0∥L2 .

By repeating this procedure for M times, we obtain∥∥∥κ1 (x
t

)
(A(t)− A+(t))e

itP (Dx)v0

∥∥∥
L2

≲ t−2Mδ∥⟨x⟩Mv0∥L2 ≲ t−2Mδ.

The last estimate follows from the fact that v0 is a Schwartz function. The proof is
completed by choosing κ = 1− κ0 − κ1. □

Thanks to Lemma 5.4, it remains to estimate the L2(dx)-norm of

κ
(x
t

)
(A(t)− A+(t))e

itP (Dx)v0(x),

or equivalently, in polar system, the L2(rd−1drdω)-norm of I(t, r, ω) defined by

(5.8) I(t, r, ω) = κ
(r
t

)∫
eirρω·θeitP (ρ)(1− χ)

(
rω + tP ′(ρ)θ

t
1
2
+δ

)
1r>tP ′(ρ)v̂0(ρθ)ρ

d−1dρdθ

To begin with, we decompose (5.8) into three parts I+(t, r, ω), I−(t, r, ω), I0(t, r, ω)
by inserting

χ0

(
ω + θ

tδ−
1
2

)
, χ0

(
ω − θ

tδ−
1
2

)
, 1− χ0

(
ω + θ

tδ−
1
2

)
− χ0

(
ω − θ

tδ−
1
2

)
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to the integral respectively, where χ0 ∈ C∞
c (Rd) is radial, supported in a small ball

centered at zero, and equal to 1 near zero. The desired result (5.5) thus follows from the
lemma below :

Lemma 5.5. For all N ∈ N, there exists constants C, CN which is independent of t, r, ω,
such that

∥I+(t, r, ω)∥2L2(rd−1drdω) ⩽ CN t
−N ,(5.9)

∥I−(t, r, ω)∥2L2(rd−1drdω) ⩽ Ct−1,(5.10)

∥I0(t, r, ω)∥2L2(rd−1drdω) ⩽ CN t
−N .(5.11)

Proof of (5.9). The integral I+(t, r, ω), by definition, reads

κ
(r
t

)∫
ei[rρω·θ+tP (ρ)](1− χ)

(
rω + tP ′(ρ)θ

t
1
2
+δ

)
χ0

(
ω + θ

tδ−
1
2

)
1r>tP ′(ρ)v̂0(ρθ)ρ

d−1dρdθ.

The intergand of I+ is supported for

|r−tP ′(ρ)| = |−rθ+tP ′(ρ)θ| ⩾ |rω+tP ′(ρ)θ|−r|θ+ω| ⩾ ct
1
2
+δ−Cc0t×tδ−

1
2 = (c−Cc0)t

1
2
+δ,

where 0 < c0 ≪ 1 is the radius of Suppχ0. This implies that

|r − tP ′(ρ)| ⩾ c′t
1
2
+δ.

As a consequence, the integrand of I+ is smooth. This allows us to apply integration by
parts in ρ, since ρ ∼ 1 and

|rω · θ + tP ′(ρ)| ⩾ | − r + tP ′(ρ)| − r|ω + θ| ⩾ (c− 2Cc0)t
1
2
+δ ⩾ c′′t

1
2
+δ.

More precisely, by using

ei[rρω·θ+tP (ρ)] =
−i

rω · θ + tP ′(ρ)
∂ρe

i[rρω·θ+tP (ρ)],

one may gain t−( 1
2
+δ) from |rω · θ + tP ′(ρ)|−1 and t

1
2
−δ from each ∂ρ. In conclusion, after

M times integration by parts in ρ we have

|I+(t, r, ω)| ≲ t−2Mδ.

Due to factor κ, I+ is supported for r ∼ t, which implies that

∥I+(t, r, ω)∥2L2(rd−1drdω) ≲ t−4Mδ+d ⩽ t−N ,

where M is large enough so that 4Mδ − d ⩾ N . □

Proof of (5.10). The integral I− will be treated as in Section 4. We first observe that the
integrand of I−(t, r, ω), which reads

κ
(r
t

)∫
ei[rρω·θ+tP (ρ)](1− χ)

(
rω + tP ′(ρ)θ

t
1
2
+δ

)
χ0

(
ω − θ

tδ−
1
2

)
1r>tP ′(ρ)v̂0(ρθ)ρ

d−1dρdθ,

is supported for, as t≫ 1,

|rω + tP ′(ρ)θ| ⩾ |rθ + tP ′(ρ)θ| − r|ω − θ| ⩾ r + tP ′(ρ)− Cc0t
1
2
+δ ⩾ c′t,

where 0 < c0 ≪ 1 is the radius of Suppχ0. That is to say, the factor (1−χ) is identically
1, and I− becomes

κ
(r
t

)∫ min(ρ1,(P ′)−1(r/t))

ρ0

eitP (ρ)

∫
Sd
eirρω·θχ0

(
ω − θ

tδ−
1
2

)
v̂0(ρθ)dθρ

d−1dρ,
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where v̂0(ρθ) is supported for ρ ∈ [ρ0, ρ1] and we use the convention (P ′)−1(s) = +∞
when s ⩾ 1. Now, we may apply Lemma B.1 with λ = rρ, µ = tδ−

1
2 , and

F (x, y, z, µ; ρ) = χ0

(
y − z

µ

)
χ̃0

(
x− y

µ

)
v̂0(ρy).

Here χ̃0 ∈ C∞
c (Rd) is chosen to be equal to 1 on the support of χ0. Note that F has to be

taken at (x, y, z) = (ω, θ, ω) in order to recover the above integral. This corresponds in
the statement of Lemma B.1 to x = θ, y = θ′, and z = ω (and no variable ω′). The extra
term ρ is an extra parameter staying in a compact subset. Due to our choice of µ, it is
clear that r ∼ t and ρ ∼ 1 imply λµ2 ⩾ ct2δ ≫ 1. As a result, the integral in θ equals to∫

Sd
eirρω·θχ0

(
ω − θ

tδ−
1
2

)
v̂0(ρθ)dθ = (2π)

d−1
2 eirρµd−1S− d−1

2
(ω, ρ, µ; rρµ2),

with Sm(ω, ρ, µ; ζ) smooth, supported for ρ ∼ 1, ζ > 1, and satisfying for all α,∈ N,
j, k, γ ∈ N

|∂αω∂jρ∂kµ∂
γ
ζ S

±
m(ω, ρ, µ; ζ)| ⩽ Cµ−|α|−k⟨ζ⟩m−γ.

This formulation allows us to rewrite I−r
d−1
2 , up to multiplication with constants, as

I−(t, r, ω)r
d−1
2 = κ

(r
t

)∫ min(ρ1,(P ′)−1(r/t))

ρ0

ei[rρ+tP (ρ)]S0(ω, ρ, µ; rρµ
2)ρ

d−1
2 dρ.

Now, we may apply integration by parts in ρ. Due to the fact that r + tP ′(ρ) ∼ t and
min(ρ1, (P

′)−1(r/t)) ∼ 1, the boundary terms and remaining term are all bounded by
t−1, namely ∣∣∣I−(t, r, ω)r d−1

2

∣∣∣ ≲ 1r∼tt
−1,

which implies (5.10). □

Proof of (5.11). Unlike the study of I±, I0 will be estimated via integration by parts in
θ variable. It is clear that the integrand of

I0(t, r, ω) =κ
(r
t

)∫
eirρω·θeitP (ρ)(1− χ)

(
rω + tP ′(ρ)θ

t
1
2
+δ

)
1r>tP ′(ρ)v̂0(ρθ)ρ

d−1

×
[
1− χ0

(
ω + θ

tδ−
1
2

)
− χ0

(
ω − θ

tδ−
1
2

)]
dρdθ

is supported away from {θ ± ω = 0}, which allows us to rewrite the integral above in
local coordinate

θ = hω +
√
1− h2y, h ∈ [−1, 1], y ∈ ω⊥ ∩ Sd−1,

where ω⊥ is defined as the hyperplane {y ∈ Rd : y · ω = 0}. In this way, we may rewrite
I0 as
(5.12)

κ
(r
t

)∫
eirρhF0(t, r, ρ, ω, hω +

√
1− h2y)(1− h2)

d
2
−1

×
[
1− χ0

(
(h+ 1)ω +

√
1− h2y

tδ−
1
2

)
− χ0

(
(h− 1)ω +

√
1− h2y

tδ−
1
2

)]
dhdydρ,

where

F0(t, r, ρ, ω, θ) = eitP (ρ)(1− χ)

(
rω + tP ′(ρ)θ

t
1
2
+δ

)
1r>tP ′(ρ)v̂0(ρθ)ρ

d−1.

Remark that due to the cut-off away from ±ω, the integrand of (5.12) is supported for

|(h± 1)ω +
√
1− h2y|2 ⩾ ct2δ−1.
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By developing the inequality above we obtain
√
1− h2 ⩾ c′tδ−

1
2 .

Thus, F0 is supported for ρ ∼ 1 and satisfies for all k ∈ N,∣∣∣∂kh (F0(t, r, ρ, ω, hω +
√
1− h2y)

)∣∣∣ ≲ t(1−2δ)k.

The same estimates hold for (1 − h2)
d
2
−1 and cut-off χ0’s in dimension d ⩾ 2, while in

trivial case d = 1, I0 is identically zero.
Now, we may apply M times integration by parts in h for (5.12). As r ∼ t, ρ ∼ 1,

each ∂h in the amplitude gives t1−2δ, we have

|I0(t, r, ω)| ≲ 1r∼tt
−2Mδ,

and (5.11) follows from

∥I0(t, r, ω)∥2L2(rd−1drdω) ≲ t−4Mδ+d ≲ t−N ,

by choosing 4Mδ − d ⩾ N . □

Appendix A. Technical lemmas

This appendix is a collection of technical lemmas which are used in previous sections.

A.1. Some technical inequalities.

Lemma A.1. For any real number m > d − 1, there exists constant C = C(m, d) > 0,
such that

sup
ξ∈Rd

∫
Sd−1

⟨Rω − ξ⟩−mdω ⩽ CR−(d−1).

Proof. By change of variable, it is equivalent to study the boundedness of∫
RSd−1

K(ω − ξ)dω,

where K(x) = (1+ |x|m)−1. This integral can be regarded as a convolution of K and the
Borel measure µR, which is defined by

∀ϕ ∈ Cc(Rd), ⟨µR, ϕ⟩ :=
∫
RSd−1

ϕ(ω)dω.

We introduce the α-dimensional density of a Borel measure µ:

M (α)
µ (x) := sup

r>0

µ(B(x, r))

rα
.

Remark that M
(d−1)
µR (ξ) = M

(d−1)
µ1 (ξ/R) and that M

(d−1)
µ1 is a bounded function. Thus,

M
(d−1)
µR (ξ) is bounded uniformly in R > 0 and ξ ∈ Rd.

Now, it suffices to show that there exists some constant c = c(m, d), such that for
any Borel measure µ on Rd,

K ∗ µ(ξ) ⩽ cM (d−1)
µ (ξ).
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By applying a translation, the problem can be reduced to the case ξ = 0.

K ∗ µ(0) =

∫
Rd

K(−y)dµ(y)

=

∫
Rd

K(y)dµ(y)

= lim
n→∞

1

n

n∑
j=1

µ(B(0, r
(n)
j )),

where that last equality follows from dominated convergence theorem, with r
(n)
j defined

by K−1(1− j
n
) = r

(n)
j Sd−1. We may calculate r

(n)
j explicitly r

(n)
j =

(
j/n

1−j/n

) 1
m
. Therefore,

by definition of (d− 1)-dimensional density, we have

K ∗ µ(0) ⩽M (d−1)
µ (0) lim

n→∞

1

n

n∑
j=1

(
r
(n)
j

)d−1

=M (d−1)
µ (0) lim

n→∞

1

n

n∑
j=1

(
j/n

1− j/n

) d−1
m

=M (d−1)
µ (0)

∫ 1

0

(
x

1− x

) d−1
m

dx.

The last quantity is finite since m > d− 1. □

Lemma A.2. Let S−1 ∈ C∞(R) with |S(α)
−1 (ξ)| ⩽ Cα⟨ξ⟩−1−α, for any α ∈ N. Then, for

any N ∈ N, there exists some constant C, such that

(A.1)

∣∣∣∣∫
R
eiλξS−1(ξ)dξ

∣∣∣∣ ⩽ C⟨λ⟩−N(1 + log−(|λ|)), ∀λ ̸= 0,

where the integral on the left hand side should be understood as oscillatory integral and
the function log− is defined by:

log−(t) :=

{
| log(t)| if t ∈]0, 1[

0 otherwise

Proof. For simplicity, we may assume λ > 0 and that S−1 is supported in [c0,∞[ for some
c0 > 0.

When λ ⩾ c for some small constant c > 0, we may apply integration by part on ξ,
then the left hand side of (A.1) can be controlled by

C

λ

∫
R
⟨ξ⟩−2dξ ≲ ⟨λ⟩−1.

To obtain arbitrary polynomial decrease for large λ, we only need to apply integration
by parts several times.

When λ < c, we introduce a cut-off χ ∈ C∞
c (R), such that χ = 1 in a large neigh-

bourhood of 0. For the part where |λξ| is small:∣∣∣∣∫
R
eiλξS−1(ξ)χ(λξ)dξ

∣∣∣∣ ⩽ C

∫ c2
λ

c1

dξ

ξ
⩽ C ′(1 + log−(λ)).

For the remaining part where |λξ| is large, we need to estimate∫
R
eiλξS−1(ξ)(1− χ)(λξ)dξ.
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By applying integration by parts in ξ, we will obtain two integrals. The first one is of
the form ∫

R
eiλξS−1(ξ)χ

′(λξ)dξ,

which can be treated as above. The second one take the form

1

λ

∫
R
eiλξS−2(ξ)(1− χ)(λξ)dξ,

which is bounded by
1

λ

∫
|ξ|> c′

λ

⟨ξ⟩−2dξ ⩽ C.

□

Lemma A.3 (Cotlar-Stein Lemma). Let H be a Hilbert space and {Tj}j∈N be a series of
bounded operators on H. If

A = sup
j∈N

∑
k∈N

∥TjT ∗
k ∥

1
2

L(H) < +∞,(A.2)

B = sup
j∈N

∑
k∈N

∥T ∗
j Tk∥

1
2

L(H) < +∞,(A.3)

the operator T =
∑

j∈N Tj is well-defined via point-wise limit

∀u ∈ H, Tu := lim
J→+∞

J∑
j=0

Tju in H.

Moreover, T is bounded on H with estimate

(A.4) ∥T∥L(H) ⩽
√
AB.

The inequality (A.4) was first given in [7] for finite sum with ∥TjT ∗
k ∥L(H) and ∥T ∗

j Tk∥L(H)

decreasing exponentially in |j − k|. The generalized version stated above and its proof
can be found, for example, in Theorem 1, Chapter VII of [19].

A.2. Criteria on L2-boundedness of pseudo-differential operators.

Lemma A.4. Let a be a symbol on Rd and λ > 0. The rescaled symbol

aλ(x, ξ) := a(λx,
ξ

λ
)

satisfies

∥Op(aλ)∥L(L2) = ∥Op(a)∥L(L2).

Lemma A.5. Let a be a symbol on Rd and symbol ã is defined as

ã(x, ξ) := a(ξ, x).

Then we have

∥Op (a) ∥L(L2) = ∥Op (ã) ∥L(L2).
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Lemma A.6. Let K be a kernel function of operator K defined as

Ku(x) :=
∫
K(x, x− y)u(y)dy.

If there exists K0 ∈ L1(Rd) such that

|K(x, z)| ⩽ K0(z), ∀x, z ∈ Rd,

we have
∥K∥L(L2) ⩽ ∥K0∥L1 .

Lemma A.7. Let a and b be symbols satisfying

|a(x, ξ)| ⩽ b(x, ξ),

and B ∈ L(L2) be an operator defined by

Bu(x) =

∫
b(x, ξ)v(ξ)dξ.

Then
∥Op(a)∥L(L2) ⩽ ∥B∥L(L2).

Lemma A.8. Let m : Sd−1 × Sd−1×]0,∞[→ C be a smooth function satisfying for all
α, α′ ∈ Nd−1 and N ∈ N

|∂αω∂α
′

ω′m(ω, ω′, µ)| ⩽ Cα,α′,NAµ
−|α|−|α′|⟨d(ω,−ω

′)

µ
⟩−N ,

where A is a quantity independent of ω and ω′, d is the distance on the sphere Sd−1. For
all λ > 0, the operator Tλ is defined by

Tλu(ω
′) =

∫
Sd−1

eiλωω
′
m(ω, ω′, µ)u(ω)dω.

Then there exists a constant C > 0, such that

∥Tλ∥L(L2(Sd−1)) ⩽ CAλ−
d−1
2 .

The case of µ ∈ [1,∞[ is classical, the proof of which can be found in, for example,
[18], Theorem 2.1.1. As for the case µ ∈]0, 1], one may refer to [9]. A direct consequence
is stated as following:

Lemma A.9. Let a(x, ξ, µ) be a smooth symbol on Rd × Rd depending on a parameter
µ ∈]0,∞[. Let b be a function on R2

+, such that the associated operator B defined below
is bounded on L2(R+), namely

(A.5) ∥B∥L(L2(R+)) <∞, Bf(r) =

∫ ∞

0

b(r, ρ)f(ρ)dρ.

If, in polar system x = rω, ξ = ρθ, a(x, ξ, µ) satisfies for all α, β ∈ Nd−1 and N ∈ N,

(A.6) |∂αω∂
β
θ a(rω, ρθ, µ)| ⩽ Cα,β,Nb(r, ρ)µ

−|α|−|β|⟨d(ω,−θ)
µ

⟩−N ,

then we have

(A.7) ∥Op(a)∥L(L2(Rd)) ⩽ C∥B∥L(L2(R+)),

where C > 0 is a universal constant.
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Proof. By definition of Op(a), we have

Op(a)u(rω) =
1

(2π)d

∫ ∞

0

∫
Sd−1

eirρωθa(rω, ρθ)û(ρθ)ρd−1dθdρ.

It is easy to check that ∥f(ρ, θ)∥L2(dρdθ) = (2π)
d
2∥u∥L2(Rd), with f(ρ, θ) = û(ρθ)ρ

d−1
2 .

Thus,

∥Op(a)u∥L2(Rd) = ∥Op(a)u(rω)r
d−1
2 ∥L2(drdω)

=

∥∥∥∥ 1

(2π)d

∫ ∞

0

∫
Sd−1

eirρωθa(rω, ρθ)f(ρ, θ)(rρ)
d−1
2 dθdρ

∥∥∥∥
L2(drdω)

⩽ C0

∥∥∥∥∫ ∞

0

(rρ)
d−1
2 ∥
∫
Sd−1

eirρωθa(rω, ρθ)f(ρ, θ)dθ∥L2(dω)dρ

∥∥∥∥
L2(dr)

.

By applying previous lemma withm(ω, θ, µ) = a(rω, ρθ, µ), where r, ρ should be regarded
as parameters, A = b(r, ρ), and λ = rρ, we obtain

∥
∫
Sd−1

eirρωθa(rω, ρθ)f(ρ, θ)dθ∥L2(dω) ⩽ C1(rρ)
− d−1

2 b(r, ρ)∥f(θ, ρ)∥L2(dθ).

Thus,

∥Op(a)u∥L2(Rd) ⩽ C0C1

∥∥∥∥∫ ∞

0

b(r, ρ)∥f(θ, ρ)∥L2(dθ)dρ

∥∥∥∥
L2(dr)

⩽ C0C1∥B∥L(L2(R+))∥f(θ, ρ)∥L2(dθdρ) = C∥B∥L(L2(R+))∥u∥L2(Rd).

□

Lemma A.10. Let a be a symbol on Rd, depending on some parameter λ ∈]0,∞[. If for
all α ∈ Nd,

sup
x∈Rd

∥∂αξ a(x, ·)∥L1
ξ
⩽ Cαλ

d−|α|,

the operator Op (a) is bounded on L2, uniformly in λ.

Proof. Due to Lemma A.4, the problem can be reduced to the case λ = 1. The kernel of
operator Op (a) is K(x, y) = J(x, x− y), where

J(x, z) =
1

(2π)d

∫
eiz·ξa(x, ξ)dξ.

We first observe that, for all x ∈ Rd, |J(x, z)| ⩽ (2π)−d∥a(x, ·)∥L1
ξ
, which is uniformly

bounded. Then, by integration by part, we have, for all N ∈ N,∣∣|z|2NJ(x, z)∣∣ ≲ ∑
|α|=2N

∣∣∣∣∫ eiz·ξ∂αξ a(x, ξ)dξ

∣∣∣∣
≲
∑

|α|=2N

sup
x∈Rd

∥∂αξ a(x, ·)∥L1
ξ
⩽ Cα.

That is to say, J is bounded and has any polynomial decay in z, uniformly in x. In
particular,

|K(x, y)| = |J(x, x− y)| ≲ ⟨x− y⟩−(d+1).

The conclusion follows from Schur’s Lemma. □
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Lemma A.11 (Calderon-Vaillancourt Theorem). For smooth symbol a ∈ C∞(Rd ×Rd),
the following estimate holds :

(A.8) ∥Op (a) ∥L(L2) ≲ sup
|α|,|β|⩽Nd

∥∂αx∂
β
ξ a∥L∞(Rd

x×Rd
ξ)
,

where Nd is a universal constant depending only on dimension d.

The earliest version of (A.8) was given in [1] where αj, βj are required to be no more
than 3 for all j = 1, 2, · · · , d. Then, in [2], the authors optimized it to Nd = [d

2
]+1, while

some other assumptions in α, β are given in the same paper. The readers may also find
an alternative proof via Gabor transform in [13].

Appendix B. Stationary phase lemmas

Lemma B.1. Let
F : (Sd−1)4×]0, 1] → C

(θ, θ′, ω, ω′, µ) 7→ F (θ, θ′, ω, ω′, µ)

be a smooth function supported for d(θ′, θ)+d(θ′, ω′) < δ′, where d is the metric on sphere
Sd−1 and δ′ > 0 is a small constant. We assume that F satisfies for all α, α′, β, β′ ∈ N,
j,N ∈ N

|∂αθ ∂α
′

θ′ ∂
β
ω∂

β′

ω′∂
j
µF | ⩽ Cµ−|α|−|α′|−|β|−j⟨d(θ

′, ω)

µ
⟩−N .

For any parameter λ > 0, we define the integral

I±(θ, ω, ω
′;λ, µ) =

∫
Sd−1

e±iλθθ′F (θ, θ′, ω, ω′, µ)dθ′.

If δ′ is small enough (depending on the sphere Sd−1), and λµ2 ⩾ c > 0, then we can
write

I±(θ, ω, ω
′;λ, µ) = e±iλµd−1S±

− d−1
2

(θ, ω, ω′, µ;λµ2),

where S±
− d−1

2

(θ, ω, ω′, µ; ζ) is a smooth function supported for d(θ, ω′) ⩽ 2δ′, satisfying for

all α, β, β′ ∈ N, j, γ,N ∈ N

(B.1) |∂αθ ∂βω∂
β′

ω′∂
j
µ∂

γ
ζ S

±
− d−1

2

| ⩽ Cµ−|α|−|β|−j⟨ζ⟩−
d−1
2

−γ⟨d(θ, ω)
µ

⟩−N .

Moreover, for |ζ| ⩾ c > 0, S±
− d−1

2

(θ, ω, ω′, µ; ζ) can be decomposed as

(B.2) (2π)
d−1
2 e∓iπ

4
(d−1)F (θ, θ, ω, ω′, µ)ζ−

d−1
2 + S±

− d+1
2

(θ, ω, ω′, µ; ζ),

where S±
− d+1

2

(θ, ω, ω′, µ; ζ) is smooth and supported for d(θ, ω′) ⩽ 2δ′, satisfying the esti-

mate (B.1) with d− 1 replaced by d+ 1.

Lemma B.2. Let

F0 : (Sd−1)4×]0, 1] → C
(θ, θ′, ω, ω′, µ) 7→ F (θ, θ′, ω, ω′, µ)

be a smooth function supported for min(d(θ′, θ), d(θ′,−θ)) > δ′ > 0, where d is the metric
on sphere Sd−1 and δ′ is constant. We assume that F satisfies for all α, α′, β, β′ ∈ N,
j,N ∈ N

|∂αθ ∂α
′

θ′ ∂
β
ω∂

β′

ω′∂
j
µF0| ⩽ Cµ−|α|−|α′|−|β|−j⟨d(θ

′, ω)

µ
⟩−N .
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For any parameter λ > 0, the integral

I±(θ, ω, ω
′;λ, µ) =

∫
Sd−1

e±iλθθ′F0(θ, θ
′, ω, ω′, µ)dθ′

can be written as

I±(θ, ω, ω
′;λ, µ) = e±iλθωµd−1R±(θ, ω, ω′, µ;λµ),

where R±(θ, ω, ω′, µ; ζ) is a smooth function satisfying for all α, β, β′ ∈ N, j, γ,N ∈ N

(B.3) |∂αθ ∂βω∂
β′

ω′∂
j
µ∂

γ
ζR

±| ⩽ Cµ−|α|−|β|−j⟨ζ⟩−N .

For the proof of Lemma B.1 and B.2, one may find a general result in [9], Proposition
A.1.1.

Remark B.3. In Lemma B.1 and Lemma B.2, the dependence on ω′ is not crucial in the
proof, we may eliminate the conditions and results involving ω′. Meanwhile, if F (resp.
F0) depends on some other parameters, the same condition can be inherited by S− d−1

2

(resp. R) from F (resp. F0).

Lemma B.1 and B.2, together with Remark B.3, result in the following lemmas,
which are important techniques used in the main text.

Lemma B.4. Let
G : (Sd−1)2×]0, 1] → C

(θ′, ω, µ) 7→ G(θ′, ω, µ)

be a smooth function supported for d(θ′, ω) < δ′, where d is the metric on Sd−1 and δ′ > 0
is a small constant. We further assume that, for all α′, β ∈ Nd−1, j,N ∈ N,

|∂α′

θ′ ∂
β
ω∂

j
µG| ≲ µ−|α′|−|β|−j⟨d(θ

′, ω)

µ
⟩−N .

For λ > 0, ϵ ∈ {±}, we define

I(θ, ω, µ;λ) :=

∫
Sd−1

eϵiλθ·θ
′
G(θ′, ω, µ)dθ′.

Then, under the conditions that δ′ is small enough and that λµ2 > c > 0 for some constant
c, the integral I may be written as the sum of principal terms

e±ϵiλµd−1S±
− d−1

2

(θ, ω, µ;λµ2),

and a reminder

eϵiλθ·ωµd−1R(θ, ω, µ;λµ),

where S±
m(θ, ω, µ; ζ) is a smooth function supported on d(θ,±ω) < 2δ′, ζ > c > 0, satis-

fying for all α, β ∈ Nd−1, j, n,N ∈ N,

|∂αθ ∂βω∂jµ∂nζ S±
m| ≲ µ−|α|−|β|−j⟨ζ⟩m−n⟨d(θ,±ω)

µ
⟩−N ;

and R(θ, ω, µ; ζ) is a smooth function satisfying for all N ∈ N,

|R| ≲ ⟨ζ⟩−N .

Moreover, if G depends on some extra parameters, the same bound for G (and its deriva-
tives in parameters) can be inherited by S±

− d−1
2

and R.
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Proof. We only give the proof for ϵ = +, while the other one can be treated in the same
way. To begin with, we introduce the functions

F±(θ, θ
′, ω, µ) := G(±θ′,±ω, µ)χ(θ − θ′),

F0(θ, θ
′, ω, µ) := G(θ′, ω, µ) (1− χ(θ − θ′)− χ(θ + θ′)) ,

where χ ∈ C∞
c (Rd) is radial and supported in a small neighbor of zero, with value 1 near

zero. By using these functions, we may rewrite the integral I into I+ + I− + I0 with

I± =

∫
e±iλθ·θ′F±(θ, θ

′,±ω, µ)dθ′,

I0 =

∫
eiλθ·θ

′
F0(θ, θ

′, ω, µ)dθ′.

It is clear that F±, F0 verify the conditions in Lemma B.1 and B.2, respectively. Then,
by applying these lemmas, we can obtain the desired expressions and corresponding
estimates. There remain two points to check: the support of S±

− d−1
2

and the dependence

on extra parameters. The latter is merely an application of Remark B.3, while the former
can be shown by observing that, when Suppχ is taken to be small enough, the integrand
of integrals I± is supported on d(±θ′, ω) < δ′ and d(θ, θ′) < δ′. □

Lemma B.5. Let χ ∈ C∞
c (Rd) and f ∈ C∞

c (Rd\{0}). Assume that P is smooth on
]0,∞[, and Λ is a positive function, such that

Λ(ρ) ∼ ρσ, as ρ→ +∞,∣∣Λ(j)(ρ)
∣∣ ≲ ρσ−j, ∀ρ > ρ0 > 0, j ∈ N,

Λ(ρ)

ρσ
→ λ0, as ρ→ +∞,

hold for some σ ∈ R and λ0 > 0.
Then there exists t0 ≫ 1 depending on f , P ′, and Λ, such that for ϵ, ϵ′ ∈ {+1,−1},

δ + σ
2
∈ [0, 1

2
[, r > c > 0, and t > t0, the integral∫

Sd−1

eiϵ
′rρωθχ

(
rω + ϵtP ′(ρ)θ

t
1
2
+δΛ(t

1
2ρ)

)
f(ρθ)dθ

can be decomposed as a principal term

(2π)
d−1
2 eiϵϵ

′ π
4
(d−1)e−iϵϵ′rρ(rρ)−

d−1
2 χ

(
r − tP ′(ρ)

t
1
2
+δΛ(t

1
2ρ)

)
f(−ϵρω)

and a remainder

e−iϵϵ′rρµd−1S− d+1
2
(ω, µ, ρ,

r

t
− P ′(ρ), t; rρµ2),

where µ = tδ+
σ
2
− 1

2 , Sm(ω, µ, ρ, r
′, t; ζ) is supported for ζ > c > 0, ρ ∼ 1 and |r′| ≲ µ and

satisfies for all α ∈ Nd−1, j, k, l, γ ∈ N,

|∂αω∂jµ∂kρ∂lr′∂
γ
ζ S− d+1

2
| ⩽ Cµ−(|α|+j+l)⟨ζ⟩m−γ.

Proof. Using the notation r = t(r′ + P ′(ρ)), where |r′| ≲ µ = tδ+
σ
2
− 1

2 , we can rewrite the
integral as

(B.4)

∫
Sd−1

eiϵ
′t(r′+P ′(ρ))ρωθχ

(
r′ω + P ′(ρ)(ω + ϵθ)

t−
1
2
+δΛ(t

1
2ρ)

)
f(ρθ)dθ.
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Consider the function

F (x, y, z, µ; ρ, r′, t) = χ

(
r′x+ P ′(ρ)(x− y)

µt−
σ
2Λ(t

1
2ρ)

)
χ̃(
x− y

µ
)χ̃(

y − z

µ
)f(ρy),

with χ̃ ∈ C∞
c (Rd) taking value 1 in a large ball centered at the origin. By setting

λ = t(r′ + P ′(ρ))ρ > c > 0, we may rewrite the integral (B.4) as∫
Sd−1

e−iϵϵ′λ(−ϵω)θF (−ϵω, θ,−ϵω, µ; ρ, r′, t)dθ.

Remark that the integrand in (B.4) ensures that |ω + ϵθ| ≲ µ ≪ 1, which allows us to
add χ̃ factors in the definition of F .

By using the fact that ρ ∼ 1, it is easy to verify that when x, y, z ∈ Sd−1, for all
α, α′, β ∈ Nd−1, j, k, l, N ∈ N,

|∂αx∂α
′

y ∂
β
z ∂

j
µ∂

k
ρ∂

l
r′F (x, y, z, µ; ρ, r

′)| ⩽ Cµ−|α|−|α′|−|β|−j−l⟨d(y, z)
µ

⟩−N ,

and that F is supported for ρ ∼ 1, |r′| ≲ µ, d(x, y) ⩽ C0µ ≪ 1, which ensures that
λµ2 = t2(δ+

σ
2
)(r′ + P ′(ρ))ρ > c > 0. Therefore, the conclusion follows from Lemma B.1

with extra parameters ρ, r′, t but without ω′ variable. □

Appendix C. A refined result for Schrödinger equation

In the case of Schrödinger equation P (ξ) = |ξ|2
2
, the structure of P ′(ξ) = ξ allows us

to prove the parts (i) and (ii) of Theorem 1.1 for non-smooth χ, namely

Theorem C.1. Let aχ,δ and Eχ,δ be as defined in (1.10) and (1.11), respectively. We
assume, as in Theorem 1.1, that Λ is identically equal to 1. Then, for any u0 ∈ L2, we
have :

(i) if χ ∈ L1 and δ < 0,

(C.1) lim
t→+∞

Eχ,δ(u0, t) = lim
t→+∞

Eχ,δ(u0,−t) = 0;

(ii) if χ ∈ L1 and δ = 0,

(C.2) lim
t→+∞

Eχ,δ(u0, t) = lim
t→+∞

Eχ,δ(u0,−t) =
1

(2π)d

∫
Gχ(ω)|û0(ρω)|2ρd−1dρdω,

where (ρ, ω) is polar coordinate, and function Gχ(ω) is defined as

(C.3) Gχ(ω) :=
1

(2π)d

∣∣∣∣∫
x·ω>0

ei
|x|2
2 χ(x)dx

∣∣∣∣2 ;
In order to prove the limit (C.1) and (C.2), we indicate that, compared with Theorem

1.1, the only difficulty is the loss of regularity in χ, which can be overcame by finding a
bound of operator Op (a(t)) depending merely on ∥χ∥L1 .

C.1. An alternative bound of truncated operator. The goal of this subsection is
to find a uniform bound of Op (a(t)), which involves less regularity of χ than Proposition
2.1. Via Lemma A.4, it suffices to study the symbol

b(x, ξ) = χ

(
x+ ξ

λ

)
1|x|>|ξ|,

where λ = |t|δ ∈]0,∞[. To be precise, we shall prove the following proposition

Proposition C.2. There exists constant C > 0 independent of λ, such that, for all λ > 0,

∥Op (b) ∥L(L2) ⩽ Cλd∥χ∥L1 .
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Proof of Proposition C.2. It is easy to calculate that∫
|b(x, ξ)|dx ⩽

∫ ∣∣∣∣χ(x+ ξ

λ

)∣∣∣∣ dx = λd∥χ∥L1 ,∫
|b(x, ξ)|dξ ⩽

∫ ∣∣∣∣χ(x+ ξ

λ

)∣∣∣∣ dξ = λd∥χ∥L1 .

Thus, the desired estimate follows from Schur’s Lemma and Lemma A.7. □

C.2. Calculation of limit. By Proposition C.2, when δ < 0, we have

∥Op (a) ∥L(L2) ⩽ Ctδd∥χ∥L1 → 0, as t→ ∞,

which implies (C.1).
In the critical case δ = 0, when χ is smooth, compactly supported, and constant

near zero, limit (C.2) follows from the limit (1.14). If χ is no more than an L1 function,
we may approximate χ by some regular function in L1. To be precise, for all n ∈ N, there
exists χn ∈ C∞

c (Rd) which are constant near zero, such that

∥χ− χn∥L1 <
1

n
.

To highlight the dependence in χ, in the rest of this section, we will add subscript χ for
concerning terms, for example,

aχ(t, x, ξ) = χ

(
x+ tξ

|t| 12

)
1|x|>|t||ξ|.

Proposition C.2 implies that, for all u0 ∈ L2 and t ̸= 0,

∥Op (aχ) e
itP (Dx)u0 −Op (aχn) e

itP (Dx)u0∥L2 = ∥Op (aχ−χn) e
itP (Dx)u0∥L2

⩽ C∥χ− χn∥L1∥eitP (Dx)u0∥L2

< C
1

n
∥u0∥L2 .

Therefore, for fixed u0 ∈ L2, the limit

Op (aχ) e
itP (Dx)u0 → Op (aχn) e

itP (Dx)u0 in L2, as n→ ∞

is uniform in t. We may conclude (C.2) by passing to the limit t→ ±∞ :

lim
t→±∞

Eχ,δ(u0, t) = lim
t→±∞

∥Op (aχ) e
itP (Dx)u0∥2L2

= lim
t→±∞

lim
n→∞

∥Op (aχn) e
itP (Dx)u0∥2L2

= lim
n→∞

lim
t→±∞

∥Op (aχn) e
itP (Dx)u0∥2L2

= lim
n→∞

1

(2π)d

∫
Gχn(ω)|û0(ρω)|2ρd−1dρdω

=
1

(2π)d

∫
Gχ(ω)|û0(ρω)|2ρd−1dρdω

The last equality follows from Dominated Convergence Theorem and the continuity of G
on χ ∈ L1, which is obvious due to the definition (C.3) of Gχ.
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Appendix D. Partition of energy for Klein-Gordon equation : a
classical setting

In this part, we shall give a proof of (1.32) via an alternative study of asymptotic
behavior of solution to half-Klein-Gordon equation (HKG), namely

(
∂t
i
− P (Dx)

)
u = 0,

u|t=0 = u0,

where P (ξ) = ⟨ξ⟩ is a smooth symbol. As in Section 5, instead of studying the solution
w to Klein-Gordon equation (KG), we turn to

u =

(
∂t
i
+ P (Dx)

)
w,

which is a solution to half-Klein-Gordon equation with initial data

u0 = u|t=0 =
w1

i
+ P (Dx)w0 ∈ L2.

Using this notation, we may rewrite the integral on the left hand side of (1.32) as∫
r0<|xt |<r1

(
|∂tw|2 + |∇w|2 + |w|2

)
dx

=

∫ (∣∣∣1r0<|xt |<r1
∂tw
∣∣∣2 + ∣∣∣1r0<|xt |<r1

∇w
∣∣∣2 + ∣∣∣1r0<|xt |<r1

w
∣∣∣2) dx

=

∫ (∣∣∣1r0<|xt |<r1
Imu

∣∣∣2 + ∣∣∣∣1r0<|xt |<r1
i
Dx

⟨Dx⟩
Reu

∣∣∣∣2 + ∣∣∣1r0<|xt |<r1
⟨Dx⟩−1Reu

∣∣∣2) dx
=

∫ (∣∣∣Im1r0<|xt |<r1
u
∣∣∣2 + ∣∣∣∣Im1r0<|xt |<r1

Dx

⟨Dx⟩
u

∣∣∣∣2 + ∣∣∣Re1r0<|xt |<r1
⟨Dx⟩−1u

∣∣∣2) dx
=

∫ ( ∣∣∣Im1r0<|xt |<r1
eitP (Dx)u0

∣∣∣2 + ∣∣∣∣Im1r0<|xt |<r1
eitP (Dx)

Dx

⟨Dx⟩
u0

∣∣∣∣2
+
∣∣∣Re1r0<|xt |<r1

eitP (Dx)⟨Dx⟩−1u0

∣∣∣2)dx
Notice that the term on the right hand takes the form of

(D.1)

∫ ∣∣∣Ag (x
t

)
v(t, x)

∣∣∣2 dx,
where A ∈ {Re, Im}, g(y) = 1r0<|y|<r1 , and v is a solution to half-Klein-Gordon equation,

which can be written as v(t) = eitP (Dx)v0, with

v0 = u0,
Dx

⟨Dx⟩
u0, ⟨Dx⟩−1u0,

which all belong to L2, since u0 ∈ L2. In order to calculate the limit of such quantity, we
need to study the asymptotic behavior of v, which will be given in the next part.
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D.1. Asymptotic behavior. In this part, we shall state our problem in a general set-
ting. Let u be the unique solution to (E) with initial data u0 ∈ L2. We assume the symbol
P is smooth except at zero, which covers all the fractional-type equations. Since P ′ is
well-defined except at zero, we may introduce ν the push forward of Lebesgue measure
under P ′, i.e.

(D.2) ν(E) := Leb(P ′−1(E)), ∀E ⊂ Rd measurable.

For all function g ∈ L∞, we are interested in the following asymptotic formula :

(D.3) g
(x
t

)
u(t) = g(−P ′(Dx))u(t) + oL2(1), as t→ ±∞.

We denote by G the collection of those function g satisfying this formula for all u0 ∈ L2,
namely

G :={g ∈ L∞ : (D.3) holds for all u0 ∈ L2}
:={g ∈ L∞ : (D.3) holds for all u0 with û0 ∈ C∞

c (Rd)}.
The two definitions given above are equivalent since the multiplication with g(x/t) and
Fourier multiplier g(−P ′(Dx)) are both bounded on L2 uniformly in time. The equiva-
lence then follows from the fact that the subspace F−1C∞

c (Rd\{0}) is dense in L2, where
F is the Fourier transform.

In order to prove (1.32), we may use the following lemma

Lemma D.1. Let E ⊂ Rd be any measurable set whose boundary has null Lebesgue
measure, namely

Leb(∂E) = 0.

If the measure ν defined in (D.2) is absolutely continuous w.r.t. Lebesgue measure, we
have

1E ∈ G.

We assume this lemma is true and prove it later. It is easy to check that the
assumptions in Lemma D.1 hold true for P (ξ) = ⟨ξ⟩ and E = {r0 < |y| < r1}. As a
result, (D.1) can be written as∫ ∣∣∣A1E

(x
t

)
v(t, x)

∣∣∣2 dx =

∫
|A1E (−P ′(Dx)) v(t, x)|2 dx+ o(1)

=

∫ ∣∣A1]ρ0,ρ1[(|Dx|)v(t, x)
∣∣2 dx+ o(1),

when t → ±∞. Recall that ]ρ0, ρ1[= P ′−1(]r0, r1[). Actually, this formula implies (1.32),
since as t→ ±∞, we have∫

r0<|xt |<r1

(
|∂tw|2 + |∇w|2 + |w|2

)
dx

=

∫ ( ∣∣∣Im1r0<|xt |<r1
u(t, x)

∣∣∣2 + ∣∣∣∣Im1r0<|xt |<r1

Dx

⟨Dx⟩
u(t, x)

∣∣∣∣2
+
∣∣∣Re1r0<|xt |<r1

⟨Dx⟩−1u(t, x)
∣∣∣2)dx

=

∫ ( ∣∣Im1]ρ0,ρ1[(|Dx|)u(t, x)
∣∣2 + ∣∣∣∣Im1]ρ0,ρ1[(|Dx|)

Dx

⟨Dx⟩
u(t, x)

∣∣∣∣2
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+
∣∣Re1]ρ0,ρ1[(|Dx|)⟨Dx⟩−1u(t, x)

∣∣2)dx+ o(1)

=
∥∥1]ρ0,ρ1[(|Dx|)∂tw

∥∥2
L2 +

∥∥1]ρ0,ρ1[(|Dx|)∇w
∥∥2
L2 +

∥∥1]ρ0,ρ1[(|Dx|)w
∥∥2
L2 + o(1)

=
∥∥1]ρ0,ρ1[(|Dx|)∂tw

∥∥2
L2 +

∥∥1]ρ0,ρ1[(|Dx|)w
∥∥2
H1 + o(1)

=∥1]ρ0,ρ1[(|Dx|)w1∥2H1 + ∥1]ρ0,ρ1[(|Dx|)w0∥2L2 + o(1).

In order to complete the proof of (1.32), we give now the proof of Lemma D.1.

Proof of Lemma D.1. Without loss of generality, we may assume in what follows that
û0 ∈ C∞

c (Rd). Now, we fix χ ∈ C∞
c (Rd) which equals to 1 in a ball centered at zero and

consider the symbol

(D.4) a0(t, x, ξ) = χ

(
x+ tP ′(ξ)

|t| 12+δ

)
,

where δ ∈]0, 1
2
[. We have seen that Lemma A.5 and A.10 imply the uniform-in-t bound-

edness of Op (a0(t)). Moreover, by integration by parts, we can prove that for all u0 ∈ L2

∥u(t)−Op (a0(t))u(t)∥L2 → 0, as t→ ±∞.

By writing

Et := E +B(0, ct−
1
2
+δ),

Ẽt := Ec +B(0, ct−
1
2
+δ),

where c > 0 is a constant determined by Suppχ, we may apply the uniform-in-time
L2-boundedness of multiplication with 1E(x/t) and Fourier multiplier 1E(−P ′(Dx)) to
obtain that, as t→ ±∞,

1E

(x
t

)
u(t, x)− 1E(−P ′(Dx))u(t, x)

=1E

(x
t

)
Op (a0(t))u(t, x)−Op (a0(t))1E(−P ′(Dx))u(t, x) + oL2(1)

=1E

(x
t

)
Op (a0(t))1Et(−P ′(Dx))u(t, x)−Op (a0(t))1E(−P ′(Dx))u(t, x) + oL2(1)

=1E

(x
t

)
Op (a0(t))1Et\E(−P ′(Dx))u(t, x)

− 1Ec

(x
t

)
Op (a0(t))1E(−P ′(Dx))u(t, x) + oL2(1)

=1E

(x
t

)
Op (a0(t))1Et\E(−P ′(Dx))u(t, x)

− 1Ec

(x
t

)
Op (a0(t))1E∩Ẽt

(−P ′(Dx))u(t, x) + oL2(1)

Note that in the calculation above, it is possible to add extra cut-off in −P ′(Dx) since
the symbol a0(t) is supported for∣∣∣x

t
− (−P ′(ξ))

∣∣∣ ⩽ ct−
1
2
+δ.

As a consequence, the uniform boundedness of multiplication with 1E(x/t), 1Ec and
Op (a0(t)) implies that

lim sup
t→+∞

∥∥∥1E

(x
t

)
u(t)− 1E(−P ′(Dx))u(t)

∥∥∥
L2

≲ lim sup
t→+∞

(∥∥1Et\E(−P ′(Dx))u(t)
∥∥
L2 +

∥∥1E∩Ẽt
(−P ′(Dx))u(t)

∥∥
L2

)
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=(2π)−
d
2 lim sup

t→+∞

(∥∥1Et\E(−P ′)û0
∥∥
L2 +

∥∥1E∩Ẽt
(−P ′)û0

∥∥
L2

)
(Plancherel Theorem)

=(2π)−
d
2

(∥∥1∩t>0Et\E(−P ′)û0
∥∥
L2 +

∥∥1∩t>0E∩Ẽt
(−P ′)û0

∥∥
L2

)
(DCT)

≲ ∥1∂E(−P ′)û0∥L2

The last quantity is actually zero since ∂E has zero Lebesgue measure and ν is absolutely
continuous w.r.t. Lebesgue measure, which ensures that 1∂E(−P ′(ξ)) vanishes almost
everywhere. □

D.2. Further remarks on G. In the proof of (1.32), we only study the function

g(y) = 1r0<|y|<r1 .

A natural question is whether (1.32) holds true for other function g, or equivalently,
which type of function is contained in class G. In this part, we shall indicate an error in
a classical result and prove that G contains at least the continuous functions.

The asymptotic formula (D.3) is, to our knowledge, firstly studied in [20], where
the author claimed in Corollary 2.2 of [20] that, when ν is absolutely continuous w.r.t
Lebesgue measure,

(D.5) L∞ = G.
However, the original proof given in [20] is false. Actually, the author managed to prove
in Theorem 2.1 that for general ν,

{Fourier transform of finite measure} ⊂ G,
and reduce the conjecture to

(D.6) 1E ⊂ G, for bounded and measurable E ⊂ Rd.

The method used in [20] is that, by regularity of Lebesgue measure, we may choose
a series of compact sets {Kn}n∈N and bounded open sets {Un}n∈N, such that for all n ∈ N

Kn ⊂ Kn+1, Un+1 ⊂ Un, Kn ⊂ E ⊂ Un;

lim
n→+∞

Leb(Un\Kn) = 0.

Then it is easy to find smooth functions gn ∈ C∞
c (Un) which are non-negative, range in

[0, 1], and equal to 1 on Kn. Clearly, 1E − gn is supported in Un\Kn, whose measure
tends to zero. By Dominated Convergence Theorem and the fact that 0 ⩽ 1E − gn ⩽ 1,
we have

lim sup
t→±∞

∥(1E − gn)(−P ′(Dx))u∥2L2 = (2π)−d∥(1E − gn)(−P ′(ξ))û0(ξ)∥2L2
ξ

n→+∞−−−−→ 0.

Remark that, to apply Dominated Convergence Theorem, we need (1E − gn)(−P ′(ξ))
converges to zero almost everywhere, which is a consequence of absolute continuity of ν
w.r.t Lebesgue measure. Therefore, in order to prove (D.6), it suffices to check that

(D.7) lim sup
t→±∞

∥(1E − gn)(x/t)u∥2L2
x

n→+∞−−−−→ 0.

Once it holds true, one has, for all n ∈ N,
lim sup
t→±∞

∥1E(x/t)u− 1E(−P ′(Dx))u∥L2
x

⩽ lim sup
t→±∞

∥gn(x/t)u− gn(−P ′(Dx))u∥L2
x
+ lim sup

t→±∞
∥(1E − gn)(x/t)u∥L2

x

+ lim sup
t→±∞

∥(1E − gn)(−P ′(Dx))u∥L2
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= lim sup
t→±∞

∥(1E − gn)(x/t)u∥L2
x
+ lim sup

t→±∞
∥(1E − gn)(−P ′(Dx))u∥L2 ,

since gn is obviously the Fourier transform of some finite measure. The two quantities
on the right hand side vanish as n tends to infinity, and the desired conclusion 1E ∈ G
follows.

The proof of (D.7) given in [20] is to find hn ∈ G such that

C ⩾ hn ⩾ 1On and hn → 0, a.e.,

where On = Un\Kn is an open set. If such hn exists, one obtains immediately that

lim
n→+∞

lim sup
t→±∞

∥(1E − gn)(x/t)u(t)∥2L2 ⩽ lim
n→+∞

lim sup
t→±∞

∥hn(x/t)u(t)∥2L2

⩽ lim
n→+∞

lim sup
t→±∞

∥hn(−P ′(Dx))u(t)∥2L2

= lim
n→+∞

(2π)−d

∫
h2n(−∇P (ξ)) |û0(ξ)|2 dξ = 0.

Note that the second inequality is a consequence of hn ∈ G and the last equality follows
from Dominated Convergence Theorem.

Since we only know that G contains a subset of continuous function (Fourier trans-
form of finite measures), it is essential to assume hn’s to be continuous. However, for
general decreasing bounded open sets On, even if their measures decrease to zero, such
continuous hn’s do NOT exist. Otherwise, it is harmless to assume hn’s are supported in
the same large ball. Then, for one thing by Dominated Convergence Theorem,

lim
n→+∞

∫
hn(y)dy = 0;

and for another thing, we have∫
hn(y)dy ⩾

∫
On

hn(y)dy = Leb(On) ⩾ 0,

where On is the closure of open set On. Here the first inequality is due to the continuity
of hn’s. As a result,

lim
n→+∞

Leb(On) = 0.

The contradiction arises from the fact that Leb(On) tends to zero does not imply that
Leb(On) tends to zero. For example,Let {rj}j∈N be a numeration of rational numbers in
the unit ball B = B(0, 1) of Rd centered at zero. Consider the series of open sets

On := ∪j∈NB(rj, 2
−j−n).

Clearly On’s are open as the union of open sets and

Leb(On) ⩽
∑
j∈N

Leb
(
B(rj, 2

−j−n)
)
≲
∑
j∈N

2−(j+n)d ∼ 2−nd → 0, as n→ +∞.

Since {rj}j∈N is dense in B = B(0, 1), the closure of each On contains at least the unit
ball B. As a consequence,

lim
n→+∞

Leb(On) ⩾ lim
n→+∞

Leb(B) = Cd > 0.

We emphasize that the argument above does not falsify (D.5) and it is still unknown
whether this conjecture is true. Here we shall prove rigorously that all bounded continuous
functions belong to G.
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Proposition D.2. If the measure ν defined in (D.2) is absolutely continuous w.r.t.
Lebesgue measure, we have

C0
b (Rd) ⊂ G.

Proof. As in the proof of Lemma D.1, we assume that û0 ∈ C∞
c (Rd). To begin with, we

check that the Schwartz class S ⊂ G. For any g ∈ S,(
g
(x
t

)
− g(−P ′(Dx))

)
u(t, x)

=
1

(2π)d

∫
ei(x·ξ+tP (ξ))

(
g
(x
t

)
− g(−P ′(ξ))

)
û0(ξ)dξ

=
1

(2π)d

∫
ei(x·ξ+tP (ξ))

(x
t
+ P ′(ξ)

)∫ 1

0

g′
(τ
t
x− (1− τ)P ′(ξ)

)
dτû0(ξ)dξ

=
i

(2π)dt

∫
ei(x·ξ+tP (ξ))∂ξ

[∫ 1

0

g′
(τ
t
x− (1− τ)P ′(ξ)

)
dτû0(ξ)

]
dξ

=
i

(2π)dt

∫
ei(x·ξ+tP (ξ))

∫ 1

0

g′′
(τ
t
x− (1− τ)P ′(ξ)

)
(τ − 1)dτP ′′(ξ)û0(ξ)dξ

+
i

(2π)dt

∫
ei(x·ξ+tP (ξ))

∫ 1

0

g′
(τ
t
x− (1− τ)P ′(ξ)

)
dτ∂ξû0(ξ)dξ.

Notice that, by Lemma A.5 and A.10, the operator of symbol

g′′
(τ
t
x− (1− τ)P ′(ξ)

)
, g′

(τ
t
x− (1− τ)P ′(ξ)

)
is bounded uniformly in t and τ and that functions

P ′′(ξ)û0(ξ), ∂ξû0(ξ)

belong to L2, since we have assumed û0 ∈ C∞
c (Rd). As a consequence,∥∥∥(g (x

t

)
− g(−P ′(Dx))

)
u(t, x)

∥∥∥
L2
x

≲ |t|−1 t→±∞−−−−→ 0.

By noticing that G is closed under L∞-norm, we have

C0
0 := {g ∈ C0 : lim

|y|→+∞
g(y) = 0} = S ⊂ G,

where S is the closure of S w.r.t. L∞-norm.
It remains to pass to general continuous function g. In fact, we only need to con-

sider those g ⩾ 0, since once may always write g as the difference of two non-negative
continuous functions, which are both bounded. Let us fix χ ∈ C∞

c which equals to 1 near
zero and define, for all R > 0,

χR(y) := χ
( y
R

)
.

For arbitrary R > 0, we have

lim sup
t→±∞

∥(g(x/t)− g(−P ′(Dx)))u(t)∥L2

⩽ lim sup
t→±∞

∥((gχR)(x/t)− (gχR)(−P ′(Dx)))u(t)∥L2

+ lim sup
t→±∞

∥(g(1− χR))(x/t)u(t)∥L2 + lim sup
t→±∞

∥(g(1− χR))(−P ′(Dx))u(t)∥L2

= lim sup
t→±∞

∥(g(1− χR))(x/t)u(t)∥L2 + lim sup
t→±∞

∥(g(1− χR))(−P ′(Dx))u(t)∥L2 ,
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since gχR ∈ C0
0 . The second term on the right hand side can be calculated as follows

lim sup
t→±∞

∥(g(1− χR))(−P ′(Dx))u(t)∥L2 = (2π)−
d
2 ∥(g(1− χR))(−P ′)û0∥L2 ,

which, due to Dominated Convergence Theorem and the absolute continuity of ν w.r.t.
Lebesgue measure, converges to zero as R → +∞. As for the cut-off in x, we observe
that,

lim sup
t→±∞

∥(g(1− χR))(x/t)u(t)∥L2 ⩽ ∥g∥L∞ lim sup
t→±∞

∥(1− χR)(x/t)u(t)∥L2 .

Note that since χR ∈ S ⊂ G, (1− χR)(x/t)u(t) can be written, when t→ ±∞, as

u(t)− χR(−P ′(Dx))u(t) + oL2(1).

As a result,

lim sup
t→±∞

∥(1− χR)(x/t)u(t)∥L2 = lim sup
t→±∞

∥(1− χR)(−P ′(Dx))u(t)∥L2

=(2π)−
d
2 ∥(1− χR)û0∥L2 .

We have seen that the last quantity tends to zero as R → +∞. In conclusion, we have
proved that, for all u0 ∈ F−1C∞

c (Rd\{0}),
lim

R→+∞
lim sup
t→±∞

∥(g(x/t)− g(−P ′(Dx)))u(t)∥L2 = 0,

and thus g ∈ G. □

D.3. Proof of (D.5) for dispersive system. Before ending this section, we give a proof
of (D.5) for dispersive system. To be precise, we assume that there exists some dense
subspace D0 ⊂ L2, such that

(D.8) ∥eitP (Dx)u0∥L∞ ⩽ C(u0)|t|−
d
2 , ∀u0 ∈ D0, ∀|t| > 1,

where C(u0) is a constant depending on u0.

Theorem D.3. Assume that P is smooth except at zero and ν defined in (D.2) is abso-
lutely continuous w.r.t. Lebesgue measure. Then the dispersion estimate (D.8), associated
with some dense subspace D0 ⊂ L2, implies (D.5).

Proof. Recall that, as mentioned in previous section, it has been proved in [20] that,
when ν is absolutely continuous w.r.t. Lebesgue measure, (D.5) is equivalent to (D.6).
Therefore, it suffices to check that, for all u0 ∈ D0,∥∥∥1E

(x
t

)
u(t)− 1E(Dx)u(t)

∥∥∥
L2

→ 0, as t→ ±∞,

where E is any bounded measurable set.
In Lemma D.1, we have proved this result for those E whose boundary has zero

Lebesgue measure. The idea of treatment of general E is to approximate it by finite
union of cubes and control the remaining part via dispersion estimate. To begin with,
we fix an arbitrarily small ϵ > 0. By outer regularity of Lebesgue measure, there exists
open set Ẽϵ ⊃ E, such that

Leb(Ẽϵ\E) <
ϵ

2
.

Since any open set can be expressed as the union of almost disjoint closed cubes, we may
find finitely many closed cubes {Kj}Nj=1, such that Kj ⊂ Ẽϵ and

Leb(Ẽϵ\Eϵ) <
ϵ

2
, where Eϵ =

N
∪
j=1
Kj.
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One may observe that

Leb(E\Eϵ ⊔ Eϵ\E) < ϵ.

Now, for any u0 ∈ D0, we have∥∥∥1E

(x
t

)
u(t)− 1E(Dx)u(t)

∥∥∥
L2

⩽
∥∥∥(1Eϵ − 1E)

(x
t

)
u(t)

∥∥∥
L2

+
∥∥∥1Eϵ

(x
t

)
u(t)− 1Eϵ(Dx)u(t)

∥∥∥
L2

+ ∥(1Eϵ − 1E)(Dx)u(t)∥L2

⩽C(u0)
∥∥∥(1Eϵ − 1E)

(x
t

)∥∥∥
L2

|t|−
d
2 +

∥∥∥1Eϵ

(x
t

)
u(t)− 1Eϵ(Dx)u(t)

∥∥∥
L2

+ (2π)−
d
2 ∥(1Eϵ − 1E)u0∥L2

⩽C(u0) Leb(E\Eϵ ⊔ Eϵ\E)
1
2 +

∥∥∥1Eϵ

(x
t

)
u(t)− 1Eϵ(Dx)u(t)

∥∥∥
L2

+ (2π)−
d
2

∥∥1E\Eϵ⊔Eϵ\E(ξ)û0(ξ)
∥∥
L2
ξ

<C(u0)ϵ
1
2 +

∥∥∥1Eϵ

(x
t

)
u(t)− 1Eϵ(Dx)u(t)

∥∥∥
L2

+ (2π)−
d
2

∥∥1E\Eϵ⊔Eϵ\E(ξ)û0(ξ)
∥∥
L2
ξ

.

Due to the fact that Eϵ is the union of finitely many closed cubes, the boundary of Eϵ

has zero Lebesgue measure. As a result, the second term on the right hand side tends to
zero as t→ ±∞, i.e.

lim sup
t→±∞

∥∥∥1E

(x
t

)
u(t)− 1E(Dx)u(t)

∥∥∥
L2

≲ ϵ
1
2 +

∥∥1E\Eϵ⊔Eϵ\E(ξ)û0(ξ)
∥∥
L2
ξ

.

Since û0 ∈ L2 and Leb(E\Eϵ ⊔Eϵ\E) < ϵ, the right hand side becomes arbitrarily small,
if ϵ > 0 is taken small enough. The desired result thus follows. □

The dispersion estimate (D.8) holds for all symbols P we deal with in the present
paper, as a consequence of stationary phase lemma.

Proposition D.4. Let P be radial and smooth except at zero. If P ′′ > 0 or P ′′ < 0, the
dispersion estimate (D.8) holds with D0 = F−1C∞

c (Rd\{0}).

Proof. Without loss of generality, we assume that t > 1. Let u0 be any function in
D0 = F−1C∞

c (Rd\{0}). To prove the inequality (D.8), it is equivalent by definition to
prove that ∥∥∥∥∫ ei(x·ξ+tP (ξ))û0(ξ)dξ

∥∥∥∥
L∞(dx)

≲ t−
d
2 .

Since P is radial, we may write the inequality above in polar system ξ = ρθ as∥∥∥∥∫ eit(
x·θ
t
ρ+P (ρ))û0(ρθ)ρ

d−1dρdθ

∥∥∥∥
L∞(dx)

≲ t−
d
2 .

By denoting s = x · θ/t ∈ R, it suffices to prove that

sup
s∈R,θ∈Sd−1

∣∣∣∣∫ eit(sρ+P (ρ))û0(ρθ)ρ
d−1dρ

∣∣∣∣ ≲ t−
d
2 .

Since ρ stays between two positive constants and P ′′ ̸= 0 on ]0,+∞[, this inequality
follows from stationary phase lemma. □

Corollary D.5. (D.5) holds for all P satisfying condition (Hp0,p1) with p0, p1 ̸= 0.
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Appendix E. Proof of Proposition 4.3

In [9], the author has proved Proposition 4.3 for strictly convex P . In this part, we
will explain how the same argument works for strictly concave P and how to calculate
the limit for ϵ = ± respectively. Since most of calculations has been done in Section 3
of [9], we will omit these details.

By definition I(t,−ϵ, ϵ,−ϵ, ϵ;F ) equals to∫
eiϵ[r(−ρ+ρ′)−t(−P (ρ)+P (ρ′))]

1 r
t
>P ′(ρ),P ′(ρ′)

× F (ρ, ρ′, r, t; r − tP ′(ρ), r − tP ′(ρ′))drdρdρ′,

which can be split into I+ and I−, with domain of integral ρ − ρ′ > 0 and ρ − ρ′ < 0,
respectively. Namely,

I+ =

∫
eiϵ[r(−ρ+ρ′)−t(−P (ρ)+P (ρ′))]

1r>tP ′(ρ′)1ρ−ρ′>0

× F (ρ, ρ′, r, t; r − tP ′(ρ), r − tP ′(ρ′))drdρdρ′,

I− =

∫
eiϵ[r(−ρ+ρ′)−t(−P (ρ)+P (ρ′))]

1r>tP ′(ρ′)1ρ−ρ′<0

× F (ρ, ρ′, r, t; r − tP ′(ρ), r − tP ′(ρ′))drdρdρ′.

In what follows, we study mainly integral I+ with I− manipulated in the same way. By
change of variable r → tr + tP ′(ρ′), ρ′ → ρ− w, I+ reads

t

∫
eiϵt[−(r+P ′(ρ−w))w−(−P (ρ)+P (ρ−w))]

1r>01w>0

× F (ρ, ρ− w, t(r + P ′(ρ− w)), t; tr − tP ′(ρ) + tP ′(ρ− w), tr)drdρdw.

We introduce the following notation:

P (ρ′)− P (ρ) = P ′(ρ)(ρ′ − ρ) + g(ρ, ρ′)(ρ′ − ρ)2,

where g is strictly negative since P is concave;

F̃ (ρ, ρ′, r, t; ζ, ζ ′) = F (ρ, ρ′, tr, t; tζ, tζ ′),

which is smooth, supported for

ρ, ρ′, r ∼ 1, |ζ|, |ζ ′| ≲ tδ
′−1,

and satisfies for all j, j′, k, γ, γ′ ∈ N,

|∂jρ∂
j′

ρ′∂
k
r ∂

γ
ζ ∂

γ′

ζ′ F̃ (ρ, ρ
′, r, t; ζ, ζ ′)| ≲ t(1−δ′)(k+γ+γ′).

Moreover, we have the point-wise limit

lim
t→∞

F̃ (ρ, ρ′,
r√
t
+ P ′(ρ′), t;

ζ√
t
,
ζ ′√
t
) = F0(ρ, ρ

′).

With these notations, I+ can be expressed as

t

∫
e−iϵt[rw−g(ρ−w,ρ)w2]

1r>01w>0

× F̃ (ρ, ρ− w, r + P ′(ρ− w), t; r − P ′(ρ) + P ′(ρ− w), r)drdρdw.

The same calculus as in Lemma 3.1.4 of [9] shows that, up to some terms tending to zero,
I+ equals to

t

∫
e−iϵtrw

1r>0e
iϵtg(ρ−w,ρ)w2

1w>0F̃ (ρ, ρ− w, r + P ′(ρ), t; r, r)drdwdρ
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=

∫
e−iϵrw

1r>0e
iϵg(ρ− w√

t
,ρ)w2

1w>0F̃ (ρ, ρ−
w√
t
,
r√
t
+ P ′(ρ), t;

r√
t
,
r√
t
)drdwdρ,

whose formal limit by taking point-wise limit of integrand is∫
e−iϵrw

1r>0e
iϵg(ρ,ρ)w2

1w>0F0(ρ, ρ)drdwdρ.

The error between this integral and I+ is actually o(1), due the calculation of the proof
of Proposition 3.1.3 of [9]. In conclusion, we have

I+ =

∫
e−iϵrw

1r>0e
iϵg(ρ,ρ)w2

1w>0F0(ρ, ρ)drdwdρ+ o(1),

I− =

∫
e−iϵrw

1r>0e
−iϵg(ρ,ρ)w2

1w<0F0(ρ, ρ)drdwdρ+ o(1).

As a consequence, the limit of I(t,−ϵ, ϵ,−ϵ, ϵ;F ) is∫
e−iϵrw

1r>0dr
(
eiϵg(ρ,ρ)w

2

1w>0 + e−iϵg(ρ,ρ)w2

1w<0

)
dwF0(ρ, ρ)dρ

=

∫
−iϵ(w − iϵ0)−1

(
cos(ϵg(ρ, ρ)w2) + sgn (w) i sin(ϵg(ρ, ρ)w2)

)
dwF0(ρ, ρ)dρ

=

∫
−iϵ(w − iϵ0)−1 cos(g(ρ, ρ)w2)dwF0(ρ, ρ)dρ

+

∫
sin(g(ρ, ρ)w2)

|w|
dwF0(ρ, ρ)dρ,

where the integrals in r and w should be understood in the sense of oscillatory integral
and distribution, respectively.

Due to the assumption that P is strictly concave, or equivalently P ′′ < 0, g is
negative. Since (w− iϵ0)−1 is homogeneous of degree −1, the right hand side of equality
above can be rewritten as∫

−iϵ(w − iϵ0)−1 cos(w2)dwF0(ρ, ρ)dρ

−
∫

sin(w2)

|w|
dwF0(ρ, ρ)dρ,

For one thing, the distribution (w ± i0)−1 can be expressed as

(w ± i0)−1 = ∓πiδ0 + P.V.
1

w
.

And for another thing, due to Dirichlet integral
∫∞
0

sin y
y
dy = π

2
, we have∫

sin(w2)

|w|
dw =

π

2
.

These identities imply that

lim
t→+∞

I(t,−ϵ, ϵ,−ϵ, ϵ;F ) =
∫ (

πδ0 − iϵP.V.
1

w

)
cos(w2)dwF0(ρ, ρ)dρ

+ sgn (g)
π

2

∫
F0(ρ, ρ)dρ

=π

∫
F0(ρ, ρ)dρ−

π

2

∫
F0(ρ, ρ)dρ
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=
π

2

∫
F0(ρ, ρ)dρ.

In the case of strictly convex P , it has been proved in [9] that

lim
t→+∞

I(t,−ϵ, ϵ,−ϵ, ϵ;F ) =
∫
iϵ(w + iϵ0)−1 cos(g(ρ, ρ)w2)dwF0(ρ, ρ)dρ

−
∫

sin(g(ρ, ρ)w2)

|w|
dwF0(ρ, ρ)dρ,

where g is positive. We may repeat the argument above and conclude that

lim
t→+∞

I(t,−ϵ, ϵ,−ϵ, ϵ;F ) =
∫ (

πδ0 + iϵP.V.
1

w

)
cos(w2)dwF0(ρ, ρ)dρ

− π

2

∫
F0(ρ, ρ)dρ

=π

∫
F0(ρ, ρ)dρ−

π

2

∫
F0(ρ, ρ)dρ

=
π

2

∫
F0(ρ, ρ)dρ.
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