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ABSTRACT
Scheduling of tasks on multi- and many-cores benefits significantly
from the efficient use of caches. Most previous approaches use the
static analysis of software in the context of the processing hard-
ware to derive fixed allocations of software to the cache. However,
there are many issues with this approach in terms of pessimism,
scalability, analysis complexity, maintenance cost, etc. Furthermore,
with ever more complex functionalities being implemented in the
system, it becomes nearly impracticable to use static analysis for
deriving cache-aware scheduling methods. This paper focuses on a
dynamic approach to maximise the throughput of multi-core sys-
tems by benefiting from the cache based on empirical assessments.
The principal contribution is a novel cache-aware allocation for
parallel jobs that are organised as directed acyclic graphs (DAGs).
Instead of allocating instruction and data blocks to caches, the pro-
posed allocation operates at a higher abstraction level that allocates
jobs to cores, based on the guidance of a predictive model that
approximates the execution time of jobs with caching effects taken
into account. An implementation of the predictive model is con-
structed to demonstrate that the execution time approximations
can be effectively obtained. The experimental results, including a
real-world case study, prove the concept of the proposed cache-
aware allocation approach and demonstrate its effectiveness over
the state-of-the-art.
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• Computer systems organization → Real-time system archi-
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1 INTRODUCTION
In multi-core real-time systems, memory and cache are the sig-
nificant barriers toward timing-predictability. Traditionally, cache
replacement policies have been designed to improve cache perfor-
mance and thus reduce task execution time, such as Least Recent
Used (LRU) [1, 5]. This is achieved by utilising the instruction and
data locality, which ensures that the cache has the most relevant
content. However, such low-level information is often not accessi-
ble at the system level, which makes it difficult to improve cache
performance from the perspective of task scheduling and allocation.

During the last few decades, the metric of cache reuse distance
has been proposed [1, 5]. The cache reuse distance describes the
distance (with respect to the number of cache lines) between two
consecutive accesses to the same instruction/data. Since then, pre-
vious work has demonstrated the effectiveness of this metric for
dynamic cache replacement policies, e.g., Vietri et al. [30]. Following
the same philosophy, existing methods apply a simplified timing
model that tries to schedule instances of the same task spatially
closer, w.r.t. core and cluster allocation, to reduce cache misses
and cache miss latency, e.g., [10]. However, this approach relies
on the information of the instructions and data usage of each task,
which is hard to analyse or measure given complex systems. Other
approaches to improve cache performance have included cache
colouring [9] and cache locking [22] techniques. However, these
methods are challenging to apply in real-world systems without
additional support or modifications in the underlying hardware.
Contribution: This paper looks at a different mean to achieve
efficient use of the cache at the job level, which assigns jobs to cores
to optimise the cache performance, and hence, the throughput of
the system. To represent the spatial and temporal relationship of
mapping a job to a core in terms of cache performance, we define
the term cache recency. The spatial relation refers to the allocation
(i.e., cores) of the job and its previous instance. There are direct
benefits in terms of cache when the task is executed on the same
core on which it was last executed, and indirect benefits where
the task is executed on a different core but can gain advantages
through a shared resource (e.g., the L2 cache). The temporal relation
refers to the time elapsed since that job was last executed. A longer
elapsed time often leads to higher cache misses due to the cache
usage of other tasks.
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The principal contribution of the paper is a novel cache-aware
Allocation of parallel Jobs based on Learned cache Recency (AJLR).
The AJLR focuses on systems where jobs are organised as directed
acyclic graphs (DAG) to reflect potential execution dependency,
which can be found in many real-world systems [26, 29]. In contrast
to existingmethods that rely on static analysis or hardware facilities,
the AJLR utilises a predictive model that approximates speedup on
the execution time of jobs based on their cache recency distances,
namely the Cache Recency Profile (CRP). With the CRP, the AJLR
operates at the scheduling level with the fundamental principle
of always allocating a job to the core with the maximum cache
speedup. An implementation of the CRP is constructed to illustrate
how the speedup approximations required by the AJLR can be
effectively obtained in real-world systems.

To the best of the authors’ knowledge, this is the first cache-
aware allocation method for multi-DAGs systems that is decoupled
from (i) the knowledge of instruction and data usage of the soft-
ware and (ii) detailed settings as well as additional facilities of
the underlying hardware. Extensive experimental results, includ-
ing a real-world case study, validate the concept of the proposed
cache-aware allocation approach and demonstrate the AJLR can
outperform the existing methods even with errors existing in the
CRP models.
Paper Organisation: The related work is described in Section 2.
Then, based on the system model presented in Section 3, we con-
struct the AJLR in Section 4, with an implementation of the CRP
described in Section 5. Finally, we present the evaluation in Sec-
tion 6 and conclude the paper in Section 7.

2 RELATEDWORK
Scheduling DAGs on multi-core systems has been discussed in [19]
and [34]. These works aim to reduce DAG makespan by proposing
various priority assignments for DAGs with a schedulability test
to bound the worst-case makespan, i.e., the time period from the
release to the finish of a DAG. In addition, there exist extensive work
on the allocation of DAG tasks on multi-core systems, including the
fully partitioned [8, 15]; semi-partitioned [2, 25]; federated [3, 12];
and semi-federated [20, 27, 31] scheme.

While the abovework does not consider cache in their scheduling
and allocation decisions, there exists a large body of works that
explicitly study the impact of cache in making scheduling decisions,
e.g., [6, 7, 10, 17, 18, 21, 32]. In Chang et al. [10], the scheduling of
tasks with consideration of cache performance is discussed in the
application domain of the automotive industry. In this work, the
scheduler fits job instances as continuous sequences so that cache
reuse can be maximised. Then a non-uniform sampling controller
based on this coarse-grained model is applied to improve system
performance. The similar idea was applied to control systems in a
later work [11].

In Guan et al. [18], a cache-aware non-preemptive schedule
for multi-core systems is proposed. The schedule improves cache
performance by partitioning the shared cache (e.g., the L2 cache)
to avoid inter-core interference, and hence, improves predictability
and performance.

In Calandrino et al. [6], a scheduling policy is presented that
encourages or discourages the co-scheduling of tasks based on their
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Figure 1: An example multi-core architecture with a three-
layered cache hierarchy.

cache-related behaviours and releasing periods, to improve cache
performance as well as scheduling results. Later in Calandrino et
al. [7], a task profiling method is proposed to capture the cache-
related characteristics of a task, and the efficiency of a scheduler
implementation with the profiler applied is investigated.

A similar idea to CRP by building predictive models based on off-
line profiling was explored by [17], where the mapping between the
rate of progress against the given resources (memory bandwidth
and cache capacity) are profiled and used for dynamic reassignment
of resources at runtime. The authors in [16] used a profiler to
investigate the relative importance of each memory page to the
contribution of the overall timing of a target application.

Most existing cache-aware scheduling methods rely on static
analysis of each task in the system and the support from the underly-
ing platform (e.g., cache colouring [32] and cache partitioning [17]).
In addition, existing cache-aware methods do not consider the DAG
task model, i.e., all tasks are considered to be independent of one an-
other. Such limitations impose significant barriers to these methods
being applied to existing systems.

In this paper, we focus on the online allocation for DAG tasks on
multi-core systems that uses a system-level execution time model
to improve cache performance, and hence to reduce the execution
time of DAG tasks. Instead of relying on static analysis of the
system or modifications to the hardware, the proposed method
aims to improve cache performance at the system level in an easy-
to-practice and low-cost manner.

3 SYSTEM MODEL
Hardware Architecture. This work focuses on the hardware ar-
chitecture that contains𝑚 homogeneous cores Λ = {_1, _2, ..., _𝑚}
and a [-layered inclusive cache L = {𝐿1, 𝐿2, ..., 𝐿[ }, i.e., contents in
the 𝐿1 cache is also available in the 𝐿2 and 𝐿3 cache. Various cache
hierarchies exist in commercial off-the-shelf (COTS) architectures,
e.g., the three-layered cache in Intel i5-1145 Processor and the two-
layered cache in ARM Cortex A72. Figure 1 presents an example
multi-core system with a three-layered cache, where the level 1
(𝐿1) cache is dedicated to each core, the level 2 (𝐿2) cache is shared
among cores in a cluster, and the level 3 (𝐿3) cache is shared among
all cores in the system. For all levels of cache, a cache replacement
policy is applied to specify the cache blocks to be evicted when
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Figure 2: An example DAG task with eight nodes.

loading new instructions or data, e.g., the LRU [1, 5]. This work
does not assume any specific cache settings, e.g., the size or asso-
ciativity of the cache. That is, the proposed allocation method is
decoupled from the underlying hardware and is generally applica-
ble to commercial off-the-shelf architectures. In Section 5.2, COTS
hardware is used as a case study to demonstrate the feasibility of
the proposed approach.

Task Model. Tasks in the system are organised as 𝑛 periodic
DAG tasks based on their execution dependencies [19, 29, 33, 34],
denoted as Γ = {𝜏1, 𝜏2, ...𝜏𝑛}. A DAG consists of a set of nodes
and edges, as demonstrated by the example in Figure 2 with eight
nodes. Each node represents a series of computations that must be
executed in a sequential manner, e.g., a function routine [4]. An
edge connecting two nodes indicates their execution dependency,
e.g., node 𝑣5 can start only if node 𝑣1 has finished its execution.

A DAG 𝜏𝑖 is defined by 𝜏𝑖 = {G𝑖 = (𝑉𝑖 , 𝐸𝑖 ),𝑇𝑖 , 𝑃𝑖 ,𝑊𝑖 }, in which
(i) G𝑖 = (𝑉𝑖 , 𝐸𝑖 ) defines the internal structure of 𝜏𝑖 with 𝑉𝑖 and 𝐸𝑖
denote the set of nodes and edges, respectively; (ii) 𝑇𝑖 denotes the
period of 𝜏𝑖 ; (iii) 𝑃𝑖 denotes the priority of 𝜏𝑖 ; and (iv)𝑊𝑖 gives the
total workload of 𝜏𝑖 . Each node 𝑣𝑖, 𝑗 ∈ 𝑉𝑖 has a worst-case execution
time (WCET), denoted as 𝐶𝑖, 𝑗 . The total workload𝑊𝑖 is computed
as the sum ofWCETs of all nodes in the DAG, i.e.,𝑊𝑖 =

∑
𝑣𝑖,𝑗 ∈𝑉𝑖 𝐶𝑖, 𝑗 .

As with [19, 33, 34], we assume each DAG has one source and one
sink node. The makespan of 𝜏𝑖 (denoted as 𝑅𝑖 ) is the worst-case
response time of the DAG task under a given schedule, which is
measured by the time interval from the start of the source node
to the finish of the sink node. The priorities of the DAGs (i.e., 𝑃𝑖 )
are assigned according to the Rate Monotonic Priority Ordering
(RMPO) algorithm [24]. At runtime, a DAG is released periodically
and all nodes of the DAG will be executed once in each release.
In this work, a job indicates a node instance in one release of a
DAG, denoted by 𝑣𝑖, 𝑗,a for the instance of node 𝑣𝑖, 𝑗 in the a th of
DAG 𝜏𝑖 . Each job has an allocation 𝛼𝑖, 𝑗,a assigned by the AJLR. For
simplicity, we omit the indexes 𝑖 and a in a 𝑣𝑖, 𝑗,a and 𝛼𝑖, 𝑗,a (i.e., 𝑣 𝑗
and 𝛼 𝑗 ) when they are not relevant in the allocation process.

Scheduling Model. With DAG tasks considered, a hierarchi-
cal scheduling scheme is applied on both the DAG level and the
node level. At the DAG level, a global Fixed-Priority Scheduling
(gFPS) scheme is applied, which always schedules the nodes of the
ready DAG with the highest priority first. A node becomes ready
to execute when all nodes it depends on have finished executions.
At the node level, a non-preemptive work-conserving scheme is
assumed, which always dispatches a node (if any) when a core
becomes available. That is, preemption is only allowed between the
execution of two nodes.

Given this system model, the proposed AJLR specifies the dis-
patch order and allocation of jobs based on the guidance of the
predictive model. In the following sections, we present the AJLR
and the implementation of the CRP in detail.

4 CACHE-AWARE ALLOCATION USING
EXECUTION TIME APPROXIMATIONS

This section presents the proposed cache-aware allocation method,
i.e., the AJLR. The AJLR utilises the CRP to approximate the speedup
of the execution time of jobs with caching effects taken into ac-
count. Using the approximation as guidance, the method produces
allocation decisions based on the principle of always allocating
a job to the core with the maximum execution time speedup, to
reduce the DAG makespan by benefiting from the cache. Below
we first describe the preliminaries (Section 4.1) and the working
mechanism (Section 4.2) of the AJLR, assuming that the speedup
approximations are provided. Then, an implementation of the CRP
is presented in Section 5 to demonstrate the required execution
time speedup can be effectively estimated on a real-world system.

4.1 Preliminaries and Assumptions
As described above, the AJLR produces allocation decisions based
on the CRP to reduce the DAG makespan by benefiting from the
cache. To guide the AJLR, the CRP is required to approximate the
speedup on the execution time of a job if it is allocated to a core with
caching effects considered. The speedup is represented as the abso-
lute reduction of the WCET of a job, denoted as S(𝑣 𝑗 , _𝑘 ,H,𝐶𝑅𝑃),
in which 𝑣 𝑗 is the job (i.e., 𝑣𝑖, 𝑗,a with 𝑖 and a omitted) to be dis-
patched, _𝑘 is the candidate allocation (i.e., core) of a job,H denotes
the history table of dispatched jobs, and 𝐶𝑅𝑃 gives the predictive
model. We assume a higher value of S(·) indicates a lower actual
execution time for 𝑣 𝑗 if executed on _𝑘 , i.e., 𝐶 𝑗 − S(𝑣 𝑗 , _𝑘 ,H,𝐶𝑅𝑃).

The construction of AJLR requires the following assumptions: (i)
the system maintains a history table H that contains the designated
cores of the allocated jobs and (ii) the CRP is provided for approxi-
mating the speedup on the execution time of jobs. In Section 4.2,
we first demonstrate that H can be effectively maintained without
a high run-time cost along with the presentation of AJLR. Then
in Section 5, we present the implementation of the CRP and the
computation of S(·) in detail.

4.2 Working Mechanism of AJLR
The AJLR is an online job-level allocation method that dispatches
ready jobs(s) to the idle core(s) at a scheduling point, e.g., when a
job arrives or finishes execution. At a scheduling point, the AJLR
uses the approximated CRP to decide the dispatch order and the
allocation target of the ready jobs so that their execution time can
be reduced, and hence, the DAG makespan.

Dispatching Order. Following the basic gFPS scheme in Sec-
tion 3, jobs in the ready queue (i.e., node instances) are first ordered
by the priority of their DAGs, in which a job with a higher DAG
priority will be dispatched first. For two jobs that have the same
DAG priority, the one with a higher WCET will be dispatched first.
Assuming 𝛿 idle cores are available at a scheduling point, at most 𝛿
ready jobs will be dispatched to execute, one on each idle core. The
underlying intuition is, by dispatching the job with a higher WCET
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Figure 3: Overview of the AJLR-scheduled system.

first, it has a higher number of idle cores as the candidate allocation
targets, and hence, would obtain a higher speedup that can facilitate
reducing the DAG makespan in the general case. In addition, we
note that although the AJLR is not explicitly designed for hard real-
time systems, offline scheduling orders can be supported in AJLR
if DAGs have a hard deadline, in which the worst-case response
time of DAGs can be obtained using the worst-case response time
analysis in [19, 34].

Allocation Mechanism. Following the job order, the AJLR
dispatches the first 𝛿 ready jobs to the available cores using two
allocation rules: (1) the maximum speedup first (MSF); and (2) the
least cache impact first (LCIF). For a job 𝑣 𝑗 , the MSF aims to reduce
its execution time by allocating it to the core (say _𝑘 ) with the
highest speedup, i.e., S(𝑣 𝑗 , _𝑘 ,H,𝐶𝑅𝑃). If 𝑣 𝑗 has the same speedup
on multiple cores (e.g., hits a cache that are shared among cores),
the LCIF is then triggered to find an allocation with the least impact
on other jobs in the system, in terms of the execution time speedup.

Maximum Speedup First. The MSF first introduces a speedup
table (SUT) that contains the speedup approximations of the first
𝛿 jobs on every idle core. An illustrative example of the SUT is
shown in Figure 3. In this example, three jobs will be dispatched
on three idle cores at the current scheduling point, which leads
to a SUT with a size of (3 × 3) that contains the speedup of each
job on every idle core, i.e., S(𝑣 𝑗 , _𝑘 ) in the example SUT with H
and 𝐶𝑅𝑃 omitted. Based on the SUT, the AJLR always allocate the
job 𝑣 𝑗 to an available _𝑘 with the highest S(·). This in general
provides a high reduction for the execution time of the jobs. Using
Figure 3 as an example, assuming that S(𝑣2, _2) is the highest and
S(𝑣3, _4) > S(𝑣4, _3). The AJLR will dispatch 𝑣2 to _2, and then
allocate 𝑣3 and 𝑣4 to _4 and _3, respectively, based on the S(·)
approximations.

Least Cache Impact First. During allocation, a job may have the
same speedup on multiple cores, e.g., when it hits a shared cache or
misses all levels of cache completely. Thus, the allocation decision
will not benefit the currently-examined job in terms of reducing the
execution time. In this case, the objective is to reduce the potential
impact on the cache benefits of other jobs caused by the current one.
The underlying rationale is, when a job is allocated to a core, it could

Algorithm 1: The online AJLR method
Input: 𝑄𝑟𝑒𝑎𝑑𝑦 , Λ∗, H,𝐶𝑅𝑃

1 𝑄𝑠𝑐ℎ𝑒𝑑 = 𝑠𝑜𝑟𝑡 (𝑄𝑟𝑒𝑎𝑑𝑦).𝑓 𝑖𝑟𝑠𝑡 ( | |Λ∗ | |);
2 S = 𝑖𝑛𝑖𝑡_𝑆𝑈𝑇 ();
3 for 𝑣 𝑗 ∈ 𝑄𝑠𝑐ℎ𝑒𝑑 do
4 for _𝑘 ∈ Λ∗ do
5 S(𝑣 𝑗 , _𝑘 ) = S(𝑣 𝑗 , _𝑘 ,H,𝐶𝑅𝑃);
6 end
7 end
8 while 𝑄𝑠𝑐ℎ𝑒𝑑 ≠ ∅ do
9 (𝑣 𝑗 ,Λ¬) = argmax

𝑗, _𝑘 ∈Λ∗

{
S(𝑣 𝑗 , _𝑘 ) | ∀𝑣 𝑗 ∈ 𝑄𝑠𝑐ℎ𝑒𝑑

}
;

10 if |Λ¬ | == 1 then
11 _𝑘 = Λ¬ (1);
12 else
13 _𝑘 = argmin

𝑘

{
𝐼𝑚𝑝 (𝑣 𝑗 , _𝑘 ) | 𝑘 ∈ Λ¬

}
;

14 end
15 𝛼 𝑗 = _𝑘 ;
16 𝑄𝑠𝑐ℎ𝑒𝑑 .𝑟𝑒𝑚𝑜𝑣𝑒 (𝑣 𝑗 );
17 S.𝑟𝑒𝑚𝑜𝑣𝑒 (𝑣 𝑗 , _𝑘 );
18 H.𝑎𝑑𝑑 (𝑣 𝑗 , _𝑘 );
19 end

affect the speedup of the upcoming jobs where their previous jobs
are also allocated to the same core. This generally holds as with the
MSF, the AJLR tends to allocate jobs of the same node to the same
core or cluster to increase the speedup. With this understanding,
the LCIF is constructed as follows.

For a job that has the same speedup on multiple candidate cores,
the LCIF iterates each of such cores (say _𝑘 ), computes the impact
of the allocated jobs on _𝑘 caused by 𝑣 𝑗 , and finally chooses the
core with the minimal impact as the allocation of 𝑣 𝑗 . Equation 1
computes the impact of 𝑣 𝑗 on jobs that are allocated to _𝑘 , denoted
as 𝐼𝑚𝑝 (𝑣 𝑗 , _𝑘 ). Notations H′ and H indicate the allocation history
table with and without job 𝑣 𝑗 being added on core _𝑘 , respectively;
and H(_𝑘 ) returns the jobs that are executed on core _𝑘 .

𝐼𝑚𝑝 (𝑣𝑗 , _𝑘 ) =
∑︁

∀𝑣𝑥 ∈H(_𝑘 )

(
S(𝑣𝑥 , _𝑘 ,H,𝐶𝑅𝑃 ) − S(𝑣𝑥 , _𝑘 ,H′,𝐶𝑅𝑃 )

)
(1)

We note that job 𝑣𝑥 is taken from H(_𝑘 ) by the Last In First Out
order. In addition, the computation can finish ifS(𝑣𝑥 , _𝑘 ,H,𝐶𝑅𝑃) =
0. In this case, the following jobs in H(_𝑘 ) will not benefit from the
cache regardless of whether 𝑣 𝑗 is allocated on _𝑘 .

Working Mechanism. The complete algorithm of the AJLR
method is given in Algorithm 1. The algorithm takes jobs in the
ready queue (𝑄𝑟𝑒𝑎𝑑𝑦 ), a set of idle cores (Λ∗), the allocation history
table (H), and the CRP as the input. The algorithm allocates jobs in
𝑄𝑟𝑒𝑎𝑑𝑦 on Λ∗ using allocation rules MSF and LCIF. At a scheduling
point, the AJLR first identify jobs to be dispatched (denoted as
𝑄𝑠𝑐ℎ𝑒𝑑 ) based on the dispatching order and the number of idle
cores, i.e., | |Λ∗ | | in line 1. Then, the SUT is constructed in lines 2-7
by computing S(·) for each 𝑣 𝑗 ∈ 𝑄𝑠𝑐ℎ𝑒𝑑 on every _𝑘 ∈ Λ∗. Then,
the MSF is applied in line 9 that returns an allocation decision (i.e., a
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job 𝑣 𝑗 and its candidate allocation set Λ¬) that has the highest S(·).
If more than one jobs have the same S(·), the job will be selected
based on the dispatching order. However, if 𝑣 𝑗 has the same S(·)
on multiple cores (i.e., | |Λ¬ | | > 1), the LCIF is applied to identify
the _𝑘 with the least 𝐼𝑚𝑝 (𝑣 𝑗 , _𝑘 ) (lines 12-14). With both rules, the
allocation of 𝑣 𝑗 is decided in line 15. Then, the S, H and 𝑄𝑠𝑐ℎ𝑒𝑑

are updated accordingly for the next iteration (lines 16-18). The
algorithm returns when all jobs in 𝑄𝑠𝑐ℎ𝑒𝑑 are assigned with an
allocation.

The time complexity of the AJLR is cubic. When the AJLR is
invoked with𝑚 cores being idle, at most𝑚 jobs will be dispatched
so that the SUT is constructed with at most𝑚2 access to the CRP.
As for the LCIF, the algorithm will identify the _𝑘 with the least
𝐼𝑚𝑝 (𝑣 𝑗 , 𝑣𝑘 ) by at most𝑚 ∗ (𝑚 ∗ 𝑛) computations, where 𝑛 denotes
the largest number of allocated jobs being examined on a core. For
a given node, the 𝐼𝑚𝑝 (·) will be invoked at most𝑚 (number of idle
cores) times, and each time at most 𝑛 nodes will be examined to
compute the impact, i.e., (𝑚 ∗ 𝑛). Such computations will repeat at
most𝑚 times to assign one node to each idle core. Therefore, the
time complexity of the AJLR is O(𝑚2 +𝑚× (𝑚×𝑛)). In addition, we
note that 𝑛 can be effectively limited as only jobs that can benefit
from cache (based on the CRP) will be considered. Therefore, the
run-time efficiency of AJLR can be obtained by: (i) utilising a pre-
defined predictivemodel rather than performing complicated online
computations; and (ii) limiting the number of jobs to be examined
(and the associated computations) at each scheduling point.

5 IMPLEMENTION OF PREDICTIVE
EXECUTION TIME MODEL

In this section, an execution time model based on the cache recency
distance is proposed, namely the Cache Recency Profile (CRP). The
CRP produces execution time approximations of a job based on
the recency (i.e. both spatial and temporal) distance between the
current and the last executed job of the same task. The CRP is a
time-driven learnt model where the correlation between the recency
and the execution time is derived based on data profiled from the
execution platform. We note that the scheduling and allocation
algorithm does not rely on the CRP being exactly accurate. Later in
Section 6.5 it is shown that the approach does work better when the
CRP is more accurate, however even with considerable inaccuracies
the AJLR can still outperform the state-of-the-art method.

5.1 Cache Recency Profile
Assuming that the predictive execution time model is constructed
using the static analysis, we need to understand every detail of a
system, including the processor model, hardware model, memory
model and interference model. In addition, some of the hardware
architecture is often inaccurately described and sometimes details
are not disclosed. In multi-core computing, a number of sources
could interfere with the task of interest and consequently affect the
execution time. Consequently, the complexity associated with this
approach is extremely high, and the propagation error from con-
structing a high-level model using a compositional approach with
low-level components could make it pessimistic or even unusable.
Recency Distance: As an alternative approach, in this work we
introduce the recency distance (𝑟 ) of an executable entity (using
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Figure 4: An illustrative cache recency profile.

node 𝑣 𝑗 as an example) which is defined as follows:

𝑟 (𝑣 𝑗 , 𝐿𝑥 ) = ΔNoUC(𝑣 𝑗,a , 𝑣 𝑗,a−1, 𝐿𝑥 ) (2)

where 𝐿𝑥 indicates the Level-𝑥 cache, 𝑣 𝑗,a is the a th job of node 𝑣 𝑗 ,
and ΔNoUC(·) represents the number of unique cache lines accessed
by jobs of other tasks between the two jobs of 𝑣 𝑗 . Note there exist
dependency between 𝐿𝑥 , 𝐿𝑥+1 and 𝐿𝑥+2, for inclusive cache. This
is because for an inclusive cache, if there is a 𝐿𝑥 cache hit, then the
higher-level cache will also hit, but not vice versa. That is, a hit of
the 𝐿1 cache implies a hit of the 𝐿2 and the 𝐿3 caches. In contrast,
an 𝐿2 cache hit does not guarantee there is also an 𝐿1 cache hit.
Due to the nature of a data-driven approach, the CRP model is able
to capture these effects.
Recency Approximation with time: Given the number of new
instructions is often a linearly increasing function of time [28], the
recency distance can be approximated by Equation 3. This equation
approximates the recency distance as the sum of the execution time
of jobs from other tasks executed between 𝑡 (𝑣 𝑗,a ) and 𝑡 (𝑣 𝑗,a−1),
denoted by the function g(·).

𝑟 (𝑣 𝑗 , 𝐿𝑥 ) = g
(
𝑡 (𝑣 𝑗,a ) − 𝑡 (𝑣 𝑗,a−1), 𝐿𝑥

)
(3)

We note that there are cases where the number of cache accesses
is not strictly correlated to time, e.g., when the task is formed of
a for loop or has a complicated if-then-goto structure. However,
as later shown in Section 6.5, this does not fundamentally break
the benefits of the proposed method as long as the relationship
described in Equation 3 generally holds.

To make the cache recency useful for system-level scheduling
and allocation algorithms, instead of an accurate but slow method,
we construct a CRP to fulfil this purpose. A CRP describes speedup
over the WCET against the recency distance. Such a profile exists
for each schedulable entity and is learned through the measure-
ment of the actual execution time against different recency distance
values. In addition, as it is based on the measurement of actual exe-
cution times, the CRP has a combinational effect on all cache levels,
pre-fetching, and bus contention for the specific target of interest.
This highlights the key difference between CRP and traditional
compositional modelling, which is often impractical to model each
of the considered effects explicitly.

The expected properties of the CRP include the following. Again,
we note this is a model used for allocation and it is not essential
that these properties always hold:

• Property 1: The execution time approximation produced by
the CRP increases monotonically with recency distance;
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• Property 2: The CRP can be modelled with a piece-wise linear
function with 𝑛 continuous lines.

Figure 4 illustrates a synthesised recency profile, in which the
execution time (ET) of a job is approximated as a speedup (in per-
centage) over its WCET based on a given recency distance. In the
profile, the relation between recency distance and the speedup
is represented by three different trends (recency for core, cluster
and system, respectively), indicating the impact on execution time
caused by the gradually increased cache miss from 𝐿1 to 𝐿3 cache,
with the increase of recency distance. For example, the first line
in Figure 4 (recency for core) indicates the process where the job
gradually misses the 𝐿1 cache with an increased recency distance.
For recency distances greater than 10, the job will completely miss
the 𝐿1 cache, which leads to a higher execution time.

With the CRP constructed, the speedup approximation (i.e., S(·)
described in Section 4.1) can be computed. For job 𝑣 𝑗,a and a can-
didate core _𝑘 , S(𝑣 𝑗,a , _𝑘 ,H,𝐶𝑅𝑃) is computed by examining the
recency distance of 𝑣 𝑗,a at each cache level 𝐿𝑥 ∈ L, as each cache
level is shared among a different number of cores (and the associ-
ated jobs). Starting from the 𝐿1 cache, we determine whether job
𝑣 𝑗,a can have a cache hit based on the following two conditions:

• a previous instance (denoted as 𝑣 𝑗,a−1) is found on _𝑘 , i.e.,
𝑣 𝑗,a−1 ∈ H(_𝑘 ), and

• the recency distance 𝑟 (𝑣 𝑗,a , 𝐿1) is less than the threshold of
the recency for core, e.g. 16 in Figure 4.

If 𝑣 𝑗 can hit the 𝐿1 cache, a speedup over the WCET of 𝑣 𝑗 can be
obtained based on the 𝑟 (𝑣 𝑗 , 𝐿1) and the CRP (more specifically, the
curve of the recency for core in Figure 4), denoted as𝐶𝑅𝑃 (𝑟 (𝑣 𝑗 , 𝐿1)).
Accordingly, the absolute execution time reduction of 𝑣 𝑗 on 𝑃𝑘 can
be obtained, as shown in Equation 4.

S(𝑣 𝑗 , _𝑘 ,H,𝐶𝑅𝑃) =
(
1 −𝐶𝑅𝑃

(
𝑟 (𝑣 𝑗 , 𝐿1)

) )
×𝐶 𝑗 (4)

If the above conditions are not met, 𝑣 𝑗 misses the 𝐿1 cache so that
the recency distance of 𝑣 𝑗 on the 𝐿2 and then 𝐿3 cache is computed
and examined based on the CRP using the same approach. We note
that for the cache level that is shared among cores, the allocation
history of all these cores will be included when computing the
recency distance of 𝑣 𝑗 to take the competition for cache from other
cores into account.

5.2 Real-world Example
We now use a real-world example to (i) demonstrate the construc-
tion of a CRP for a given task, and (ii) validate the fundamental
hypothesis of the CRP model, i.e. tasks do benefit from the content
remained in cache following the prior instance, resulting in execu-
tion speed-ups. More importantly, through this case study, we show
that the CRP exists for tasks in real systems. Later in Section 6.2
a proof of concept is provided to show the CRP can lead to better
scheduling results using the same case study.

The targeted tasks are taken from the TacleBench real-time bench-
marks suite [14], which covers a wide variety of computational and
cache-related behaviours of tasks in the real world. The considered
platform is a general-purpose quad-core Intel Core i5-6500 with a
standard Linux Operating System. The processor is equipped with
a 3-level cache hierarchy, where the 𝐿1 (64KB) and the 𝐿2 (256KB)
cache are dedicated to each core, and the 𝐿3 (6144KB) cache is

Table 1: Profile of the TacleBench tasks.

Task 𝑁𝑜𝑈𝐶 Task 𝑁𝑜𝑈𝐶

ndes 194 h264_dec 648
adpcm_dec 151 adpcm_enc 148

Figure 5: Observed execution time (in blue) and the modelled
CRP (in yellow) of ndes. This model aggregates three CRPs.

shared among all four cores. The size of the cache line is 64 bytes.
The CPU frequency is fixed to 800MHz.

In total, the CRPs of four tasks from the TacleBench are modelled.
Table 1 presents the modelled tasks with their number of unique
cache line accesses (𝑁𝑜𝑈𝐶) in one release. The 𝑁𝑜𝑈𝐶 is measured
in the Valgrind profiling tool, by setting the cache size to a large
value and accounting for the number of cache misses with a cold
cache. That is, each cache miss under this cache setting means an
access to a unique cache line, during one release of a task. As de-
scribed in Equation 2, 𝑁𝑜𝑈𝐶 indicates the contribution of a task to
the recency distance between two consecutive jobs of the modelled
task 𝜏𝑖 . For a job 𝐽𝑖,𝑘 released by 𝜏𝑖 , its recency distance is the sum
of 𝑁𝑜𝑈𝐶 of all jobs from other tasks executed between 𝐽𝑖,𝑘−1 and
𝐽𝑖,𝑘 . Note, the constructed allocation does not rely on the 𝑁𝑜𝑈𝐶 of
each node being precisely accurate. An example of the profiled data
(of ndes in TacleBench), and the learned model based on it is given in
Figure 5. The profiled data is collected as a percentage of the WCET.
For example, 50% means the execution time on measurement is
50% of the WCET. The recency distance (x-axis) is calculated based
on Equation 2. Finally, a segmented linear function (the yellow
lines) is fitted to the data with error minimised using piecewise
linear regression. In section 6.5 we evaluate the effectiveness of the
proposed method when considering different amounts of error in
the CRP model, and show that the method remains effective when
errors exist.

6 EXPERIMENTAL RESULTS
In this section, we evaluate the constructed AJLR against the state-
of-the-art in scheduling DAG tasks. The experimental setup is de-
scribed and justified in Section 6.1. Experimental results are pre-
sented to address the following objectives:

i. to provide proof-of-concept evidence that AJLR is effective
on a real system (Section 6.2);

ii. to demonstrate AJLR reduces a single DAG makespan by
improving cache performance (Section 6.3);
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iii. to demonstrate the AJLR effectively reduces the makespan
of concurrent DAGs in the general case (Section 6.4); and

iv. to show that the AJLR remains effective when deviations
exist in a recency profile (Section 6.5).

Objective (i) validates that the AJLR is beneficial in a real-world
system. Then, objectives (ii) to (vi) provide a comprehensive eval-
uation of AJLR under a wide range of system configurations in a
simulation environment with a synthesised CRP, in which recency
is approximated by execution time of nodes, i.e., Equation 3.

6.1 Experimental Setup
We first describe the experimental setup of the simulation envi-
ronment, including the cache structure, the CRP profile used for
simulation, the generation of DAG tasks, and the competingmethod.
As the CRP abstracts the detailed cache settings (e.g., cache line
size and the number of associative ways), such information is not
provided without jeopardising the reproducibility of the results.

Cache and recency profile setup. Unless stated otherwise, the
system has𝑀 = 8 symmetric cores organised into two clusters of
four cores and a 3-level cache hierarchy. Each core has a dedicated
L1 cache, each four-cores cluster shares an L2 cache, and all cores
share the L3 cache. In addition, a global CRP shown in Figure 4
is used for evaluation, rather than different ones for each node.
This reduces the number of factors changed in experiments so the
results are more straightforward to interpret and analyse.

DAG and system setup. Each DAG under evaluation is ran-
domly generated as follows. Starting from a source node, nodes
are generated layer by layer, with the number of layers randomly
decided in the range of [5, 8]. In each layer, the number of generated
nodes is uniformly distributed in the range of [2, 10]. Each node in
the newly-generated layer has a probability of 50% to be connected
by randomly-chosen nodes in the previous layer. After all nodes are
generated, the ones that are not connected will be linked directly
to the source and/or the sink node to ensure that each DAG has
one source node and one sink node. Finally, the WCETs of nodes
are generated using a uniform random distribution within a range
based on the total workload. We assume in general the 𝑁𝑜𝑈𝐶 of
a node is proportional to its WCET, where a larger 𝑁𝑜𝑈𝐶 often
leads to a higher WCET. This setting does not include corner cases
such as a for loop that has a high WCET but a low 𝑁𝑜𝑈𝐶 . However,
the constructed method does not require an exactly accurate CRP
and is still effective when errors exist in the CRP (see Section 6.5).
Nodes will execute up to their WCET if no speedup is obtained
based on the recency profile.

The number of DAGs in the system is controlled by parameter
𝑁 ∈ [1, 4]. The utilisation𝑈𝑖 of DAGs is generated by the UUnifast-
Discard algorithm [13] based on a total utilisation 𝑈 . DAG periods
𝑇𝑖 are randomly generated in a uniform distribution from values
that can lead to a hyperperiod of 144 units of time. The workload
of a DAG is computed by𝑊𝑖 = 𝑇𝑖 ×𝑈𝑖 . For multi-DAG systems (i.e.,
when 𝑁 > 1), the Rate Monotonic Priority Ordering is applied to
assign each DAG a priority. Nodes are ordered as well as allocated
by the evaluated methods. A work-conserving non-preemptive
scheme is applied for scheduling nodes.

Competing method. For DAG tasks, the proposed AJLR is eval-
uated against the Worst-Fit allocation with the scheduling method
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Figure 6: The makespan (in microseconds) of AJLR and
WF+EO on (a) the real system and (b) the simulator.

in [34] (denoted as WF+EO hereinafter), which provides the state-
of-the-art in scheduling and allocation of DAGs. At a scheduling
point, the WF-EO takes the first node in the ready queue (ordered
by the scheduling method) and allocates it to the idle core with the
least utilisation. This process repeats until each idle core is assigned
with a ready node (if there exists any). Compared to other heuris-
tics (e.g. Best-Fit and First-Fit), the WF can achieve a shorter DAG
makespan in more cases and AJLR outperforms all these heuristics.

Each data point plotted represents the results of 1000 trials unless
stated otherwise. In each trial, all DAGs will keep executing until
at least ten instances of every DAG are completed.

6.2 Proof of Concept
The first experiment aims to validate the performance of AJLR on a
real-world system as the proof of concept of the proposed allocation
approach. The experiment is conducted based on the case study
described in Section 5.2, i.e. a 4-core Intel i5 with a 3-Level cache
hierarchy. Cores 1 to 3 are used to allocate and execute tasks while
core 0 is preserved for system activities. The five tasks shown in
Table 1 are used for the evaluation. Each task has a unique CRP
model, which is constructed based on the method in Section 5.2.
Each task is assigned with a utilisation of 10%. The makespan (i.e.
the total time spent for executing all tasks in the system, excluding
scheduler overheads and idle periods) is reported.

Figure 6(a) presents the makespan collected from the testbed
under both AJLR and WFD. As shown by the results, the AJLR
demonstrates better performance thanWFD in terms of achieving a
lower makespan. However, the performance of AJLR on the testbed
is limited as only three cores are available, i.e., a limited number of
candidate allocations for each job. In the following section, a more
pronounced performance of AJLR can be observed with a higher
number of cores available. In addition, it is worth noting that the
AJLR has been evaluated by our industrial partner on the 5G base
station system with eight cores and has obtained an improvement
of around 14%, i.e., the makespan of DAGs in the system is reduced
by 14% on average. This suggests that the AJLR is effective in real-
world systems, i.e., objective (i).

In addition, a simulator that adopts the same system settings of
the testbed is constructed with the performance of AJLR and WFD
obtained in Figure 6(b). From the Figure, we can observe that the
AJLR still outperforms WFD, but the results demonstrate a large
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Figure 7: Normalised makespan of one DAG task.

deviation compared to the testbed, in which the AJLR obtained
a much lower makespan than that of the WFD. This observation
reveals that in real-world systems, the potential prediction errors
in the CRP model can affect the effectiveness of the AJLR (see Sec-
tion 6.5 for more details). This leads to an ongoing work that applies
adaptive learning techniques in AJLR to mitigate the impact of pre-
diction errors of CRP models and to improve allocation decisions
when deviations exist in the CRP [23].

6.3 Relationship between DAG Makespan and
Cache Misses

With the effectiveness of AJLR validated in a real-world system,
this section uses the simulator to demonstrate AJLR can achieve a
shorter makespan for a single DAG due to better cache performance,
compared to the state-of-the-art.

Setup. In this experiment, 5000 trials with 𝑁 = 1 (i.e., one DAG
in each trial) are generated as 1000 did not give a clear trend. For
the DAG in a trial, a fixed period of 144 units of time is assigned and
the utilisation is generated within a range of (0%, 50%] for the eight-
core system. The uniformly generated utilisation provides a wide
range of DAG workloads, where a higher workload in general gives
a higher recency distance. The DAG in each trial is then executed
10 times (i.e. 10 instances) under both methods.

Results. Figure 7 presents the normalised makespan of each
instance for these DAGs. For the first instance (i.e. when the cache
is cold), the normalised makespan under our method is identical to
that of WF+EO, as no benefit from the cache can be obtained by dif-
ferent allocation decisions. For later instances, our method becomes
effective and leads to a lower normalised makespan than WF+EO
in general. In addition, we observe that our method becomes stable
(i.e. the makespan does change less) after only a few instances.
This indicates our method warms up the cache both quicker and
better than WF+EO in a general case. However, we also observe
that a similar 75% percentile is obtained for each instance with
both methods. To understand this observation, we investigate the
relationship between recency distance (represented by workload)
and the resulting DAG makespan.

Figure 8 shows the median value of the normalised makespan
among ten instances of DAGs with 𝑊𝑖 ∈ (0, 300] generated in
Figure 7. For DAGs with𝑊𝑖 > 300, a similar trend is obtained for
both methods. As shown in this figure, our method outperforms
WF+EO in most cases by achieving a lower makespan. In particular,
with𝑊𝑖 ≤ 100, our method demonstrates the most pronounced
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Figure 8: Relationship between the median value of the nor-
malised makespan in 10 instances and recency distance.
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distance.

advantage over WF+EO, where the normalised makespan is close to
30% of the worst case at first while maintaining a slower increasing
trend compared to WF+EO. In such cases, the average workload on
each core is relatively low (i.e. a short recency distance) so that most
nodes can hit the L1 cache, and hence, obtains a high execution
speedup. When𝑊𝑖 > 100, nodes under our method are less likely
to hit the L1 cache, and hence, leading to an increased makespan.
When𝑊𝑖 = 300, the performance of WFD and AJLR become similar
as most of the nodes can hardly obtain any benefits from the cache.

To explain the results in Figure 8 and to provide evidence that
the lower makespan of our method is achieved by improving cache
performance, Figure 9 is presented to demonstrate the recency miss
rate at both the core and cluster levels when executing the same
set of DAGs 10 times. A miss of the recency for core means the job
has a recency longer than the threshold for hitting the L1 cache
(e.g., 16 in Figure 4), and hence, can only obtain a lower speedup
on its execution time. As explained in Section 5 (also see Figure 4),
a higher miss rate on a recency trend indicates a higher cache
miss rate on the corresponding cache level. From Figure 9 we can
observe that the recency miss rate of WF+EO is much higher than
our method for both recency. With𝑊𝑖 < 100, our method maintains
a miss rate close to 10% for both recency trends. This is the lowest
miss rate possible as the first instance of each DAG is executed with
a cold cache. In contrast, WF+EO demonstrates a much higher miss
rate for both recency trends. For𝑊𝑖 ≥ 100, the miss rate on recency
for core under our method starts to increase due to longer recency
distance (i.e. an average distance higher than 10), as suggested by
the recency profile (Figure 4). For a similar reason, our method
demonstrates an increasing L2 cache miss rate when𝑊𝑖 > 250, and
becomes similar to WF+EO when𝑊𝑖 = 300.
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Figure 10: Normalised makespan with 𝑁 = 1.
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Figure 11: Normalised makespan with 𝑁 = 2.

By cross-comparing Figures 8 and 9, we can observe that the
recency miss has a major impact on DAGmakespan. With𝑊𝑖 ≤ 100
our method demonstrates its best performance with a very lowmiss
rate on both recency trends. When 100 <𝑊 ≤ 250, our method the
normalised makespan tends to increase as well as an increase in the
L1 cache misses. Then, with𝑊𝑖 > 250 the normalised makespan
under bothmethods becomes similar with ourmethod being slightly
better, with a similar trend observed from the miss rate of recency
for the cluster. Based on the above results, we can observe that the
AJLR achieves a lower makespan due to a general reduction in the
number of cache misses.

Summary. From the experiments, we have established the un-
derstanding that the lower makespan achieved by AJLR is due to
better cache performance. In addition, the experiment demonstrates
the relationship between the DAG workload and makespan, as well
as the situations where the AJLR has its best performance.

6.4 Makespan of Each DAG in the System
With the above understanding, this section demonstrates that
the proposed AJLR can achieve a lower DAG makespan than the
WF+EO, due to better cache performance. To achieve this, two sets
of experiments are conducted. The first provides an in-depth evalua-
tion of the makespan for each DAG in the systemwith an increasing
number of DAGs. The second investigates the performance of AJLR
on a common-seen setup in industrial systems.

Setup. Figure 10 to 13 provides the normalised makespan of the
corresponding instances (the x-axis) of each DAG in the system,
with 𝑁 = [1, 4] and a total system utilisation𝑈 = 0.25×𝑁 . We note
that the DAG makespan after the tenth instance becomes similar
and does not have an observable trend. To avoid too many boxes
reducing readability, with 𝑁 ≥ 2 the makespan of the first three
and the tenth instances (i.e., instance 1, 2, 3, 10) of each DAG are
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Figure 12: Normalised makespan with 𝑁 = 3.
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Figure 13: Normalised makespan with 𝑁 = 4.

presented. This provides the trend in makespan from a cold cache
to a stable makespan when the cache is warmed up.

Results. Figure 10 presents the normalised makespan of the
first ten instances when the system contains a DAG (𝑁 = 1). In
this figure, our method shows dominating results by achieving
a constantly lower makespan than WF+EO, except for the first
instance with a cold cache. As described by Figure 8 and 9, DAGs
with𝑈𝑖 = 0.25 and𝑇𝑖 = [10, 144] can have a relatively short recency
distance which leads to fewer cache misses and/or cache misses
with lower latency in general, and hence, a lower makespan.

For 𝑁 = 2 (Figure 11 with two DAGs: DAG-1 and DAG-2), our
method still maintains an obvious advantage over the WF+EO for
each DAG. However, we can observe that the differential in nor-
malised makespan between the two methods is decreased compared
to that in Figure 10. The reason is that, by introducing another DAG
it will inevitably increase the recency distance between the exe-
cutions of nodes, and hence, leads to a higher cache miss rate. In
addition, the competition for cores is also increased simultaneously
with more tasks in the system, where a node cannot execute on the
core with the shortest recency distance if the core is busy executing
another node.

The trend of the differential described above becomes more ob-
vious when further increasing 𝑁 (see Figure 12 and 13), where the
normalised makespan of the methods are becoming similar with
a higher 𝑁 . As shown by Figure 12, our method can outperform
the WF+EO for the first two DAGs yet only demonstrates a slightly
lower normalised makespan for the third DAG. The reason for this
observation is similar to that of Figure 11, where a DAG with a
longer period in a busy system is more difficult to obtain bene-
fits from the cache. In particular, for the third DAG which has the
longest period, the recency distance of its nodes will be prolonged
significantly by the first two DAGs with frequent releases. Thus,
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Figure 14: Differential in normalised makespan of WF+EO
and our method for a DAG with𝑈 = 20%.

both methods lead to a high cache miss rate and achieve similar
DAG makespan with our method being slightly lower.

In Figure 13, the normalised makespan of all DAGs becomes sim-
ilar under both methods because of the ever-long recency distance
and high cache miss rates. However, even for fully-loaded systems,
our method still performs better than the WF+EO and can achieve
a lower normalised makespan for all DAGs in general with the help
of the recency profile. In addition, we can observe the proposed
method is generally more effective for DAGs with shorter periods
(e.g., the 10𝑡ℎ instance of DAG-1 and DAG-4 where DAG-1 always
has a shorter period than DAG-4). The more frequent releases mean
the potential gains from reducing cache misses increase.

Summary. This section evaluates the performance of AJLR
against WF+EO for systems (1) with a different number of DAGs
and (2) with an increasing utilisation of the first DAG, where the
latter highlights the performance of AJLR on a common-seen setup
in industrial applications. Based on the results, we conclude that
the AJLR in general outperforms WF+EO with a different number
of DAG in the system and performs better in the system where
the foreground DAG has a varied utilisation, in terms of reducing
makespan for each DAG in the system.

6.5 Recency Profile with Deviations
The above experiments are conducted assuming an accurate re-
cency profile, i.e., the execution time provided by the profile exactly
matches the real case in all scenarios. In this section, we evaluate
the performance of the AJLR against the WF+EO when deviations
exist in the values returned by the recency profile.

Setup.We define the deviation in a recency profile as a pair of
parameters (𝑃𝑟 , 𝑃𝑒 ) with 𝑃𝑟 ∈ [0%, 100%] and 𝑃𝑒 ∈ [0%, 50%]. 𝑃𝑟
controls the probability of deviation occurrence for each access to
the recency profile. When a deviation occurs, the execution time
suggested by a specific entry in the CRP will be replaced from S to
S ± S × 𝑃𝑒 , where S is the execution time obtained from the CRP
without deviations (see Section 4.2).

Figure 14 presents the differential of WF+EO and our method
for one DAG with 𝑈 = 20%, under varied 𝑃𝑟 and 𝑃𝑒 values. The
differential is computed by (𝛼𝑊𝐹+𝐸𝑂 −𝛼𝐴𝐽 𝐿𝑅)/𝛼𝑊𝐹+𝐸𝑂 , where 𝛼𝑥
is the median of normalised makespan among the first ten instances
of the DAG under method 𝑥 . A higher positive differential indicates
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Figure 15: Normalised makespan with 𝑃𝑟 = 50% and 𝑃𝑒 = 25%.

better performance of the AJLR. In addition, the results of WF+EO
are not affected by the deviation.

Results. As shown in this figure, our method can outperform
WF+EO and provide a relatively stable makespan of the DAG for a
wide range of 𝑃𝑟 and 𝑃𝑒 values. For instance, in most cases when
𝑃𝑟 ≤ 40% and 𝑃𝑒 ≤ 25% our method outperforms WF+EO with a
makespan differential around 35%, which is the differential of the
two methods without deviations, i.e. 𝑃𝑟 = 0% or 𝑃𝑒 = 0%. This obser-
vation indicates that our method remains effective when deviations
exist in the recency profile. By further increasing 𝑃𝑟 and 𝑃𝑒 , our
method starts to demonstrate large variations on makespan with
a clear decreasing trend in the makespan differential, e.g. the dif-
ferential is around 0.2 with 𝑃𝑟 = 60% and 𝑃𝑒 = 40%. However, such
cases only occur with large 𝑃𝑟% and 𝑃𝑒%, which can fundamentally
change the CRP to an opposite trend.

The above analysis indicates 𝑃𝑒 can impose a more significant
impact on the performance of AJLR than 𝑃𝑟 by affecting the recency
trend. This is justified by comparing the differential in makespan
under 1) 𝑃𝑟 = 100, 𝑃𝑒 ∈ [0%, 50%] and 2) 𝑃𝑟 ∈ [0%, 100%], 𝑃𝑒 = 50%,
where case 2) leads to much larger variations on the differential.
The reason is our method does not rely on an exactly accurate value
from the CRP. Instead, the correct recency trend is more important
for our method to make effective allocation decisions.

Figure 15 presents the median value of the normalised makespan
among ten instances of one DAG, with an increasing system utilisa-
tion and fixed values of 𝑃𝑟 and 𝑃𝑒 . Similar to Figure 14, our method
demonstrates strong performance when deviations exist in the re-
cency profile and outperforms WF+EO in all cases. However, the
impact of deviations on makespan becomes more observable when
the system has a higher system utilisation. This is expected as for
DAGs with a larger workload, deviations can impose a higher im-
pact on the execution time returned by the recency profile, which
directly affects the online allocation decisions within MSF.

Summary. In this section, we evaluate the performance of AJLR
under a recency profile with deviations. Within limits, we demon-
strate that our method is effective with a relatively stable perfor-
mance. Future work will look to make the approach more robust to
deviations and actively learn the CRP from run-time measurements
to reduce errors. A further analysis verifies this by showing that 𝑃𝑒
imposes a higher impact on the performance of our method when
affecting the trend of the profile. In addition, we demonstrate that
DAGs with a larger workload are more likely to be affected by the
deviations due to a higher impact on the speedup computation (see
Section 4.2 for details), and hence the allocation decisions.
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7 CONCLUSIONS
In this paper, an approach is presented for scheduling and allocating
nodes of a DAG to cores such that the cache miss rate and the cost
of those misses are reduced. This is based on a realistic model with
few assumptions, in which the change of execution time is based
on how recently the node was executed and on where it is executed.
This allows decisions to be taken to allocate nodes to cores to reduce
the execution time of nodes, and hence, the DAG makespan. The
evaluation shows that both on a real physical platform and in the
simulation, the makespan of DAGs is in general shorter compared
to a state-of-the-art algorithm. The evaluation then shows the po-
tential negative effects of deviations between the model and the
actual system. The proposed approach still outperforms the start-
of-the-art algorithm with reasonably large deviations, however,
understandably there are limits.

Future work will present an extension of the work that supports
the off-line ordering and schedulability analysis of timing-critical
DAGs, an evaluation of whether different recency profiles may
further reduce the makespan of DAGs, and evidence that AJLR
improves the predictability of the system. As mentioned, we are
also looking at applying adaptive learning methods, e.g., with a
Digital Twin, to improve the accuracy of CRP models by reduc-
ing prediction errors where exists a large deviation, from the real
observations of the recency while the system is in operation.
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