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Abstract
Dynamic resource management is a fairly recent development made to improve the flexibility of job scheduling.

MPI-based approach [1] makes this possible by treating resources on a set granularity and performs set 
operations whenever changes are made. Due to the extreme resource requirements, using dynamic resources 
will likely be compulsory for parallel-in-time methods.

Development towards this has been made by prototyping an interface for dynamic resource management and
then incorporating it into LibPFASST to provide proof of concept. The intent of this poster is to motivate further 
investigation and exploration of dynamic resources for large-scale applications such as weather/climate  
simulations, molecular dynamics, graph design and more.
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for PMIx- and/or MPI-based applications.

                       

Extension of MPI Sessions & PMIx interface to enable dynamic resources

                       

Dynamic Resource Management
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Prototype implemented on top of OpenMPI, OpenPMIx and PRRTE

 

Design Principles:

Main Benefits:
Utilization rate 
Job throughput
Energy efficiency
Program efficiency
Fault tolerance

Provides the ability to add and remove 
resources assigned to a job dynamically 
during program execution.

1. Granularity of resource changes                 Sets of resources.
2. Resource changes                                       Set operations.
3. Resource sets information                           Associated data store.
4. Indepedent of software stack specifics        Generic.
5. Cooperate between applications and the resource manager.
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Coupling objective  
To test the performance of PFASST in the context of atmospheric 

simulations and impact of various parameters.

Integration of SWEET with LibPFASST

Unstable barotropic vorticity

Gaussian bump benchmark

SWEET - Shallow Water Equation Environment for Tests 

A C++ solver that allows investigation and prototyping
of various numerical methods for dynamical cores of 
atmospheric models.
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Time DiscretizationSpace Discretization
RK methods

Semi-Lagrangian
REXI
SDC

MGRIT
Parareal
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LibPFASST with Dynamic Resources

Motivation
1. Increasing/decreasing the number of parallel-in-time steps in PinT methods is uncomplicated.
2. Convergence behaviour is problem-dependent and optimal parallel-in-time steps may vary.

Add resour

PFASST with dynamic resources

PFASST with 5 processes & 20 time steps

Resources are adapted based
on convergence behavior and
other metrics (outlook).

Resizing hook informs library 
on resource adjustments 
between PinT blocks.

Modified LibPFASST to support 
dynamic resource changes on
top of modified MPI runtime.

Dynamic Resources

PoC: 2D Heat equation.
12 processses, 3 parallel-in-time steps

Add resources Remove resources

SWEET  LibPFASST DynRes

LibPFASST - Parallel Full Approximation Scheme in Space and Time

1. Incorporate dynamic resource management into SWEET.

2. Investigate this concept with shallow water equations.

3. Expand investigation into other large-scale applications.

Future work:

A fortran implemention of PFASST [3], a high order time integration 
scheme that can be viewed as a parareal version of MLSDC [5].

 


