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Abstract

This paper studies the output distribution of Leaky ReLU neural networks. The input is a
vector of independent uniformly distributed random variables on [0, 1]. The cumulative distri-
bution function of the output is piecewise polynomial. We prove this characterization and give
an implementable algorithm to compute the exact expression. We also discuss how to extend
our result to piecewise linear neural networks with other input distributions.
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1 Introduction

This paper is motivated by approximating the probabilistic model of a given dataset Y . Standard
references in distribution learning solve this problem by direct approximations of the distribution
of Y . In generative models, this approximation takes the form of training a neural network to
generate other realizations of Y like with generative adversarial networks (cf. the recent survey
in Gui et al. (2023)) and with diffusion models (we refer for example to Croitoru et al. (2023)).
Other contributions focus on the approximation of the distribution itself with a neural network
using maximum likelihood (cf. Dinh et al. (2017)). This is the case for latent variables models
(cf. Gresele et al. (2020) and the references therein) where the density of Y is obtained through
the expansion of the likelihood expressed in terms of the density of a latent variable applied to
the output of a neural net, that has Y as its input, plus the determinant of a Jacobian term.

Different from the direct approximation methods, we propose computing the analytical dis-
tribution of GL(X), which is a neural network approximation of a random variable Y . The
random vector X has a known distribution. The feedforward neural network GL(·) with L-
layers is a minimizer of some loss function measuring the distance, the L2-distance for example,
between Y and its approximator. To be more specific, let NL denotes the collection of all L-layer
feedforward neural networks with proper input domain, then

GL(·) ∈ argmin
{
E
[
|ϕ(X)− Y |2

]∣∣ϕ ∈ NL

}
. (1.1)
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When GL is a solution to Equation (1.1), the random variable GL(X) is an approximation of
E[Y |X]. When Y is measurable with respect to X, GL(X) approximates Y and thus their
distributions should be close. When Y is not measurable with respect to X, computing the
distribution of GL(X) ≈ E[Y |X] is also different from the conditional latent variables methods
that approximate the distribution of Y conditional to X.

Neural networks are indeed a reasonable class of models to approximate functions. Their
infinite approximation power is state as the Universal Approximation Theorem, for shallow
networks in Hornik (1991) and for deep networks in Kidger and Lyons (2020). Because of their
modelling efficiency, neural networks are advantageous in approximating functions particularly
on high-dimensional input spaces. Theoretical proofs in multiple situations suggest that neural
networks are hopeful in breaking the curse of dimensionality in terms of sample size required,
for example the approximation of several structures by shallow networks with non-decreasing
homogeneous activation functions in Bach (2017), and the approximation of Lipschitz continuous
functions by networks with ReLU activation functions in Poggio and Liao (2018). In their
setting, Poggio and Liao (2018) further suggests that deep networks are even more efficient than
shallow networks.

Despite their approximating power and modeling efficiency, there is in general no simple
explicit expression of an inductively defined neural network. One exception is neural networks
with piecewise affine activation functions, where GL(·) is affine on polyhedra. This category of
neural nets is already studied in multiple contributions like in Bunel et al. (2018); Tao et al.
(2022). We choose Leaky ReLU activation functions for their explicit expressions. The input
is uniformly distributed on a unit hypercube. The results can be extended to piecewise affine
activation functions with notational changes only. In addition, this distribution can approxi-
mate the output distributions of neural networks with other commonly seen activation functions
and input distributions, since an activation function can be approximated by piecewise affine
activation functions and an input distribution can be approximated by histogram distributions.
Prior to our paper, the output distribution of a neural network is not yet widely studied. The
only existing work that we have found is Pan et al. (2022), which provides the output distribu-
tions for neural networks with respectively Sigmoid and smooth ReLU activation functions and
Gaussian input, by applying the density formula of transformed random variables.

Our distributional computation is realized via theories and methods in polytopes. In the set-
ting of piecewise linear neural networks with uniform input, the output cumulative distribution
function F(y) is identified with the total volume of finitely many polytopes Pi ∩H(y)−. Each
polytope Pi∩H(y)− is the part of a constant polytope Pi below a parallelly moving hyperplane
H(y). There exist several methods and algorithms to compute the exact volume of a constant
polytope (cf. Büeler et al. (2000)). Among those methods, the signed decomposition methods
can accommodate the cutting hyperplane H(y). Among the signed decomposition methods, the
volume induction formula in Lasserre (1983) is chosen for its numerical robustness. We propose
an algorithm to compute the volume of the cut polytope Pi ∩H(y)− with y being a variable.
When expressing the facets of a polytope into polytopes of one dimension lower, the proposed
algorithm takes a different approach from the variable substitution method in Lasserre (1983).
In addition to showing the piecewise polynomial property of the volume of the cut polytope
with respect to y, our approach enables a partition of the real line into finitely many intervals
by the “levels”, which are points determined by the vertices of the constant polytope and the
constant coefficients of the cutting hyperplane. The volume becomes polynomial on each of
these intervals defined using the set of partitioning levels. The latter set is a key element toward
an implementable algorithm that computes the expression of F(y). We present a simplified
version of this algorithm and illustrate it with a numerical example. We give also hints on how
the implemented algorithm can be further optimized.

Section 2 sets the considered piecewise linear architecture and states the main result on the
cumulative distribution function as Theorem 2.1. Section 3 presents an analytical formula for the
volume of the cut polytope, and characterizes the volume as a continuous, piecewise polynomial
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function of y, which allows to establish Theorem 2.1. Section 4 designs a detailed algorithm to
numerically implement the distribution computation. This algorithm is then illustrated on a
simple numerical example in Section 5. Appendix A lists the polytope definitions and properties
needed in volume computation. Appendix B provides an analytical expression of the cumulative
distribution function in terms of the parameters of the neural network.

2 Output distribution

Each neuron in the hidden layer processes information received from the previous layer and
passes it on to the next layer; this is achieved via the composition of an affine transformation
and an activation function. Affine transformations are specified by weight matrices and bias
vectors. For the l-th hidden layer, l = 1, · · · , L − 1, the dl × dl−1 weight matrix and the
dl-dimensional bias vector are respectively given by

Wl := (wlij)i=1,··· ,dl,j=1,··· ,dl−1
, bl := (bl1, · · · , bldl)

T . (2.1)

Since dL = 1, the output layer has the weight given by a dL−1-dimensional row vector

WL :=
(
wL11, · · · , wL1dL−1

)
(2.2)

and the bias bL is a real number.
We choose an activation function of the Leaky ReLU type, having the expression

a(z) := a+ max{z, 0}+ a− min{z, 0}, for z ∈ R, (2.3)

where the parameters a+ and a− are two positive real numbers. Although Leaky ReLU has
a+ = 1 and a− = 0.01, we use the general expression (2.3) for its symmetry and its genericity.
For a d-dimensional real vector u = (u1, · · · , ud)

T , the mapping a(u) is defined as

a(u) := (a(u1), · · · , a(ud))
T . (2.4)

The neural network is a function

GL : Rd0 → R; z0 7→ GL(z0), (2.5)

defined through the iteration
G0(z0) :=z0;

Gl(z0) :=a(WlGl−1(z0) + bl), l = 1, · · · , L− 1;

GL(z0) :=WLGL−1(z0) + bL.

(2.6)

Our computation of the output distribution of the neural network will be restricted to input
variables in a polytope domain D0 satisfying Assumption 2.1. Related definitions and properties
about polytopes are available in Appendix A.

Assumption 2.1 The domain D0 is a d0-polytope and is defined as

D0 := {x ∈ R
d0 |CDx ≤ βD}, (2.7)

for an integer m0 > d0, a constant matrix CD ∈ R
m0×d0 and a constant vector βD ∈ R

m0 .

Lemma 2.1 There exist d0-polytopes P1, · · · ,Pn with disjoint interiors, such that

GL(z0) =

n∑
i=1

1{z0∈Pi} (Ciz0 − βi) , z0 ∈ D0 = ∪n
i=1Pi, (2.8)

for some integer n > 0, d0-dimensional real column vectors {Ci}ni=1 and real numbers {βi}ni=1.
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Proof. It is well known in the literature, for example Bunel et al. (2018), that the output is
piecewise affine on a family {Qi}1≤i≤n of polyhedra. It is then sufficient to set Pi = D0 ∩ Qi.
□

Remark 2.1 Lemma 2.1 can be extended to the following situations.
(i) The activation function a(·) is piecewise affine.
(ii) The domain D0 is a union of finitely many d0-polytopes with disjoint interiors.

Theorem 2.1 If Z0 is a uniformly distributed random variable on the polytope domain D0,
then the cumulative distribution function F(y) of GL(Z0) is continuous with respect to y, and
is polynomial of degree at most d0 for y between any two adjacent values in the set O defined in
Notation B.1.

Proof. These properties of F(y) can be concluded from Property B.1 and theorem 3.2. □

Remark 2.2 The proof of Theorem 2.1 essentially relies on two facts: piecewise affine expres-
sion of the neural network on polytopes and continuous, piecewise polynomial expression of the
volume of a cut polytope. Theorem 2.1 can be extended to situations where the first fact remains.

(i) By Remark 2.1 (i), Theorem 2.1 can be extended to neural networks with piecewise affine
activation functions. Activation functions of other types can be approximated by piecewise affine
functions.

(ii) Even if it is not uniform, the distribution of Z0 can be approximated by a histogram
distribution, which is a sum of uniform distributions on a set {Dj}1≤j≤k of d0-polytopes. By
Remark 2.1 (ii), Theorem 2.1 can be extended to this histogram approximation. The use of
histograms to study neural networks is not new and can be found for example in Păsăreanu
et al. (2020).

Remark 2.3 In Theorem 2.1, announcing the piecewise polynomial property of F(y) with the
set O is crucial for the numerical implementation. Between any two adjacent levels in O, the
polynomial expression of F(y) does not involve any indicator function, which would otherwise
be almost impossible to manage. Moreover, an embarrassingly parallel implementation of the
computation of F(y) is possible with respect to different levels in O.

3 Volumes of polytopes

The proof of Theorem 2.1 identifies the cumulative distribution function with volumes of poly-
topes cut by hyperplanes, as in Property B.1. This section is dedicated to expressions and
properties of volumes of polytopes. Section 3.1 derives a procedure and formulae to compute
the volume of a d-polytope in terms of a weighted sum of edge lengths. These results are de-
veloped from the Lasserre (1983) contributions. Specifically for the part of a constant polytope
below a parameterized hyperplane, Section 3.2 further characterizes its volume as a function of
y. Theorem 3.2 required in the proof of Theorem 2.1 is established. Basic polytope definitions
and properties cited in this section are provided in Appendix A.

This section focuses on polytopes of dimension d ≥ 2. When d = 1, a polytope is a line
segment and a hyperplane degenerates to a point, for which Theorem 3.2 is trivially true.

3.1 Volume computation procedure and formulae

This subsection presents Theorem 3.1, the main volume formula needed to prove Theorem 3.2.
An isometric transformation is designed in Lemma 3.2 in order to successively apply the Lasserre’s
formula in Lemma 3.3. This procedure combining the edge length expression in Lemma 3.1 and
the volume expression (3.23) can be numerically computed.
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Notation 3.1 (i) The symbol || · || is the Euclidean norm of a matrix or vector; for a positive
integer i, a a matrix or vector with the subscript i indicates its i-th row or element, and the
subscript −i indicates the matrix or vector having its i-th row or element removed; the symbol
det(·) is the determinant of a square matrix.

(ii) For an integer r ∈ {1, · · · , d}, an (m− d+ r + 1)× r constant real matrix C(r) and an
(m− d+ r + 1)-column vector β(r)(y) parameterized by the real number y, the free placeholder
notation for a polytope of dimension at most r is defined as

P(r)(y) :=
{
x ∈ R

r
∣∣∣C(r)x ≤ β(r)(y)

}
. (3.1)

(iii) For i ∈ {1, · · · ,m− d+ r + 1}, the i-th hyperplane defining P(r)(y) is

H
(r)
i (y) :=

{
x ∈ R

r
∣∣∣C(r)

i x = β
(r)
i (y)

}
. (3.2)

The set F
(r)
i (y) := P(r)(y) ∩H

(r)
i (y) is a face of P(r)(y) of dimension at most r − 1 and is a

polytope by Property A.1 (ii).
(iv) For r ∈ {1, · · · , d − 1} and distinct integers 1 ≤ i1, · · · , id−r ≤ m + 1, the intersection

of hyperplanes

Hi1,··· ,id−r (y) :=
⋂

i∈{i1,··· ,id−r}

H
(d)
i (y), (3.3)

and the intersection of faces

Fi1,··· ,id−r (y) :=
⋂

i∈{i1,··· ,id−r}

F
(d)
i (y) = P(d)(y) ∩Hi1,··· ,id−r (y). (3.4)

If the row vectors
{
C

(d)
i

∣∣∣ i = i1, · · · , id−r

}
are linearly independent, then by Property A.1 (iv),

Hi1,··· ,id−r (y) is of dimension r, and Fi1,··· ,id−r (y) is a face of P(d)(y) of dimension at most r.

Property 3.1 (ii) and Property 3.2 (ii) will need the following assumption in addition to those
in Notation 3.1 (ii).

Assumption 3.1 In Notation 3.1 (ii), the elements of the vector β(r)(y) are affine with respect
to y.

Definition 3.1 The (d-dimensional) volume Vd(D) of a domain D ⊂ R
d is defined as

Vd(D) := µd(D) =

∫
Rd

1{(x1,··· ,xd)∈D}dx1 · · · dxd, (3.5)

where µd is the Lebesgue measure on R
d. Especially, the one-dimensional volume is the length.

Lemma 3.1 The length of P(1)(y) defined in Equation (3.1) with r = 1 is given by

V1(P
(1)(y)) = B0(y) (B+(y)−B−(y))

+ , (3.6)

where

B+(y) :=min
{
β
(1)
j (y)/C

(1)
j

∣∣∣ j ∈ {1, · · · ,m− d+ 2} and C
(1)
j > 0

}
;

B−(y) :=max
{
β
(1)
j (y)/C

(1)
j

∣∣∣ j ∈ {1, · · · ,m− d+ 2} and C
(1)
j < 0

}
;

B0(y) :=

m−d+2∏
j=1

(
1− 1{C(1)

j =0 and β
(1)
j (y)<0}

)
.

(3.7)
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Proof. In Equation (3.1) with r = 1, the inequalities with C
(1)
j > 0 (respectively C

(1)
j <

0) correspond to the upper (respectively lower) bound constraints; when C
(1)
j = 0, the j-th

inequality is never satisfied if β
(1)
j (y) < 0 and is always satisfied if otherwise. Since P(1)(y) is

at most a line segment, its upper and lower bounds have to be finite when B0(y) = 1. □

Lemma 3.2 For r ∈ {2, · · · , d} and for i ∈ {1, · · · ,m − d + r + 1} such that
∣∣∣∣∣∣C(r)

i

∣∣∣∣∣∣ ̸= 0,

there exists a constant r × r orthogonal real matrix R(r,i) with determinant equal to 1, an
(m − d + r) × (r − 1) matrix C(r−1,i) and an (m − d + r)-column vector β(r−1,i)(y), such
that

P(r−1)
i (y) :=

{
x ∈ R

r−1
∣∣∣C(r−1,i)x ≤ β(r−1,i)(y)

}
(3.8)

and F
(r)
i (y) are related by the rotation and translation

R(r,i)


(
x
0

)
+



0
...
0

β
(r)
i (y)∣∣∣∣∣∣C(r)

i

∣∣∣∣∣∣





∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ P(r−1)

i (y)


= F

(r)
i (y). (3.9)

For j ∈ {1, · · · ,m− d+ r}, the same rotation and translation relates the hyperplanes

H
(r−1,i)
j (y) :=

{
x ∈ R

r−1
∣∣∣C(r−1,i)

j x = β
(r−1,i)
j (y)

}
(3.10)

and

H
(r)
i,j (y) :=

{
H

(r)
i (y) ∩H

(r)
j (y), if j < i;

H
(r)
i (y) ∩H

(r)
j+1(y), if j ≥ i.

(3.11)

Proof. Let R
(r,i)
1 , · · · , R(r,i)

r−1 be r − 1 orthonormal column vectors in the hyperplane{
x ∈ R

r
∣∣∣C(r)

i x = 0
}

(3.12)

of dimension r − 1, obtained using a Gram-Schmidt procedure. Then the vector

R(r,i)
r :=

(
C

(r)
i

)T∣∣∣∣∣∣C(r)
i

∣∣∣∣∣∣ det

R
(r,i)
1 , · · · , R(r,i)

r−1 ,

(
C

(r)
i

)T∣∣∣∣∣∣C(r)
i

∣∣∣∣∣∣
 (3.13)

is a unit normal vector of the hyperplane Equation (3.12), and the orthogonal matrix

R(r,i) :=
(
R

(r,i)
1 , · · · , R(r,i)

r

)
(3.14)

has a determinant equal to 1. Let the matrix C(r−1,i) and the vector β(r−1,i)(y) be given by

C(r−1,i) := C
(r)
−i

(
R

(r,i)
1 , · · · , R(r,i)

r−1

)
and β(r−1,i)(y) := β

(r)
−i (y)−

C
(r)
−i R

(r,i)
r β

(r)
i (y)∣∣∣∣∣∣C(r)

i

∣∣∣∣∣∣ . (3.15)

It is then straightforward to verify the relations before and after the rotation and translation.
□

Remark 3.1 For a given row vector C
(r)
i , the rotation matrix R(r,i) defined in Equation (3.14)

is not unique, because the choice of the orthonormal vectors R
(r,i)
1 , · · · , R(r,i)

r−1 is not unique. In
this paper, we choose a unique way of implementing the Gram-Schmidt orthonormalization and
stick to it to get a unique R(r,i).
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Property 3.1 In Lemma 3.2,
(i) there is an isometry between P(r−1)

i (y) and F
(r)
i (y), and the same isometry applies

between H
(r−1,i)
j (y) and H

(r)
i,j (y);

(ii) the matrix C(r−1,i) is constant; if Assumption 3.1 is satisfied, then the elements of the
vector β(r−1,i)(y) are affine with respect to y.

(iii) the i-th row of C(r) is linearly independent of all the other rows, if and only if C(r−1,i)

does not have all-zero rows.

Proof. (i) The composition of rotation and translation is an isometry.
(ii) According to Notation 3.1 (ii) the matrix C(r) is constant, and by Assumption 3.1 the

vector β(r)(y) is affine. This property can then be verified from Equation (3.15).

(iii) This property comes from the constructions of C(r−1,i) and R
(r,i)
1 , · · · , R(r,i)

r−1 . □

Lemma 3.3 For r ∈ {2, 3, · · · , d}, if the matrix
(
C(r), β(r)(y)

)
does not contain any two pos-

itively colinear row vectors, then the volume Vr(P
(r)(y)) is given by

Vr(P
(r)(y)) =

1

r

m−d+r+1∑
i=1

1{∣∣∣∣∣∣C(r)
i

∣∣∣∣∣∣ ̸=0
} β(r)

i (y)

||C(r)
i ||

Vr−1(P
(r−1)
i (y)). (3.16)

Otherwise, Equation (3.16) is modified by keeping in the summation the index of any one of the

two-by-two positively colinear row vectors of the matrix
(
C(r), β(r)(y)

)
.

Proof. Two positively colinear row vectors of
(
C(r), β(r)(y)

)
correspond to identical in-

equalities that define P(r)(y), so it suffices to keep any one of them.
If there is no positive colinearity, we first apply the Lasserre’s formula

Vr(P
(r)(y)) =

1

r

m−d+r+1∑
i=1

β
(r)
i (y)

||C(r)
i ||

Vr−1(F
(r)
i (y)) (3.17)

on P(r)(y), assuming that ||C(r)
i || ̸= 0 for any index i. In the case when P(r)

i (y) is an r-

polytope, its volume Vr(P
(r)
i (y)) ̸= 0. Hence either Vr−1(F

(r)
i (y)) ̸= 0 for all indices i and

we can apply Proposition 3.3 and Theorem 3.1 in Lasserre (1983) to obtain Equation (3.17),

or Vr−1(F
(r)
i (y)) = 0 for some index i and we use Proposition 4.2 in Lasserre (1983). In the

degenerate case when the dimension of P(r)
i (y) is lower than r, its volume Vr(P

(r)
i (y)) =

0. By Proposition 4.1 in Lasserre (1983), Vr−1(F
(r)
i (y)) = 0 for all indices i. The equality

Equation (3.17) still holds.

If ||C(r)
i || = 0 for some index i, then the i-th inequality that defines P(r)(y) becomes

0 ≤ β
(r)
i (y), which is either true for all x ∈ R

r or not true for any x ∈ R
r. If always true, then

this equality is redundant for P(r)(y); if never true, then F
(r)
i (y) is the empty set. In either

case, the i-th summand does not need to participate in the Lasserre’s formula (3.17).

Equation Equation (3.16) is true because of the isometry between P(r−1)
i (y) and F

(r)
i (y) by

Property 3.1 (i). □

Notation 3.2 (i) Starting with r = d and an arbitrary P(d)(y) as in Notation 3.1 (ii), for

i1 ∈ {1, · · · ,m + 1} such that
∣∣∣∣∣∣C(d)

i1

∣∣∣∣∣∣ ̸= 0, let P(d−1)
i1

(y) be the polytope obtained according to

Lemma 3.2 with the expression (3.8).
(ii) For r being an integer ranging from d−1 all the way down to 2, and for i1 ∈ {1, · · · ,m+

1}, i2 ∈ {1, · · · ,m}, ..., id−r ∈ {1, · · · ,m− d+ r + 2}, let P(r)
i1,··· ,id−r

(y) be the polytope

P(r)
i1,··· ,id−r

(y) :=
{
x ∈ R

r
∣∣∣C(r,i1,··· ,id−r)x ≤ β(r,i1,··· ,id−r)(y)

}
. (3.18)
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(iii) For the choice of i1, · · · , id−r in (ii), and for id−r+1 ∈ {1, · · · ,m− d+ r+ 2} such that∣∣∣∣∣∣C(r,i1,··· ,id−r)

id−r+1

∣∣∣∣∣∣ ̸= 0, the hyperplane

H
(r,i1,··· ,id−r)

id−r+1
(y) :=

{
x ∈ R

r
∣∣∣C(r,i1,··· ,id−r)

id−r+1
x = β

(r,i1,··· ,id−r)

id−r+1
(y)

}
. (3.19)

The set F
(r)
i1,··· ,id−r+1

(y) defined as

F
(r)
i1,··· ,id−r+1

(y) := P(r)
i1,··· ,id−r

(y) ∩H
(r,i1,··· ,id−r)

id−r+1
(y) (3.20)

is a face of P(r)
i1,··· ,id−r

(y) of dimension at most r − 1. Let P(r−1)
i1,··· ,id−r+1

(y) be the polytope

obtained from rotating and translating F
(r)
i1,··· ,id−r+1

(y) according to Lemma 3.2. The inequality

expression of P(r−1)
i1,··· ,id−r+1

(y) is denoted as in Equation (3.18) with r replaced by r − 1.

(iv) Let I(d−1)(y) be a maximal collection of indices (i1, i2, · · · , id−1) in

{1, · · · ,m+ 1} × {1, · · · ,m} × · · · × {1, · · · ,m− d+ 3} (3.21)

such that ||C(r,i1,··· ,id−r)|| ̸= 0 and that, for every r ∈ {2, · · · , d}, the matrix(
C(r,i1,··· ,id−r), β(r,i1,··· ,id−r)(y)

)
(3.22)

does not contain any two positively colinear row vectors. In case there are, the indices corre-
sponding to the first row are kept in I(d−1)(y).

Property 3.2 Let r be an integer in {1, · · · , d− 1}.
(i) There exist integers 1 ≤ i′1 < · · · < i′d−r ≤ m + 1 irrelevant of y, such that there

is an isometry between P(r)
i1,··· ,id−r

(y) and Fi′1,··· ,i
′
d−r

(y). Furthermore, there exists a integer

i′d−r+1 ∈ {1, · · · ,m + 1} \ {i′1, · · · , i′d−r} irrelevant of y, such that the same isometry applies

between H
(r,i1,··· ,id−r)

id−r+1
(y) and Hi′1,··· ,i

′
d−r+1

(y). The rows of C(d) indexed by i′1, · · · , i′d−r+1 are

linearly independent.
(ii) The matrices C(r,i1,··· ,id−r) are constant; if β(d)(y) satisfies Assumption 3.1, then the

elements of the vector β(r,i1,··· ,id−r)(y) are affine with respect to y.

Proof. (i) The composition of isometries, discussed in Notation 3.2 (iii) and Property 3.1 (i),

is an isometry. The rotation and translation are performed if and only if
∣∣∣∣∣∣C(r,i1,··· ,id−r)

id−r+1

∣∣∣∣∣∣ ̸= 0.

The indexed rows are linearly independent by applying Property 3.1 (iii) at every step.
(ii) We recall from Notation 3.1 (ii) that C(d) is a constant matrix and β(d)(y) is a vector affine

with respect to y. Inductively applying Property 3.1 (ii) for r = d − 1, · · · , 1, the coefficients
C(r,i1,··· ,id−r) and β(r,i1,··· ,id−r)(y) are respectively a constant matrix and a vector affine with
respect to y. □

Theorem 3.1 The volume of P(d)(y) is a weighted sum of edge lengths, expressed as

Vd(P
(d)(y)) =

1

d!

∑
I(d−1)(y)

β
(d)
i1

(y)

||C(d)
i1

||
β
(d−1,i1)
i2

(y)

||C(d−1,i1)
i2

||
· · ·

β
(2,i1,··· ,id−2)

id−1
(y)

||C(2,i1,··· ,id−2)

id−1
||
V1(P

(1)
i1,··· ,id−1

(y)). (3.23)

Proof. We demonstrate Equation (3.23) in the case of no two-by-two positive colinearity.
Otherwise, it is a matter of keeping only one of the positively colinear rows as in Lemma 3.3.

Starting with r = d, Lemma 3.3 gives

Vd(P
(d)(y)) =

1

d

m+1∑
i1=1

1{∣∣∣∣∣∣C(d)
i1

∣∣∣∣∣∣ ̸=0
} β(d)

i1
(y)

||C(d)
i1

||
Vd−1(P

(d−1)
i1

(y)). (3.24)
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For r = d−1, · · · , 2, i1 ∈ {1, · · · ,m+1}, i2 ∈ {1, · · · ,m}, ..., id−r ∈ {1, · · · ,m−d+r+2}, let
P(r)

i1,··· ,id−r
(y) be the polytope in Equation (3.18). Applying Lemma 3.3 to each P(r)

i1,··· ,id−r
(y)

gives

Vr(P
(r)
i1,··· ,id−r

(y)) =
1

r

m−d+r+1∑
id−r+1=1

1{∣∣∣∣∣∣∣∣C(r,i1,··· ,id−r)

id−r+1

∣∣∣∣∣∣∣∣ ̸=0

} β
(r,i1,··· ,id−r)

id−r+1
(y)

||C(d−r,i1,··· ,id−r)

id−r+1
||
Vr−1(P

(r−1)
i1,··· ,id−r+1

(y)).

(3.25)
Equation Equation (3.24) may be expanded by expressing every r-dimensional volume in

terms of (r−1)-dimensional volumes as in Equation (3.25), for r = d−1, · · · , 2. Eventually, the d-
dimensional volume Vd(P

(d)(y)) becomes a weighted sum of edge lengths as in Equation (3.23).
□

3.2 Piecewise polynomial volume

This subsection focuses on the volume of P(y) defined in Notation 3.3 (iv), with the help of
the concept of “levels” and their properties in Appendix A.2. Theorem 3.2 characterizes the
volume as continuous and piecewise polynomial with respect to y. The volume is a polynomial
when y is between two adjacent levels, because by Lemma 3.4 (i) the edge lengths are affine for
y within this interval.

Notation 3.3 (i) For a constant matrix C ∈ R
m×d and a constant vector β ∈ R

m,

P := {x ∈ R
d|Cx ≤ β} (3.26)

is assumed to be a polytope of dimension d.
(ii) For i ∈ {1, · · · ,m+ 1}, we define Hi :=

{
x ∈ R

d
∣∣Cix = βi

}
and Fi := P ∩Hi a face of

P. For r ∈ {1, · · · , d− 1} and distinct integers 1 ≤ i1, · · · , id−r ≤ m+ 1, the notations

Hi1,··· ,id−r :=
⋂

i∈{i1,··· ,id−r}

Hi and Fi1,··· ,id−r :=
⋂

i∈{i1,··· ,id−r}

Fi = P ∩Hi1,··· ,id−r (3.27)

respectively represent an intersection of defining hyperplanes and an intersection of faces of P.
If the row vectors {Ci| i = i1, · · · , id−r} are linearly independent, then by Property A.1 (iv),
Hi1,··· ,id−r is of dimension r, and Fi1,··· ,id−r is a face of P of dimension at most r.

(iii) For a constant vector C0 ∈ R
d and a constant real number β0, the hyperplane H(y)

parameterized by the real number y is defined as

H(y) :=
{
x ∈ R

d
∣∣∣C0x = β0 + y

}
. (3.28)

The family of hyperplanes H := {H(y)|y ∈ R} are parallel to each other.
(iv) The set

P(y) := P ∩H(y)− =

{
x ∈ R

d

∣∣∣∣(C
C0

)
x ≤

(
β

β0 + y

)}
(3.29)

is the part of P below the hyperplane H(y), which is the empty set if H(y) is below P, is identical
to P if H(y) is above P, and by Property A.2 (iv) is a d-polytope if H(y) cuts P.

The polytope P(y) in Notation 3.3 (iv) is an instance of the free placeholder polytope P(d)(y)
in Notation 3.1 (ii) with coefficients

C(d) =

(
C
C0

)
and β(d)(y) =

(
β

β0 + y

)
. (3.30)

It also satisfies Assumption 3.1 for r = d. Hence all the procedures and results about P(d)(y)
in Section 3.1 apply to P(y).
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Lemma 3.4 For y strictly between two adjacent levels in L (P, C0, β0),

(i) the length V1(P
(1)
i1,··· ,id−1

(y)) is affine with respect to y, for the set P(1)
i1,··· ,id−1

(y) obtained
according to Notation 3.2;

(ii) the set of indices (i1, · · · , id−1) in I(d−1)(y) as defined in Notation 3.2 (iv) such that

V1(P
(1)
i1,··· ,id−1

(y)) > 0 does not depend on the value of y.

Proof. In this proof, let the value of y be strictly between two adjacent levels.
(i) By Property 3.2 (i), there is an isometry between P(1)

i1,··· ,id−1
(y) and Fi′1,··· ,i

′
d−1

(y), for

some integers 1 ≤ i′1 < · · · < i′d−1 ≤ m + 1 irrelevant of y. By Property A.2 (vii, viii), the

dimension of Fi′1,··· ,i
′
d−1

(y) and thus that of P(1)
i1,··· ,id−1

(y) is also irrelevant of y. There is the

representation

Fi′1,··· ,i
′
d−1

(y) =

Fi′1,··· ,i
′
d−1

∩H(y)−, if i′d−1 < m+ 1;

Fi′1,··· ,i
′
d−2

∩H(y), if i′d−1 = m+ 1.
(3.31)

The affine property of the edge length follows from Property A.3.
(ii) For some r ∈ {2, · · · , d − 1}, let the two sets of indices (i1, · · · , id−r, j1, · · · ) and

(i1, · · · , id−r, j2, · · · ) be such that the one-dimensional polytopes

P(1)
i1,··· ,id−r,j1,···(y) and P(1)

i1,··· ,id−r,j2,···(y)

have positive lengths. Then P(r)
i1,··· ,id−r,j1

(y) and P(r)
i1,··· ,id−r,j2

(y) are non-empty, because the

one-dimensional polytopes are respectively isometric to one of their edges. By Property 3.2 (i),
there exist integers 1 ≤ i′1 < · · · < i′d−r ≤ m + 1 and j′1, j

′
2 ∈ {1, · · · ,m + 1} \ {i′1, · · · , i′d−r},

all irrelevant of y, such that H
(r,i1,··· ,id−r)

j1
(y) and H

(r,i1,··· ,id−r)

j2
(y) are respectively isometric to

Hi′1,··· ,i
′
d−r

,j′1
(y) and Hi′1,··· ,i

′
d−r

,j′2
(y). We assume the existence of some y0 ∈ R, such that the

j1-th and the j2-th rows of the matrix Equation (3.22) are positively colinear for y = y0, which
is equivalent to Hi′1,··· ,i

′
d−r

,j′1
(y0) and Hi′1,··· ,i

′
d−r

,j′2
(y0) being identical. The positive colinearity

of the two rows cannot possibly change with the value of y, except in the following two cases
where the representations of Hi′1,··· ,i

′
d−r

,j′1
(y) and Hi′1,··· ,i

′
d−r

,j′2
(y) involve H(y).

(ii.a) If i′d−r < m+ 1 and, without loss of generality, j′1 < j′2 = m+ 1, then

Hi′1,··· ,i
′
d−r

,j′1
(y) =Hi′1,··· ,i

′
d−r

∩Hj′1
;

Hi′1,··· ,i
′
d−r

,j′2
(y) =Hi′1,··· ,i

′
d−r

∩H(y).
(3.32)

The non-empty face Fi′1,··· ,i
′
d−r

,j′1
= Hi′1,··· ,i

′
d−r

∩Hj′1
∩ P of P is isometric to P(r)

i1,··· ,id−r,j1
(y)

and is contained in H(y0). It follows that H(y0) has to be at one of the levels.
(ii.b) If i′d−r = m+ 1 and j′1, j

′
2 < m+ 1, then

Hi′1,··· ,i
′
d−r

,j′1
(y) =Hi′1,··· ,i

′
d−r−1

∩Hj′1
∩H(y);

Hi′1,··· ,i
′
d−r

,j′2
(y) =Hi′1,··· ,i

′
d−r−1

∩Hj′2
∩H(y).

(3.33)

In order that Hi′1,··· ,i
′
d−r

,j′1
(y0) and Hi′1,··· ,i

′
d−r

,j′2
(y0) are identical, Hj′1

and Hj′2
cannot be

parallel. For y = y0, it holds that

Hi′1,··· ,i
′
d−r−1

∩Hj′1
∩Hj′2

∩H(y0) = Hi′1,··· ,i
′
d−r−1

∩Hj′2
∩H(y0). (3.34)

If Hj′1
and Hj′2

were not identical, then by Property A.1 (iv), equation Equation (3.34) would
be of dimension r − 2 on its left and dimension r − 1 on its right, which is impossible. □

Theorem 3.2 The volume Vd(P(y)) as a function of y is continuous and is piecewise poly-
nomial of degree at most d. This function is a polynomial of degree at most d, when y is
restricted between any two adjacent values in the augmented levels L ∞(P, C0, β0) defined in
Definition A.6.
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Proof. By the expression (3.29), the coordinates of elements of P(y) are affine functions
of y. This fact plus the continuity of volumes (cf. Eggleston (1958)) ensures the continuity of
Vd(P(y)).

By Property A.2 (iii), when y < p0, P(y) is the empty set with constant volume zero; when
y > pK , P(y) is identical to P with constant volume Vd(P).

Let y be strictly between two adjacent levels. A formula for Vd(P(y)) is derived in Theo-
rem 3.1. By Equation (3.30), the coefficients C(d) and β(d)(y) are respectively a constant matrix
and a vector affine with respect to y. By Property 3.2 (ii), so are the coefficients C(r,i1,··· ,id−r)

and β(r,i1,··· ,id−r)(y), for r = d − 1, · · · , 2. Hence in Equation (3.23) the coefficient of each

V1(P
(1)
i1,··· ,id−1

(y)) is a polynomial with respect to y of degree at most d − 1. By Lemma 3.4,

the edge lengths V1(P
(1)
i1,··· ,id−1

(y)) are affine with respect to y and the summation in Equa-

tion (3.23) is over a set of indices irrelevant of y. This concludes the proof. □

Remark 3.2 In particular for the polytope P(y) in Notation 3.3 (iv), an added value of our
approach in this section is to explicitly partition the real line into finitely many constant intervals
by the notion of “levels”, such that the volume is polynomial when y is within each interval.
This result is important also in terms of numerical implementation, now that the levels can be
determined “a priori” (cf. Sections 4 and 5, Parts 1, 2 and 3) before volume computation (cf.
Sections 4 and 5, Part 4).

4 An implementable algorithm

This section designs an implementable algorithm to compute the cumulative distribution func-
tion F(y) of the neural network output GL(Z0) introduced in Section 2, via volumes of polytopes
as in Property B.1. The algorithm consists of four parts that successively computes the poly-
topes, the vertices, the levels and the volumes. Table 1 lists symbols to appear in the algorithm.

Symbol Interpretation
[e1, e2, · · · ] a list of elements e1, e2, · · ·
[L, e] a list L with an element e appended
rowbind(A,B, · · · )

row (column) concatenation of matrices or vectors A,B, · · ·
(colbind(A,B, · · · ))
nrow(M) (ncol(M)) number of rows (columns) of a matrix M
M [i] the i-th row (element) of a matrix (vector or list) M
M [ , i] the i-th column of a matrix M
M [−i] (M [ ,−i]) a matrix M with its i-th row (column) deleted
xd the vector of length d whose components are identically x
xd×d′ the d× d′ matrix whose components are identically x
← the assignment operator
q := (q[0], q[1] · · · , q[d]) coefficient vector of the polynomial q(y) := q[0]+· · ·+q[d0]y

d

Table 1: Symbols in the algorithm.

Part 1. A partitioning polytope P
Algorithm 4.1 implements Lemma B.1. For any combination (s1, · · · , sL−1) of values plus
or minus one, this part takes in the weight matrices, bias vectors and activation function of
the neural network defined in Section 2, and outputs the coefficients that define the polytope
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P(s1, · · · , sL−1) in Equation (B.2) and the hyperplane H(y; s1, · · · , sL−1) in Equation (B.21).
The output polytope and hyperplane are instances of P and H(y) defined in Notation 3.3 (i, iii),
with d = d0 and m = m0 + d1 + · · ·+ dL−1. Their coefficients C(s1, · · · , sL−1), β(s1, · · · , sL−1),
C0(s1, · · · , sL−1) and β0(s1, · · · , sL−1) correspond to, and thus will be denoted for short as, C,
β, C0 and β0 in Notation 3.3 (i, iii).

Algorithm 4.1 A partitioning polytope

Input: s1 ∈ {−1, 1}d1 , · · · , sL−1 ∈ {−1, 1}dL−1 , Wl ∈ R
dl×dl−1 and bl ∈ R

dl , for l =
1, ..., L, CD ∈ Rm0×d0 , βD ∈ Rm0 .

Intermediate: Cl ∈ Rdl×d0 and βl ∈ Rdl , for l = 1, · · · , L− 1
Output: m, C ∈ Rm×d0 , β ∈ Rm, C0 ∈ Rd0 , β0 ∈ R
C1 ← −diag(s1)W1, β1 ← diag(s1)b1 {c.f. (B.4)}
C ← rowbind(CD, C1), β ← rowbind(βD, β1), m← 0
for l = 2, · · · , L− 1 do {c.f. (B.5)}
Cl ← diag(sl)Wl diag(a(sl−1))Cl−1, βl ← diag(sl)(Wl diag(a(sl−1))βl−1 + bl)
C ← rowbind(C,Cl), β ← rowbind(β, βl), m← m+ dl

C0 ← −WL diag(a(sL−1))CL−1, β0 ← −(WL diag(a(sL−1))βL−1 + bL) {c.f. (B.6)}
m← m+m0

Return m, C, β, C0, β0 {c.f. (B.7)}

Part 2. The vertices of P
Algorithm 4.2 collects all the vertices of a polytope P in the form of Notation 3.3 (i). Prop-
erty A.1 (iii, iv) suggest that, a point v ∈ R

d0 is a vertex of P, if and only if it locates in P and
is the intersection of d0 defining hyperplanes of P with linearly independent normal vectors.
Let I be the set of all possible combinations of d0 elements in {1, · · · ,m}. Looping over all the
combinations J ∈ I for solutions to {x ∈ R

d0 |Cjx = βj , for all j ∈ J } will give all the vertices,
denoted as V (P) in Definition A.5.

Algorithm 4.2 Vertices list

Input: C ∈ Rm×d0 , β ∈ Rm

Output: V (P)
V (P)← [ ]
for J ∈ I do

if {Cj |j ∈ J } are linearly independent then {the solution is unique}
v ← {x ∈ Rd0 |Cjx = βj , for all j ∈ J }

if (Cv ≤ β) = 1d0
and v ̸∈ V (P) then {vertex of P not yet collected}

V (P)← [V (P), v]
Return V (P)

Part 3. The levels of P
Algorithm 4.3 computes the levels set L (P, C0, β0) according to Equation (A.3), given the
output vertices set V (P) from Algorithm 4.2.
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Algorithm 4.3 Levels list

Input: V (P) the list of vertices, C0 ∈ Rd0 and β0 ∈ R
Output: L (P, C0, β0) = {p0, · · · , pK} with K + 1 ≤ cardinality of V (P)

L (P, C0, β0)← empty list
for v ∈ V (P) do
p← C0v − β0

if p ̸∈ L (P, C0, β0) then L (P, C0, β0)← [L (P, C0, β0), p]
Return sorted L (P, C0, β0) in ascending order

Part 4. Volume computation

This part computes the volume Vd0(P(y)) when y varies strictly between any two adjacent levels
pk and pk+1 from Algorithm 4.3, for every partitioning polytope P and cutting hyperplane H(y)
from Algorithm 4.1.

We would like to remark that essentially only the coefficients of the edge length (Algo-
rithm 4.6) may change when y crosses levels. It is possible to factor out many other actions in
this part, especially the rotation and translation (Algorithm 4.7), to perform them once for all
levels. This would be limited, however, by the increased memory size needed to compute the
volumes associated with different levels at the same time. This optimization can be implemented
given sufficient memory space available. Besides, a parallel implementation for different levels
is also possible.

Algorithm 4.4 returns the coefficient vector of the polynomial expression of the volume
Vd0(P(y)), by first setting the data structure and then calling the major function Vol to be
defined in Algorithm 4.5.

The lists C, βa, βb and V in Algorithm 4.4 provide memory spaces to store the quantities
needed to apply Equation (3.23). Algorithms 4.4 to 4.6 share these memories with read and
write access. For d = d0 and a generic r-polytope P(r)(y) defined in Notation 3.1 (ii), the
matrix C(r) is stored in C[r − 1]; the affine vector β(r)(y) is stored as βa[r − 1] + βb[r − 1]y.
The vector V [r− 1] stores the coefficients of a polynomial of degree at most r, which represents
the volume Vr(P

(r)(y)) = 1
r!
(V [r − 1][0] + V [r − 1][1]y + · · ·+ V [r − 1][r]yr).

Algorithm 4.4 The volume of P(y) for y ∈ (pk, pk+1)

Input: C ∈ Rm×d0 , β ∈ Rm, C0 ∈ Rd0 , β0 ∈ R, pk ∈ R and pk+1 ∈ R
Output: The polynomial coefficients of Vd0

(P(y)) for y ∈ (pk, pk+1)
C ← [0m(1)×1, · · · ,0m(d0−1)×(d0−1), rowbind(C,C0)] {with m(r) := m− d0 + r + 1}
βa ← [0m(1), · · · ,0m(d0−1), rowbind(β, β0)]

βb ← [0m(1), · · · ,0m(d0−1), rowbind(0m(d0−1), 1)]
V ← [02, · · · ,0d0+1]
Vol(V, d0,C,βa,βb, pk, pk+1)

Return 1
d0!

V [d0 − 1]

With its coefficients stored in C[r − 1], βa[r − 1] and βb[r − 1], Algorithm 4.5 defines a
recursive function Vol to updated the vector V [r − 1] with the coefficients of r!Vr(P

(r)(y)).
Then, the action will depend on the dimension r. If r = 1, the function Vol gets the coefficients
of the affine length of P(1)(y), by calling the function 1DimVol to be defined in Algorithm 4.6.
If r > 1, the function Vol implements Equation (3.16) by calling, for each inequality that defines
P(r)(y), the function Decomposition to be defined in Algorithm 4.7, Vol itself in dimension r−1
and the function Addition to be defined in Algorithm 4.8.
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In the case of r > 1, Algorithm 4.5 computes one single summand in Equation (3.16) at a
time and adds it to the r-dimensional volume. This design largely reduces the memory spaces
needed during the computation. Information about only one polytope in each dimension is
saved.

Algorithm 4.5 Implementation of Lemma 3.3

Function: Vol(V, r,C,βa,βb, pk, pk+1)
V [r − 1]← 0r+1

if r = 1 then 1DimVol(V [0],C[0],βa[0],βb[0], pk, pk+1) {edge length}
else {dimension higher than one}
for i = 0, · · · , nrow(C[r − 1])− 1 do {c.f. (3.16)}
if ||C[r − 1][i]|| > 0 then

Decomposition(i, r,C,βa,βb)
Vol(V, r − 1,C,βa,βb, pk, pk+1)
Addition(V, r, [βa[r − 1],βb[r − 1]]/||C[r − 1]||)

Algorithm 4.6 defines the function 1DimVol to implement Lemma 3.1. Lemma 3.4 (i) sug-

gests that the length of each P(1)
i1,··· ,id−1

(y) is affine for y ∈ (pk, pk+1). Given that C[0], βa[0]

and βb[0] store the coefficients of the generic polytope P(1)(y) as in Equation (3.1), this function
updates a two-dimensional vector l = (l[0], l[1]), sharing the memory of V [0], with the coeffi-
cients of the affine length. It suffices to calculate the lengths L0 and L1 at two different values
y1 and y2 in (pk, pk+1). The vector l is then determined by the unique solution (l[0], l[1]) to the
equations l[0]+l[1]y1 = L0 and l[0]+l[1]y2 = L1. In this function, case(C[i] = 0) corresponds to
B0(y[0]) = 0 in Lemma 3.1, where by Lemma 3.4 (ii) the length is zero for all y; otherwise, once
the for loop is finished, there is MGB = (B+(y[0]), B+(y[1])) and MLB = (B−(y[0]), B−(y[1])),
hence L0 = (MGB[0]−MLB[0])+ and L1 = (MGB[1]−MLB[1])+. The last two commands in
this function assigns the unique solution to l[0] and l[1].

Algorithm 4.6 Implementation of Lemma 3.1 and Lemma 3.4

Function: 1DimVol(l, C, βa, βb, pk, pk+1)
IMGB ← IMLB ← −12, MGB← MLB← 02

y ∈ R2 containing two different values in (pk, pk+1)
for i = 0, · · · , length(C)− 1 do
for j = 0, 1 do switch
case(C[i] > 0)

MGB[j]← (IMGB[j] < 0)β
a[i]+βb[i]y[j]

C[i] +(IMGB[j] ≥ 0)min(MGB[j], βa[i]+βb[i]y[j]
C[i] )

IMGB[j]← (MGB[j] == βa[i]+βb[i]y[j]
C[i] )i+ (MGB[j] < βa[i]+βb[i]y[j]

C[i] )IMGB[j]

case(C[j] < 0)

MLB[j]← (IMLB[j] < 0)β
a[i]+βb[i]y[j]

C[i] + (IMLB[j] ≥ 0)max(MLB[j], βa[i]+βb[i]y[j]
C[i] )

IMLB[j]← (MLB[j] == βa[i]+βb[i]y[j]
C[i] )i+ (MLB[j] > βa[i]+βb[i]y[j]

C[i] )IMLB[j]

case(C[i] = 0) if βa[i] + βb[i]y[0] < 0 then Exit()
l[0]← (y[1]max{MGB[0]−MLB[0], 0} − y[0]max{MGB[1]−MLB[1], 0})/(y[1]− y[0])
l[1]← (max{MGB[1]−MLB[1], 0} −max{MGB[0]−MLB[0], 0})/(y[1]− y[0])
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Algorithm 4.7 implements Lemma 3.2 with the function Decomposition. First of all, only the
first one of the two-by-two positively colinear rows of (C(r), β(r)(y)) (corresponding to identical
halfspaces) counts in the Lasserre’s formula (3.16); by setting C[r−2] to all zeros, the latter ones
do not count. By Lemma 3.4 (ii), it suffices to check positive colinearity for any one value of y
in (pk, pk+1). For the generic r-polytope P(r)(y) as input to Algorithm 4.5 and the given index
i, C[r− 2], βa[r− 2] and βb[r− 2] are updated with the constant matrix C(r−1,i) and the affine
vector β(r−1,i)(y) from Equation (3.15) (c.f. Property 3.1 (ii)). This prepares Algorithm 4.5 for
the calling of Vol in dimension r − 1.

Algorithm 4.7 Implementation of Lemma 3.2

Function: Decomposition(i, r,C,βa,βb)
M ← colbind(C[r − 1],βa[r − 1] + βb[r − 1](pk + pk+1)/2)
for j = 0, · · · , i− 1 do {remove 2-by-2 positive colinearity}

if M [i] = cM [j] for some c > 0 then
C[r − 2]← 0nrow(C[r−2])×ncol(C[r−2]), Exit()

R← matrix R(r,i) from the Proof of Lemma 3.2 {one fixed routine of computation}
C[r − 2]← C[r − 1][−i]R[ ,−r] {c.f. (3.15)}
βa[r − 2]← βa[r − 1][−i]−C[r − 1][−i]R[ , r]βa[r − 1][i]/||C[r − 1][i]||
βb[r − 2]← βb[r − 1][−i]−C[r − 1][−i]R[ , r]βb[r − 1][i]/||C[r − 1][i]||

Algorithm 4.8 adds the current Vr−1(P
(r−1)
i (y)) weighted by

β
(r)
i (y)

||C(r)
i ||

to the r-dimensional

volume stored as V [r−1]. The operations are performed in terms of coefficients of polynomials.

Algorithm 4.8 Adding one summand in the Lasserre’s formula (3.16)

Function: Addition(V, r, q)
V [r−1][0]← V [r−1][0]+V [r−2][0]q[0], V [r−1][r]← V [r−1][r]+V [r−2][r−1]q[1]
for i = 1, · · · , r − 1 do
V [r − 1][i]← V [r − 1][i] + V [r − 2][i]q[0] + V [r − 2][i− 1]q[1]

5 Numerical example

This section illustrates the algorithm in Section 4 with a simple numerical example. We take
D0 = [0, 1]2, Leaky ReLU activation function a(x) = 1

100
x1x<0 + x1x≥0 and a two-layer neural

network with weight matrices and bias vectors

W1 =

−1 1
−1 2
−1 −1

 , b1 =

 0
− 1

5

1

 , W2 = (1,−1, 1) and b2 = 0.

Part 1. A partitioning polytope P
For the combination s1 = (1, 1, 1), this part finds the expression of the polytope P = P(s1) and
Part 2-3 of the algorithm will be illustrated with this polytope. Algorithm 4.1 outputs m = 7,
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C0 = −W2 diag(a(s1))C1 = (−1,−2), β0 = −(W2 diag(a(s1))β1 + b2) = − 6
5
, as well as

C =

 I2
−I2
C1

 =

 I2
−I2

−diag(s1)W1

 =



1 0
0 1
−1 0
0 −1
1 −1
1 −2
1 1


and β =

12

02

β1

 =

 12

02

diag(s1)b1

 =



1
1
0
0
0
− 1

5

1


.

The first four rows (elements) of C and β set the domain [0, 1]2 and the last three rows of them
are constraints from the neural network parameters. The i-th row (element) of C and β defines
a hyperplane Hi. Figure 1 (left) shows the polytope P, the hyperplanes H1, · · · , H7 and H(y)
with y = 0.

Part 2. The vertices of P
According to Algorithm 4.2, a point is a vertex of P, if and only if it is the intersection between
any two hyperplanes out of H1, · · · , H7 and this point is in P. Figure 1 (middle) shows the
vertices from intersections between H5 and another hyperplane. Figure 1 (right) shows all the
vertices V (P) = {(0, 0.1), (0, 1), (0.2, 0.2), (0.5, 0.5)}.

x2

x10
0

0.5

0.5

1

1

H(0)

H5H7

H6

x2

x10
0

0.5

0.5

1

1
•

•

•

•

◦

◦

H5

x2

x10
0

0.5

0.5

1

1

•
•

•

•

◦
◦

◦

◦

p0

p1

p2p3

Figure 1: Left: The polytope P (dotted area), with H1 := {x ∈ R
2|x1 = 1}, H2 :=

{x ∈ R
2|x2 = 1}, H3 := {x ∈ R

2|x1 = 0}, H4 := {x ∈ R
2|x2 = 0}, H5 := {x ∈

R
2|x1 − x2 = 0}, H6 := {x ∈ R

2|x1 − 2x2 = − 1
5}, H7 := {x ∈ R

2|x1 + x2 = 1} and
H(y) := {x ∈ R

2| − x1 − 2x2 = − 6
5 + y}. Middle: Intersections (circles) H5 ∩ Hi

for i = 1, 2, 3, 4, 6, 7. The empty circles are vertices of P and the solid circles are not.
Right: Hyperplanes H(y) (dashed lines) that intersect vertices of P (empty circles).

Part 3. The levels of P
Algorithm 4.3 computes the levels as the sorted values of y such that H(y) intersects at least
one vertex. Figure 1 (right) shows all such hyperplanes H(y). Correspondingly, all the levels
are L (P, C0, β0) = {p0, p1, p2, p3} = {−0.8,−0.3, 0.6, 1}.

Part 4. Volume computation

By calling the function Vol with r = 2, Algorithm 4.4 computes the volume of P(y) with

coefficients C(2) =

(
C
C0

)
and β(2)(y) =

(
β

β0 + y

)
, for y between any two adjacent levels. There
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is no positive colinearity between any two rows of (C(2), β(2)(y)). For i = 1, · · · , 8, this function
calls first Decomposition for the rotation and translation that produces P(1)

i (y) and then Vol

itself with r = 1 for the length of P(1)
i (y). The length is updated by 1DimVol. The for loop in

Vol sums up all the eight lengths weighted by β
(2)
i (y)/||C(2)

i || and updates V [1] with coefficients
of this sum. Algorithm 4.4 returns V [1]/2, whose components are the coefficients of V2(P(y)).

Taking i = 5 for example, Algorithm 4.7 gives R(2,5) = 1√
2

(
1 −1
1 1

)
,

C(1,5) = C
(2)
−5R

(2,5)
1 =

1√
2



1
1
−1
−1
−1
2
−3


and β(1,5)(y) = β

(2)
−5(y)−

C
(2)
−5R

(2,5)
2 β

(2)
5 (y)

||C(2)
5 ||

=



1
1
0
0
− 1

5

1
− 6

5
+ y


.

Besides those apparently redundant ones, the inequalities that define P(1)
5 (y) are x ≤

√
2/2,

x ≥
√
2/5 and x ≥ (2/5 − y/3)

√
2. For y[0] = (p1 + p2)/4 and y[1] = 3y[0], Algorithm 4.6

computes to get MGB = (
√
2/2,

√
2/2), MLB = (3

√
2/8, 13

√
2/40), and update V [0] with

(
√
2/10,

√
2/3). Applying Algorithm 4.6 between every pair of adjacent levels, the edge length

is computed as

V1(P
(1)
5 (y)) =



0, y < p1;
√
2

10
+

√
2

3
y, p1 < y < p2;

3
√
2

10
, y > p2.

The weighting coefficient of V1(P
(1)
5 (y)) is β

(2)
5 (y)/||C(2)

5 || = 0.
This algorithm works equally well even in the most complicated case. For example for i = 8,

P(1)
8 (y) is defined by the inequalities

x ≤ 19

10
√
5
+

1

2
√
5
y, x ≥ − 13

5
√
5
− 2

√
5

5
y, x ≥ − 3

5
√
5
+

√
5

10
y, x ≤ 12

5
√
5
− 2

√
5

5
y,

x ≤ 2

5
√
5
−

√
5

15
y, x ≤ 13

20
√
5
− 3

√
5

20
y and x ≤ 7

5
√
5
+

3
√
5

5
y,

which all involve y. Its length turns out to be

V1(P
(1)
8 (y)) =



0, y < p0 or y > p3;

2
√
5

5
+

√
5

2
y, p0 < y < p1;

√
5

5
−

√
5

6
y, p1 < y < p2;

√
5

4
−

√
5

4
y, p2 < y < p3.

The weighting coefficient of V1(P
(1)
8 (y)) is β

(2)
8 (y)/||C(2)

8 || = (−6 + 5y)
√
5/25.

Applying Algorithm 4.4 between every pair of adjacent levels, together with the continuity
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property in Theorem 3.2 at every level, we obtain

V2(P(y)) =



0, y ≤ p0;

1

4
y2 +

4

10
y +

4

25
, p0 < y ≤ p1;

− 1

12
y2 +

1

5
y +

13

100
, p1 < y ≤ p2;

−1

8
y2 +

1

4
y +

23

200
, p2 < y ≤ p3;

24

100
, y > p3.

A Polytope preliminaries

Appendix A.1 provides definitions and results needed in Sections 2 and 3. Appendix A.1 lists
those about a generic polytope P from Grünbaum (2003), Ziegler (1995) and Bronsted (1983).
Their locations in the books are given in brackets. Appendix A.2 considers the part of a constant
polytope cut by a family of parallelly moving parameterized hyperplanes. This is the kind of
polytopes that Theorem 2.1 and Theorem 3.2 refer to. Polytopes in this appendix are defined
in the Euclidean space Rd, for some positive integer d.

A.1 A generic polytope

Definition A.1 [Section 1.1 on page 2 of Grünbaum (2003)] A hyperplane H in R
d is the set

{x ∈ R
d | C0x = β0}, for some row vector C0 ∈ R

d which is not all-zero and some scalar β0 ∈ R.
The sets H+ and H− defined by the inequalities

H+ := {x ∈ R
d | C0x ≥ β0} and H− := {x ∈ R

d | C0x ≤ β0} (A.1)

are called the closed halfspaces respectively above and below H.

Definition A.2 [Definition 0.2 and Theorem 1.1 in Ziegler (1995)] A polytope has two equivalent
definitions as either (i) the convex hull of a finite set of points in R

d, or (ii) a bounded set
obtained as the intersection of a finitely many closed halfspaces in R

d.
The dimension of a set is the largest number of linearly independent vectors in this set.

[Section 1 on page 5 of Bronsted (1983)] A “d-polytope” is the abbreviation for a “polytope of
dimension d”.

This paper takes the inequality definition as in (ii). The polytope P in this subsection has
the expression

P =
⋂

1≤i≤m

H−
i , (A.2)

for some positive integer m ≥ d and hyperplanes Hi in R
d, i = 1, · · · ,m.

Definition A.3 [Problems and Exercises 2.14 in Ziegler (1995)] For j ∈ {1, · · · ,m}, the half-
space (or inequality) H−

j is called redundant for P, if P =
⋂

1≤i≤m,i ̸=j H
−
i , and is otherwise

called irredundant.

Definition A.4 If P ∩H ̸= ∅, then there are two possible cases:
(i) [Section 4 on page 25 of Bronsted (1983)] either max{C0x | x ∈ P} = β0 or min{C0x |

x ∈ P} = β0, where H is called a supporting hyperplane of P;
(ii) there exist x1, x2 in P with C0x1 > β0 and C0x2 < β0, then we say that H cuts P.
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Definition A.5 [Definition 2.1 in Ziegler (1995)] A set F is a face of a polytope P, if there
exists a hyperplane H such that P ⊂ H− or P ⊂ H+, and such that F = P ∩ H. A face of
dimension r is called an “r-face”, for r ∈ {0, 1, . . . , d}. The faces of dimensions 0, 1 and d− 1
are called vertices, edges and facets. The set of all faces (respectively vertices) of P is denoted
by F (P) (respectively V (P)).

Property A.1 Faces of a polytope P have the following properties.
(i) A polytope P is the convex hull of its vertices V (P). [Theorem 2.15 (3) in Ziegler (1995)]
(ii) The faces of a polytope are polytopes. [Proposition 2.3 in Ziegler (1995)]
(iii) Each r-face of P is the intersection of d− r facets of P. [Property 3.1.7 in Grünbaum

(2003)]
(iv) An intersection of faces of P is a face of P. [Proposition 2.3 (ii) in Ziegler (1995)]

Especially, for r ∈ {0, . . . , d} and the collection I ⊂ {1, · · · ,m} of any d − r indices, if the
hyperplanes {Hi|i ∈ I} have linearly independent normal vectors, then the set ∩i∈IHi is non-
empty and has dimension r, and the set ∩i∈IHi ∩ P is a face of P of dimension at most
r.

Proof. (iv) The solutions to the system of d− r linear equations given by {Hi|i ∈ I} are of
dimension r, so their intersection with P is of dimension at most r. □

A.2 Polytope cut by parameterized hyperplanes

This subsection studies the specific polytope P(y) defined in Notation 3.3 of Section 3, where
the constant d-polytope P, the family H of parallelly moving parameterized hyperplanes H(y)
are also defined.

A polytope cut by a hyperplane has been discussed in Bronsted (1983). We shall provide
the new definition of “levels” and their properties needed in Sections 2 and 3.

Definition A.6 The set L (P, C0, β0) of levels of the polytope P with respect to the family H
of hyperplanes is defined as

L (P, C0, β0) := {C0v − β0|v ∈ V (P)}, (A.3)

which possesses K + 1 distinct levels p0 < p1 < · · · < pK . The set L ∞(P, C0, β0) of augmented
levels is defined as

L ∞(P, C0, β0) := L (P, C0, β0) ∪ {−∞,+∞}. (A.4)

For k ∈ {0, 1, · · · ,K}, any x ∈ H(pk) is said to be at the k-th level with respect to (P,H );
any x ∈ R

d satisfying C0x ≥ β0 + pk (>, ≤ or <) is said to be above (strictly above, below or
strictly below) the k-th level with respect to (P,H ).

Notation A.1 For k ∈ {1, · · · ,K}, the set Fk denotes the collection of faces of P that have
at least one vertex above the k-th level and at least one vertex below the (k − 1)-th level; for
k ∈ {0, · · · ,K}, the set F k denotes the collection of faces of P below the k-th level.

The well-definedness of {pk}Kk=0, {Fk}Kk=1, and {F k}
K
k=0 are verified in the following property.

Property A.2 (i) The number (K+1) of levels is equal to at least two and at most the cardinal
of V (P).

(ii) The value p0 (respectively, pK) is the smallest (respectively, the largest) real value of y
such that P ∩H(y) ̸= ∅.

(iii) P(y) is empty when y < p0 and is identical to P when y > pK .
(iv) When p0 < y < pK , P(y) is a d-polytope.
(v) None of the sets F1, · · · ,FK ,F 0, · · · ,FK is empty.
(vi) For k ∈ {1, · · · ,K}, when pk−1 < y < pk, the set of faces of P cut by H(y) is Fk; the

set of faces of P below H(y) is F k−1.
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(vii) Let F be a face of P. For any k ∈ {1, · · · ,K} and any y ∈ (pk−1, pk), F ∩H(y) is empty
if and only if F ̸∈ Fk; F ∩H(y)− is empty if F ̸∈ Fk ∪ F k−1, is identical to F if F ∈ F k−1,
and is neither the empty set nor F if F ∈ Fk.

(viii) For r ∈ {1, · · · , d − 1}, k ∈ {1, · · · ,K} and a given y ∈ (pk−1, pk), an r-face of P(y)
is either F ∩H(y) for some (r + 1)-face F in Fk, or F ∩H(y)− ̸⊆ H(y) for some r-face F in
Fk ∪ F k−1; vice versa. In either case, the choice of the face F is unique.

Proof. (i) For any H(y) cutting P, there is at least one point in V (P) below H(y) and one
above H(y). The two vertices are at different levels. From the definition of levels, their number
is smaller than or equal to the number of vertices.

(ii) Having a part of P below the value p0 or above the value pK leads to a contradiction to
Property A.1 (i).

(iii) It follows straightforwardly from (ii).
(iv) This is because of Theorem 11.11 (a) in Bronsted (1983).
(v) F k ̸= ∅ is trivial since it contains at least the vertex of its level (pk). Regarding Fk ̸= ∅:

for any k = 1, · · · ,K, by the convexity of P, there exists at least an edge connecting one vertex
vi of the i-th level when i ≥ k to one vertex vj of the j-th level when j < k. The edge connecting
vk to vj belongs to Fk.

(vi) By Property A.1 (ii), a face of P is a polytope. This statement follows from Definition A.4
and the definitions of Fk and F k−1 in Notation A.1.

(vii) This follows from (vi).
(viii) For such a value of y, the hyperplane H(y) cuts the polytope P and does not contain

any non-empty face of P. This statement follows from (vi), Theorem 11.1 (b, d) and Theorem
11.11 (b, c) in Bronsted (1983). □

Property A.3 Let E(y) be a face of P(y), represented as either
(i) E(y) = F ∩H(y)− for an edge F of P, or
(ii) E(y) = F ∩H(y) for a 2-face F of P, if d ≥ 2.
When y varies between two adjacent levels in L (P, C0, β0), the length V1(E(y)) as in Defi-

nition 3.1 is affine with respect to y.

Proof. We suppose that pk−1 < y < pk for some k ∈ {1, · · · ,K}.
(i) By Property A.2 (vii), the value of V1(F ∩ H(y)−) is irrelevant of y when F ̸∈ Fk. It

remains to show that V1(F ∩H(y)−) is affine with respect to y when F ∈ Fk.
Let v1 and v2 be the two vertices of F which are respectively below and above H(y), at the

k1-th and the k2-th level. Then the edge F has the parametric expression

F = {v1 + t(v2 − v1)|0 ≤ t ≤ 1}. (A.5)

Let t(y) be the value of t such that v1 + t(y)(v2 − v1) = F ∩H(y). The value t(y) satisfies

C0(v1 + t(y)(v2 − v1)) = β0 + y ⇐⇒ t(y) =
y + β0 − C0v1
C0v2 − C0v1

=
y − pk1

pk2 − pk1

. (A.6)

The edge length V1(F ∩H(y)−) = t(y)||v2 − v1|| is affine with respect to y.
(ii) By Property A.2 (vii, viii), V1(F ∩H(y)) is non-zero if and only if F ∈ Fk. It suffices to

restrict the discussions to the 2-dimensional space spanned by F , as in Figure 2.
Let E1 and E2 be the two edges of F that intersect H(y), with respective vertices {ν11, ν12}

and {ν21, ν22}. If the two lines containing E1 and E2 are parallel, then V1(F∩H(y)) is a constant
equal to the distance between E1 and E2. Otherwise, let P0 denote the intersection of the two
lines containing E1 and E2. Let P1(y) and P2(y) denote the points where H(y) intersects E1

and E2. Without loss of generality, the point P0 is assumed to be on the same side of F ∩H(y)
as ν12 and ν22, and the line going through ν11 and parallel to F ∩H(y) is assumed to intersect
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Q2

F H(y)

U

v11

v12

v21

v22E1

P1(y)

P0

P2(y)

E2

Figure 2: Property A.3 (ii), the case E(y) = F ∩H(y) ̸= ∅.

E2 at the point Q2. The triangle P0P1(y)P2(y) is similar to the triangle P0ν11Q2. Then their
edge lengths have the relation

V1(F ∩H(y)) =
V1(ν11Q2)

V1(P0ν11)
V1(P0P1(y)) =

V1(ν11Q2)

V1(P0ν11)
(V1(P0ν11)− V1(P1(y)ν11)) . (A.7)

In Equation (A.7), the lengths of the line segments ν11Q2, P0ν11 and E1 are constant numbers
determined by the polytope P. By (i), the length of the part of E1 below H(y) is affine with
respect to y, so V1(P1(y)ν11) is affine with respect to y, whether it is below or above H(y). It
follows that the edge length V1(F ∩H(y)) is affine with respect to y. □

B An expression of the cumulative distribution func-
tion

In this appendix, Lemma B.1 explicitly expresses the piecewise decomposition of Lemma 2.1 in
terms of the parameters of the neural network; based on this explicit expression, Property B.1
provides a formula of the cumulative distribution function F(y) as a sum of the volumes of
finitely many cut polytopes; Notation B.1 defines the set of partitioning levels.

Lemma B.1 The neural network GL has the affine expression

GL(z0) = C0(s1, · · · , sL−1)z0 − β0(s1, · · · , sL−1), (B.1)

when z0 is in the polytope

P(s1, · · · , sL−1) :=
{
z0 ∈ R

d0
∣∣∣C(s1, · · · , sL−1)z0 ≤ β(s1, · · · , sL−1)

}
, (B.2)

for any set of s1 ∈ {−1, 1}d1 , · · · , sL−1 ∈ {−1, 1}dL−1 . The collection

C :=
{
P(s1, · · · , sL−1)

∣∣∣sl ∈ {−1, 1}dl , l = 1, · · · , L− 1
}

(B.3)

is a finite partition of the polytope D0, except for possible overlaps on the boundaries of the
polytopes. The coefficients in Equations (B.1) and (B.2) are constant for given values of
(s1, · · · , sL−1), and can be computed explicitly according to the following procedure.

(1) Initializing with

C1(s1) := −diag(s1)W1 and β1(s1) := diag(s1)b1. (B.4)

21



(2) If L ≥ 3, for l = 2, · · · , L− 1, defining iteratively{
Cl(s1, · · · , sl) := diag(sl)Wl diag(a(sl−1))Cl−1(s1, · · · , sl−1);

βl(s1, · · · , sl) := diag(sl) (Wl diag(a(sl−1))βl−1(s1, · · · , sl−1) + bl) ,
(B.5)

where diag(u) indicates the diagonal matrix with the vector u being its diagonal elements. Then
the coefficients have the expressions{

C0(s1, · · · , sL−1) =−WL diag(a(sL−1))CL−1(s1, · · · , sL−1);

β0(s1, · · · , sL−1) =− (WL diag(a(sL−1))βL−1(s1, · · · , sL−1) + bL) ,
(B.6)

C(s1, · · · , sL−1) =


CD

C1(s1)

...

CL−1(s1, · · · , sL−1)

 and β(s1, · · · , sL−1) =


βD

β1(s1)

...

βL−1(s1, · · · , sL−1)

 .

(B.7)

Proof. We recall the inductive definition Equation (2.6) of the neural network as a composition
of affine mappings and the Leaky ReLU activation function defined in Equation (2.3).

Let sign : R → {−1, 1} be the sign function, which takes the value one on the non-negative
real line and the value minus one elsewhere. The sign of a d-dimensional real vector u =
(u1, · · · , ud)

T is defined as sign(u) := (sign(u1), · · · , sign(ud))
T . The identity

a(u) = diag(a(sign(u))) diag(sign(u)))u (B.8)

will be needed in the derivation of the piecewise affine expression for GL(·).
Hidden layer 1: For any s1 ∈ {−1, 1}d1 , when the input z0 satisfies C1(s1)z0 ≤ β1(s1),

or equivalently sign(W1z0 + b1) = s1 with possible exceptions only for the zero elements of the
argument of the sign mapping, the first hidden layer can be expressed as

G1(z0) = a(W1z0 + b1) = diag(a(s1)) diag(s1)(W1z0 + b1) = W̄1(s1)z0 + b̄1(s1), (B.9)

where {
W̄1(s1) := diag(a(s1)) diag(s1)W1 = −diag(a(s1))C1(s1);

b̄1(s1) := diag(a(s1)) diag(s1)b1 = diag(a(s1))β1(s1).
(B.10)

In the case that L ≥ 3, there are more than one hidden layers, and mathematical induction
will be conducted. For l = 2, · · · , L− 1, the notations

W̃l(s1, · · · , sl−1) :=WlW̄l−1(s1, · · · , sl−1);

b̃l(s1, · · · , sl−1) :=Wlb̄l−1(s1, · · · , sl−1) + bl;

W̄l(s1, · · · , sl) := diag(a(sl)) diag(sl)W̃l(s1, · · · , sl−1);

b̄l(s1, · · · , sl) := diag(a(sl)) diag(sl)̃bl(s1, · · · , sl−1)

(B.11)

will simplify expressions in the induction. Matrices Cl(s1, · · · , sl) and vectors βl(s1, · · · , sl)
defined in Equation (B.4) and Equation (B.5) satisfy

Cl(s1, · · · , sl) =− diag(sl)W̃l(s1, · · · , sl−1);

βl(s1, · · · , sl) =diag(sl)̃bl(s1, · · · , sl−1);

W̄l(s1, · · · , sl) =− diag(a(sl))Cl(s1, · · · , sl);
b̄l(s1, · · · , sl) =diag(a(sl))βl(s1, · · · , sl).

(B.12)
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Hidden layer l − 1: Based on the expression of the first hidden layer, for l = 2, · · · , L− 1
and s1 ∈ {−1, 1}d1 , · · · , sl−1 ∈ {−1, 1}dl−1 , we may assume that

Gl−1(z0) = W̄l−1(s1, · · · , sl−1)z0 + b̄l−1(s1, · · · , sl−1), (B.13)

when z0 satisfies

C1(s1)z0 ≤ β1(s1), · · · , Cl−1(s1, · · · , sl−1)z0 ≤ βl−1(s1, · · · , sl−1). (B.14)

Hidden layer l: For l = 2, · · · , L − 1 and s1 ∈ {−1, 1}d1 , · · · , sl−1 ∈ {−1, 1}dl−1 , by the
assumption on the (l − 1)-th hidden layer, the l-th hidden layer can be expressed as

Gl(z0) = a(WlGl−1(z0) + bl) = a(W̃l(s1, · · · , sl−1)z0 + b̃l(s1, · · · , sl−1)), (B.15)

when inequalities Equation (B.14) hold. In addition to inequalities Equation (B.14), for any sl ∈
{−1, 1}dl , when z0 also satisfies Cl(s1, · · · , sl)z0 ≤ βl(s1, · · · , sl), or equivalently sign(W̃l(s1, · · · , sl−1)z0+

b̃l(s1, · · · , sl−1)) = sl with possible exceptions only for the zero elements of the argument of the
sign mapping, the second identity in Equation (B.15) can be further expanded as

Gl(z0) =diag(a(sl)) diag(sl)(W̃l(s1, · · · , sl−1)z0 + b̃l(s1, · · · , sl−1))

=W̄l(s1, · · · , sl)z0 + b̄l(s1, · · · , sl).
(B.16)

Hidden layer L− 1: By induction on the layers, we know that

GL−1(z0) = W̄L−1(s1, · · · , sL−1)z0 + b̄L−1(s1, · · · , sL−1), (B.17)

when z0 satisfies

C1(s1)z0 ≤ β1(s1), · · · , CL−1(s1, · · · , sL−1)z0 ≤ βL−1(s1, · · · , sL−1). (B.18)

The output layer L: The output layer is a linear combination of the (L − 1)-th hidden
layer and can be expressed as

GL(z0) = WLGL−1(z0) + bL = C0(s1, · · · , sL−1)z0 − β0(s1, · · · , sL−1), (B.19)

when inequalities Equation (B.18) are satisfied. Given that the input domain is confined to
D0 as in Assumption 2.1, we conclude that the expression (B.1) is valid on each polytope
P(s1, · · · , sL−1) defined as in Equation (B.2). The construction of the polytopes justifies the
fact that the collection C defined in Equation (B.3) is a partition. □

Property B.1 With the piecewise affine representation of GL in Lemma B.1, the cumulative
distribution function F(y) has the expression

F(y) =
1

Vd0(D0)

∑
(s1,··· ,sL−1) in

{−1,1}d1×···×{−1,1}dL−1

Vd0(P(y; s1, · · · , sL−1)), (B.20)

where

H(y; s1, · · · , sL−1) :=
{
z0 ∈ R

d0
∣∣∣C0(s1, · · · , sL−1)z0 = β0(s1, · · · , sL−1) + y

}
;

P(y; s1, · · · , sL−1) :=P(s1, · · · , sL−1) ∩H−(y; s1, · · · , sL−1).
(B.21)

Proof. By Definition 3.1, F(y) is the integration of the uniform density on the domain {GL(x) ≤
y} ∩ D0, thus equal to the volume of the domain. This volume equals the sum of volumes of
P(y; s1, · · · , sL−1), which have disjoint interiors and the union {GL(x) ≤ y} ∩D0. □

Notation B.1 With the piecewise affine representation of GL in Lemma B.1 and the definition
of levels in Definition A.6, the set O of partitioning levels is defined as

O :=
⋃

(s1,··· ,sL−1) in

{−1,1}d1×···×{−1,1}dL−1

L ∞ (P(s1, · · · , sL−1), C0(s1, · · · , sL−1), β0(s1, · · · , sL−1)) .

(B.22)
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