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Figure 1: Immunology illustration from the magazine Globule [Cha18], © Renaud Chabrier (left) served as inspiration for an animated 3D
sketch created using our system (right).

Abstract
In the field of biology, digital illustrations play a crucial role in conveying complex phenomena, allowing for idealized shapes
and motion, in contrast to data visualization. In the absence of suitable media, scientists often rely on oversimplified 2D figures
or have to call in professional artists to create better illustrations, which can be limiting. We introduce Bio-Sketch, a novel
progressive sketching system designed to ease the creation of animated illustrations, as exemplified here in the context of the
infection phenomenon. Our solution relies on a new progressive sketching paradigm that seamlessly combines 3D modeling and
pattern-based shape distribution to create background volume and temporal animation control. The elements created can be
assembled into a complex scenario, enabling narrative design experiments for educational applications in biology. Our results
and first feedback from experts in illustration and biology demonstrate the potential of Bio-Sketch to assist communication on
the infection phenomenon, helping to bridge the gap between expert and non-expert audiences.

CCS Concepts
• Computing methodologies → Computer graphics; • Human-centered computing → Interaction design;

1. Introduction

By definition, a biological phenomenon is a sequence of events or
chemical reactions leading to a transformation. Consequently, biol-
ogists study and seek to convey how and why an event occurs and
its consequences on the environment. The visualization of biolog-
ical data has been intensively studied from the molecular level to

the mesoscale (interior of cells), with impressive progress in im-
proving the saliency of the objects of interest. However, such 2D or
3D imagery can be complicated to understand and control, as they
only capture the motion that occurred in the actual data. These im-
ages are thus typically complemented by simpler representations,
from simple 2D sketches to 3D animations. However, while mere
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2D sketches may not be sufficient to capture and understand the
phenomenon accurately, producing 3D and animated illustrations
requires the help of professional artists, leading to lengthy discus-
sions and trials and errors until the scientist’s mental vision is con-
veyed. Biologists are therefore looking for intuitive creation tools
to enrich the representation of their objects of study, to visually ex-
press their hypotheses, and/or to communicate in educational con-
texts.

Although existing illustration tools are already helpful for sci-
entific dissemination and education, most of them do not ease the
sketching of volumetric environments, where interactions between
3D shapes and changes of state need to be represented. The few
methods targeting illustration at the cellular level have focused on
modeling vascular networks in 3D using sketching conventions and
on blood circulation to represent vessel pathologies. Notably, none
of the existing solutions provides a complete system for creating
and animating a complex environment inside which cells can navi-
gate freely and evolve dynamically.

In this work, we target a new progressive sketching paradigm for
modeling and animation designed to meet biologists’ needs to com-
municate and explore dynamic phenomena. We collaborated with
a biologist and a professional artist, both co-authors of this paper,
to conduct a pre-study on depiction and narration in biology. This
study confirmed that biologists need not only to visualize informa-
tion from microscopic images but also to depict their understanding
of dynamic phenomena in a simplified way. Our solution builds on
their expressed needs and focuses on communicating the infection
phenomenon.

Our technical contributions are threefold:

• We propose a new sketch-based modeling solution for pattern-
based shape distribution in 3D, enabling the modeling of envi-
ronments such as biological tissues with dense fiber networks in
which cells evolve.

• We rely on standard schematic conventions in biology to com-
plement an existing sketch-based modeling system and enable
sketch-based specification of motion and deformation of the gen-
erated 3D shapes.

• We provide an interface for specifying and controlling temporal
narrative scenarios, with a series of events triggered over time.

These three contributions were tested on a complex scenario, de-
picted in Fig. 1, designed by our expert co-authors. It expresses the
human response to infection at the cell level. This provides a proof
of concept and an example of the use of our system in a biological
application context.

2. Related work

This work is related to sketch-based 3D modeling, example-based
shape distributions, sketch-based animation methods, and biologi-
cal visualization and storytelling. We focus on methods best suited
to creating and animating biological phenomena. We refer the
reader to [VGH∗05, Ise15, LVPI18] for visualization techniques
targeting illustrative rendering in biology and to [PS18] for a survey
on the virtual representations used for teaching anatomy.

Sketch-based 3D modeling Sketch-based modeling methods have
been used in various ways, from taking complete sketches and
annotations as input to gradually building models through pro-
gressive, interactive sketching. However, only a few of these
methods have been applied to represent biological environments.
A promising approach to sketching biological shapes is us-
ing implicit surfaces, which leverage the organic properties of
these shapes. Methods such as Matisse [BPCB08], later im-
proved in Scalis [ZBQC13], proposed a general solution to
the progressive sketching of organic-looking shapes. More spe-
cific solutions have been explored to represent biological struc-
tures from musculoskeletal structures [ABL∗21] to vascular sys-
tems [PCP10, SBP∗16, SSPOJ16]. While following sketching con-
ventions and aimed at supporting anatomy teaching, the method of
Pihuit et al. [PCP10] is limited to a single sketch input represent-
ing a network of vessels. Closer to our modeling objective is the
work by Saalfeld et al. [SBP∗16, SSPOJ16] presenting interactive
systems aiming at creating and editing vascular systems to explain
vascular pathologies. Their first method [SBP∗16] is restricted to
2D representation and relies on fluid simulation for the blood flow.
Their second model [SSPOJ16] is semi-immersive but requires sig-
nificant user intervention to define blood flow and is limited to ad-
justing the weights of the Metaballs composing the vessel.

Example-based distribution synthesis Although extensive re-
search has long been carried out on example-based texture synthe-
sis [WLKT09], only a few methods tackled the synthesis of discrete
vector textures, which are the most relevant to creating shape dis-
tributions in a 3D environment representing human tissues, from
interactive sketches.

Among vector texture synthesis meth-
ods [BBT∗06, IMIM08, HLT∗09, MWT11], Landes et
al. [LGH13] addressed shape distributions by simplifying the
input shapes into proxy geometries and relying on spatial relation-
ships such as distances and relative orientations between them.
This method, which is not real-time, is also limited to bounded
shapes, which would make the creation of fiber networks difficult.
In contrast, Roveri et al. [ROM∗15] present an example-based
distribution synthesis method for both bounded and unbounded
shapes. Shapes are decomposed into point samples encoded
in a functional representation. Synthesis is achieved through
neighborhood matching and energy optimization. Like other
neighborhood-based texture synthesis methods, their approach
requires input patterns with a sufficient amount of repetitions.
In contrast, Olivier et al. [OMC22] take as input a sketch from
which the method constructs a hierarchy of Support Structures
used to capture and reproduce multi-scale alignments in real time.
Lastly, while they showed promising results for texture synthesis,
deep learning methods [SCO17, TLH19, RGF∗20] are primarily
image-based and have not yet been generalized to handle vector
shape distributions effectively.

Rather than aiming for a statistically accurate distribution syn-
thesis, we are looking for an efficient method suitable for an in-
teractive 3D interface. Our solution emphasizes real-time process-
ing and avoids the need for extensive pre-computation, unlike deep
learning techniques. While we build on [OMC22], we tackle a new
problem, the generation of 3D distributions from a 2D input sketch.

© 2023 The Authors.
Proceedings published by Eurographics - The European Association for Computer Graphics.
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Sketch-based animation in scientific illustrations The use of
sketches as input for animation has already been investigated,
mostly in the context of fluid simulation: Zhu et al.[ZIH∗11]
present an interactive method for illustrating and animating fluid
systems using sketch inputs and fluid simulation. Direct manipu-
lation interaction enables this system to serve as a tool for visu-
alizing and conveying information about cardiac abnormalities or
surgical interventions. Draco [KCG∗14] is an interactive system
for animated illustrations that combines data samples and motion
properties using kinetic textures. Kitty [KCGF14] extends Draco
by incorporating interactivity and functional relationships between
entities. The Hierarchical Motion Brushes system [MNB∗14] al-
lows users to brush animated content onto a 3D scene, supporting
coarse-to-fine animation and the reuse of content at different lev-
els of detail. However, it relies on offline processes for initial ani-
mation definition and lacks data processing for sample distribution
structures, which the authors later addressed using hierarchical spa-
tiotemporal clustering [MGC∗16]. Closer to our concerns, the En-
ergy Brushes system [XKG∗16] concentrates on passive and sec-
ondary animations, where users sketch strokes and define flow par-
ticles to generate local energy patterns. Energy brushes represent
the direction of energy and forces, continuously emitting particles
along the sketched trajectory.

Biological visualization and storytelling While biological vi-
sualization has been extensively studied in the context of il-
lustrative rendering or abstraction [Goo09], more recent work
have explored visual preferences depending on the context of
use or the application [MVB∗17, GMF∗21]. However, such data
are only static and lack the motions and deformations occurring
in the phenomenon of study. Therefore, there has been lately a
strong interest in interfaces focused on narrative design, first for
more general data [GP01, TRB∗18, MBS22] and then targeting
medical visualization [MGS∗21, KSM∗22, MGS∗22]. In addition,
McGill [McG08] highlights the potential of cinematic tools for nar-
rative illustration of molecular phenomena. More recently, a few
software specifically targeting narrative illustrations of molecular
phenomena were introduced. CellPaint [GAB∗18, GAF∗21] is a
user-friendly interactive digital tool focused on creating illustra-
tions of the molecular structures of cells and viruses. Molecumen-
tary [KSM∗23] enables asynchronous communication of design
ideas, controlling mesoscale animations of 3D models. The work
presented here is complementary since rather than focusing on the
reuse of existing 3D animated content in narration and address-
ing their differences of scale, it targets the interactive, sketch-based
creation of content to support new narration ideas. Our work also
complements Drew Berry’s molecular animation [WB03]. While
this work provides accurate visual representations in movie form,
it lacks interactivity and requires all steps to be known beforehand.
In contrast, we aim to create an interactive tool for biologists to
illustrate and explore narrative options.

3. Biological Context and Design Choices

3.1. Preliminary study with biology researchers

To gain insights into terms and symbols used for conveying knowl-
edge in biology, we conducted a preliminary study with four cell bi-
ology researchers specializing in different subtopics: one Research

Director with 35 years of experience in cancer targets and experi-
mental therapeutics, one Professor of 20 years of expertise in cell
mechanics, one Research Director with 26 years of experience in
cell polarity and division, and one Research Director of 38 years of
expertise in membrane and cytoskeleton dynamics in the context of
breast cancer.

The objective was to understand how they describe their phe-
nomena of study regarding shape types, behaviors, and constraints.
Each of them explained to us in simple terms the main steps of their
studies, employing analogies or visual vocabulary when needed
(e.g., "cutting similarly as scissors," "cells hooking onto collagen
fibers to squeeze through"). We noted that all of them presented
their phenomenon of interest through a narrative, in which an initial
animated environment undergoes evolutionary changes in response
to specific triggering events. While they managed to provide clear
oral explanations using a few sketches or preexisting 2D figures as
visual support (see Fig. 2), they lacked a visual medium to effec-
tively illustrate the dynamic events they were describing. This study
confirmed that relying solely on static 2D figures is insufficient for
biologists because it does not capture the 3D and dynamic nature of
a phenomenon, aligned with their mental vision. This observation
motivates the framework we propose.

Figure 2: Examples of 2D illustrations in cell biol-
ogy: (left) [WSRDL∗00], (top right) [SMJ18], (bottom
right) [GCD∗15].

3.2. Schematic visual vocabulary in cell-biology

Our biologist co-author supplemented this study by formalizing the
schematic vocabulary commonly used in biological illustrations to
represent dynamic phenomena (see Fig. 2):

Arrows (left) describe the kinematic trajectory of an element, giv-
ing both direction and speed of displacement;

Streamlines (top right) indicate flow within a vessel using three
arrows followed by a straight line for homogeneous flows or by
a curved line for non-uniform flows (for example, allowing for a
lower speed near the vessel membrane due to friction);

Gradient triangles (bottom right) are used to represent the differ-
ence of gradient in a medium (e.g., pressure gradient or chemical
gradient) denoting attraction of elements.
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(a) (b) (c)

(d) (e) (f)

Figure 3: Overview of Bio-Sketch: from creating the 3D biological environment (a-c) to designing a dynamic scenario (d-f).

3.3. Findings and design goals for Bio-Sketch

Thanks to this in-depth preliminary study and the illustrations pro-
vided as support for narration, we classified the categories of 3D
modeling tools, animation mechanisms, and rendering techniques
to be targeted in our interactive content-creation tool.

• We noted the need for three main types of shapes: volumetric,
organic shapes (e.g., vessel, cells, and their interiors), larger sur-
faces or volumes, unbounded at the observation scale (e.g., skin),
and linear shapes (fibers). We also observed that both organs
and larger surfaces often needed to be complemented by textures
such as Voronoi-like tessellations standing for cell borders.

• We also noticed the presence of shape distributions, both for un-
bounded shapes (field of fibers) or nested bounded ones (cells
within a vessel). This implies the need for models to extend a
user-sketched input into a 3D distribution.

• In animation, we identified the need for sketching both global
flows and individual trajectories, as well as controlling shape de-
formations. When depicting biological phenomena, controlling
the timing of animations is also mandatory for building narra-
tive scenarios, which can be specified as sequences of triggering
events.

• Lastly, we identified the need for an expressive rendering mech-
anism using transparency and local shape cuts to convey nested
shapes and motions.

3.4. Methodology and technical contributions

Inspired by visual representations and narration in biology, we de-
signed Bio-Sketch, a new creative medium combining the progres-
sive modeling of a biological environment in 3D with the creation
of animated narratives. In this interactive sketch-based modeling
framework, biologists can gradually convey their understanding of
a phenomenon. This approach also serves as an entry point for non-
expert users to explore the world of biological phenomena. In either
case, the user designs an initial, stable environment and then trig-
gers its temporal transformation. As depicted in Fig. 3, in this work,
we focus on the infection phenomenon.

In our prototype implementation, we focused on the most chal-
lenging of the identified design goals, trying to offer a good balance
between simplicity and richness of representation. We developed
solutions to allow users not only to model individual 3D shapes
for a sketch but also both bounded and unbounded 3D shape dis-
tributions (Sec. 4). In a similar spirit, the sketch-based animation
mechanisms are not restricted to rigid motion but enable as well the
specification of deformation. This is complemented by a timeline
allowing users to both navigate and trigger narrative events (Sec. 5).
At all stages of this creative process, an expressive visualization is
provided to the user through a combination of 3D shading, contour
drawing, transparency, and textures (Sec. 6). All the above methods
were designed to offer real-time solutions, which is mandatory to
be integrated into an iterative creative media.

Case study: To validate the ability to create an animated biolog-
ical story with our system, we selected an infection phenomenon,
showing the role of white blood cells after wounds (see Fig. 1, left):
when the skin, together with the underlying fibers and small ves-
sels, is cut, red blood cells located near the incision area escape
through the opening. In contrast, white blood cells, which play
a crucial role in the immune response, are attracted to the vessel
membrane where they reside. They roll along this inner membrane
before finally escaping by undergoing shape deformation to pass
through small openings between the membrane cells of the ves-
sel. The white blood cells that successfully escape from the vessel
navigate through the collagen fibers to the cut area, to aid in the
wound healing process. We have chosen this example to illustrate
our technical contributions throughout this article since it comes
with an illustration by a professional artist, validated by biologists,
and provides an inspiring visual reference for our system. Fig. 3
shows a) the input 2D sketch, b) the resulting 3D environment, c)
the example showing the cell distribution inside a vessel, as well as
the rendering of its surface, d) the resulting distribution of cells and
the use of the flow tool to specify their movement, e) the cutting of
tissues triggering an infection modeled using gradient triangles and
bacteria (in green) and f) the deformation of the white cells cross-
ing the vascular membrane and attracted by the bacteria, while the
red cells escape through the cut.

© 2023 The Authors.
Proceedings published by Eurographics - The European Association for Computer Graphics.
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4. Creation of the 3D biological environment

Given the organic characteristics inherent in the shapes we want to
create (e.g., vessels, cells, and the inner structures within cells), we
chose implicit surfaces as the most appropriate shape representa-
tion in our sketching system. This is built on Matisse [BPCB08],
an interactive sketch-based system for 3D implicit modeling. At
each stage, brushes are used to paint a 2D region. The medial axis
of the region is extracted, simplified into a graph of segments com-
plemented with radii information, and used as a skeleton to gen-
erate a scalar field standing for the density of matter around the
skeleton, and decreasing with the distance. The surface is defined
as an isosurface of this field. While flat skeletons create shapes with
flat silhouettes, more complex shapes can be created by sketch-
ing parts from different viewpoints and blending them by summing
their fields. In this work, we use the SCALIS model [ZBQC13] to
improve the fidelity to the specified radii and avoid the blurring of
small details. We also complement this system with the ability to
sketch both unbounded and bounded shape distributions as input.

4.1. Visually unbounded 3D distributions from a sketch

Our goal is to generate, from a 2D input sketch, a 3D distribution
of elements inside which the user can navigate (e.g., the volume
of collagen fibers surrounding the vessel in our case study). The
insight is to let users sketch a small sample of what they would
like to see from the front. We then expand this exemplar in 2D of a
given ratio k before immersing the resulting 2D distribution in 3D,
using an extension of depth h. The resulting 3D volume of material
can then be repeated with adapted rendering to fake an unbounded
environment.

The 2D extension of the user-sketched vector texture is com-
puted using the method of Olivier et al. [OMC22]. Based on multi-
resolution alignment analysis, this method efficiently generates a
larger 2D distribution of strokes that seamlessly extends the 2D
sketched sample. More precisely, vector sketched strokes are clus-
tered into a hierarchy of linear or curved support structures. Each
structure comprises a main direction and a ribbon that contains the
clustered sub-structures. At the synthesis stage, from top to bottom
of the hierarchy, the existing supports in the exemplar are extended
and duplicated with some randomization to match the larger out-
put space. Clones of the input strokes are finally distributed, with
adequate jittering, along the lowest-level structures.

In the second stage, we infer depth parameters for each stroke
to extend the 2D vector texture into a 3D distribution. Our solution
builds on the usual general-view perceptual assumption: any stroke
alignment in the 2D exemplar intentionally depicts a 3D alignment
rather than being due to the projection from a very specific view-
point. Therefore, we immerse clustered strokes using quite similar
depths through the following two steps. For each cluster, we first
define a midpoint’s depth de and a slope angle δ with respect to the
sketching plane XY . These parameters are randomly chosen in [0,h]
for de (with h the depth of the output domain) and in [−π/4,π/4]
for the slope (a value chosen from perceptual studies [WBCG09]).
Each stroke in the cluster is then immersed in 3D as a texture pro-
jected onto an oblique billboard, as follows. While its XY pro-
jection is maintained, the depth of its extremities is computed by

adding (respectively removing) from de the value ∆z =
lg
2 ∗ tan(δ),

with lg, the length of the stroke’s support 2D segment.

Duplicating the resulting volume along the depth axis is essen-
tial to fake an infinite field of 3D strokes. These instances can be
set to randomly overlap in depth, allowing for complex arrange-
ments. To achieve this, we duplicate the initial volume and shift
each instance in the depth direction by a factor l ∗ h, with l an in-
teger in [1;∞]. This process generates a virtually infinite field of
anisotropic elements. To visualize them, we rely on two perceptual
assumptions. First, distant objects fade away, implying that strokes
in deeper layers appear less prominent. Second, we consider the
3D space to have a toroidal topology in depth, meaning that objects
that go beyond a certain depth "wrap around" and reappear at the
front. By incorporating these perceptual assumptions, we can ef-
fectively display the multiple layers and create a visually coherent
volumetric representation (see Fig. 4).

Figure 4: (a) Biological illustration with cells navigating within a
3D distribution of fibers; (b) 2D input sketch inspired from a); (c)
Result of our 3D distribution synthesis method.

4.2. Volumetric distributions in a container shape

In addition to creating unbounded distributions, the user should be
allowed to fill any bounded, volumetric shape with a distribution
of smaller shapes (e.g. filling a vessel with blood cells in our case
study). Our solution is a second extension of [OMC22], as follows.

The user can select any volumetric shape created by sketching as
a container. The latter is thus an iso-surface of a scalar field gen-
erated by one or several flat skeleton graphs. Using a camera that
faces the local skeleton plane, we allow the user to select a small
part of the container (which is then made fully transparent) and cre-
ate an exemplar of the desired distribution, either by directly draw-
ing sub-shapes or by instantiating a few existing ones. Indeed, this
input distribution only consists of bounded shapes.

We then use a 2.5D solution for analysis and synthesis. The dis-
tribution exemplar is processed in the skeleton plane, considering
the 2D projections of the sub-shapes. The challenge here is to ex-
tend the original 2D distribution analysis and synthesis method to
free-form regions. Indeed, since synthesis is to be constrained to
the inside of the free-form container shape, we cannot directly re-
trieve shape alignments and their lead directions through successive
clustering of straight lines. Fortunately, the scalar field defining the
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implicit container offers an excellent base for clustering. Indeed,
the notion of shapes being quasi-aligned just needs to be translated
into shapes positioned around the same iso-value. Their support
structure is then defined by the corresponding iso-line curve in the
scalar field rather than by a straight line. As in the original method,
support structures are recursively clustered (with ribbons express-
ing the variance of the elements they represent). To achieve this,
their difference of iso-value is used as clustering distance. These
simple changes enable us to apply the existing algorithms to ana-
lyze the free-form input sample and then extend the distribution to
the full 2D projection of the container shape.

Note that the iso-lines do not need to be explicitly computed at
the synthesis stage. We iteratively instantiate the next shape to be
generated along them through a series of small displacement steps
from the previous position. Each step consists of a translation along
the tangent direction followed by a projection along the field’s gra-
dient to come back to the targeted iso-value. We define the tangent
direction as the cross-product between the field’s gradient and the
depth direction, and the step size from the local curvature. We then
add a slight perturbation to this new position to avoid salient repe-
titions at the synthesis stage.

Once the planar distribution is extended to the full container,
the clones created for each of the sub-shapes recover their initial
depth coordinates, with some jittering proportional to the deviation
in their initial depth distribution. This enables them to spread within
the full 3D container. Fig. 5 shows the robustness of the method to
shapes with branching, thanks to the definition of support structures
as iso-lines.

Figure 5: From an exemplar to a distribution of cells in a vessel.

5. Design of dynamic scenarios

5.1. Sketching motion

To integrate animation design into our sketch-based creative sys-
tem, we rely on the visual vocabulary extracted from the analysis
of biological illustrations in Section 3. This allows us to establish
a clear correspondence between the biologist’s familiar schematic
representations and the desired motion or deformation. Although
always specified in the plane facing the camera and then applied to
shapes at constant depth, the motions and deformations described
below could be added to the full 3D animation by using the motion
design tools from different viewpoints and combining their effects.

Arrow tool: The user draws a trajectory starting from the target
object. We sample this trajectory according to the drawing time so
that the speed of the gesture controls the speed of movement. We
then insert the displacement between two successive points along
the timeline to facilitate the synchronization of different motions.

Figure 6: The cell is following the user’s arrow.

Flow tool: It enables the user to specify a flow strength inside
a container shape. The user sketches three arrows followed by a
straight or curved line (Fig. 7). Defined in the 2D skeleton plane,
the flow defines the velocity of the medium present in the container.

The main issue is to extend the flow speed to a 2D vector field
that spans the whole container. From the user’s sketch, we retrieve
the main direction, maximum speed, and lateral damping of the
flow. Even if the sketched flow is small compared to the size of the
container, the flow is considered to span its entire cross-section, so
that the possible speed reduction (specified through a curved line)
occurs near the container’s surface. The flow is then propagated to
the entire container by considering that its speed remains constant
along each of the iso-lines of the field. The flow direction is always
considered tangent to these iso-lines.

During the animation loop, the flow applies a viscous friction
force to any sub-shape present in the container. This force is applied
in the 2D sketching plane, resulting in a 2.5D animation where the
animated sub-shapes keep their depth position with respect to the
local skeleton plane. Lastly, for implicit shapes such as the con-
tainer being closed surfaces, we cut the most distant extremities of
the container in the flow direction and give it a toroidal topology
by having sub-shapes disappearing at one end and reappearing at
the other end. Collisions are detected and processed to avoid any
unwanted escape of the shapes through the container’s surface.

Figure 7: Use of the flow tool to create a velocity field within a
container. The latter being a closed, implicit surface, we give it a
toroidal topology (black arrows) by bringing back downstream all
the objects that are advected beyond a predefined upstream limit.

Gradient triangles: They can be positioned by the user in the 2D
plane facing the camera to specify directional force fields due to
chemical gradient (see Fig. 1, right). These forces are applied to
nearby shapes of a given category, with strength decreasing with the
distance. In our case study, this can be used to model the chemical
procedure that attracts the white blood cells to the site of infection.

© 2023 The Authors.
Proceedings published by Eurographics - The European Association for Computer Graphics.
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5.2. Specifying shape deformation

Being able to deform shapes and possibly change their topology
through merging and fusion is a major challenge in biological ani-
mations. For example, in our case study, white blood cells are de-
formed to escape through small gaps between the vessel’s mem-
brane cells and then navigate among fibers. We design two mecha-
nisms to allow the specification of deformation.

Shape morphing: Sketch-based modeling is used to specify initial
and final shapes, which are then placed at specific instants along the
timeline. A morphing algorithm based on Minkowski sums [GA96]
is used to generate the intermediate shapes (see Fig. 8).

Figure 8: Morphing between the user-specified initial (left) and
final (right) states.

Shape deformation through a hole: Let T be the target shape,
which is to traverse a hole H through a surface S. We define Rt and
Rh, respectively as the radius of the bounding sphere of the target
and hole. We want to model the following behavior:

• if Rt < Rh, the target will escape without undergoing any defor-
mation,

• if Rt > 2Rh, the compression of the target will be excessive, mak-
ing it impossible to escape,

• Finally, if neither of the above conditions applies, the target will
deform while maintaining a quasi-constant volume.

As the target T and the surface S (i.e., a vessel) are modeled
with our system, they are represented using implicit surfaces. The
hole itself is modeled as an implicit primitive of a negative field
generated by a skeleton point. To simulate the effect of passing
through the hole on the target shape (which should squeeze and
extend in the other direction before retrieving its shape on the other
side of the surface), we add a new deformation field to the one
defining T , as follows.

Figure 9: Cell deforming to cross a membrane through a hole.

We center a deformation primitive on the hole, with a region of
influence divided into three distinct parts: an outer ring, a middle
ring, and the remaining spherical region around the center. In the
outer interior ring, we apply a negative field to locally compress
target shapes ensuring that they fit within the available hole space.

In the middle ring (of the hole’s size), we use a positive field to
help preserve the volume of the target during deformation: it makes
the approaching target shape stretch along its trajectory when ap-
proaching the hole, as well as when it leaves it on the other side.
The deformation field is set to zero in the spherical inner region.

The effect of this deformation primitive, applied to all the targets
passing by, is depicted in Fig. 9. In our case study, this is used to
model white cells passing through the vessel’s membrane.

5.3. Narrative scenarios

Figure 10: Bio-Sketch interface. Left: Toolbox; Bottom: Timeline.

As depicted in Fig. 10, the interface of our creative system con-
sists of a toolbox and a timeline. When an animation is triggered,
the timeline becomes active. We handle two types of animations:
periodic animations such as the flow in a container or the random
motion of bacteria, which last for the whole duration of a session,
and non-periodic ones, which are triggered by a specific event (e.g.,
a chemical gradient appearing due to a cut). Only these events and
the subsequent animations are shown along the timeline.

We propose two modes for our system: creation mode, where the
user navigates to create or edit shapes or animations and to position
their triggering events along the timeline, and play mode, where the
user visualizes the current, animated biological sketch from a given
point in time. When a new event is instantiated, such as the one at
time 4.8 in Fig. 10 (using the arrow tool to attract a white blood
cell out of a vessel through a hole), we establish an event state in
which we record the event time as well as the current state of all the
elements in our environment. When the user returns to this event,
we simply reuse these recorded states.

Switching between these modes enables users, particularly biol-
ogists, to gradually illustrate the desired phenomenon, as well as
design and record an associated narration if needed.

6. Expressive rendering

6.1. Illustration-inspired rendering

Throughout the creative process, the user is provided with an ex-
pressive, non-photo-realistic rendering, designed to allow a good
perception of the 3D scene and the animated events, while mak-
ing the whole scene look like a shaded 3D sketch inspired by the
artistic illustration in Fig. 1 (left).

Each shape created using our sketch-based modeling system is



P. Olivier, R. Chabrier, P. Memari, J-L. Coll & M-P. Cani / Bio-Sketch

rendered using a default material that combines Phong shading with
a procedural value noise (to give a paper-like effect). We also add a
black outline effect using a pen-and-ink shader (see the vessel and
fibers in Fig. 1). This choice of rendering is flexible enough to be
further adapted according to the needs of the animation scenario.

Organic tesselation of surfaces: To give an organic membrane
look to surfaces such as the vessels, we offer the option to com-
plement a 3D surface with Voronoi-like regions standing for the
membrane cells, visually delimited by black dots. We call kernels
the centers of these regions.

To achieve this, the user clicks on the desired locations to po-
sition kernels over the chosen surface. At each click, we use the
raycasting from the camera viewpoint to find P1 the first intersec-
tion with the implicit surface that we select as a kernel point. Rather
than using the second ray-surface intersection point P2 as the ker-
nel on the other side of the surface, we jitter the ray direction before
computing the next intersection point, starting from P1. This ran-
domization avoids unrealistic cell alignments.

Once all kernels are specified, we compute an approximate
Voronoi diagram over the free-form surface, directly encoded in
the surface geometry attributes to enable 3D navigation. We first
classify the mesh vertices relative to their closest kernel, using the
Euclidean distance as a coarse approximation of the geodesic dis-
tance. We also retrieve the vertex closest to each kernel, which we
display in black. We then scan the mesh faces to identify triangles
whose vertices are associated with three different kernels. These
faces are the location of the corners of the Voronoi regions we are
looking for, which we approximate as their barycenter. Therefore,
we add the barycenter together with its interpolated normal as a
new mesh vertex and use it to tessellate the face into three sub-
triangles connecting it to the original vertices. Similarly, we add a
new vertex at the barycenter of each edge between two vertices as-
sociated with two different kernels and insert it within the mesh by
cutting the triangle into two parts. This results in salient Voronoi-
like regions, delimited by dotted lines, with a shape error of the
order of the length of triangle edges in the input mesh (see Fig 11).

Figure 11: Organic-looking tesselation of surfaces. a) Shape to
texture; b) User-selected kernels; c) Result.

Visualization of nested shapes: To make it easier to design nested
shapes such as cells inside a vessel, we drew inspiration from the
artistic illustration in Fig. 1 (left), and, in particular, the way the
vessel was made locally transparent to show the interior at the
far left. Therefore, while all surfaces are by default only partially
transparent, we allow users to visually "erase" a portion of their
membrane using a brush or the intersection with a box. This makes
their interior fully visible, which eases the sketching of sub-shapes.
In addition, as shown in the supplemental video, we simplified

the phagocytosis phenomenon by progressively reducing the trans-
parency of the bacteria and then the white cell one.

Faking a cut through tissues: While modeling and animating a
cut through biological tissues would have been a challenge, in par-
ticular, considering their anisotropic behavior due to fibers and ves-
sels, we used a visualization trick to symbolize a cut through tissues
in association with a temporal event that triggers changes in the an-
imation modes.

The user is provided a cutting tool inspired by a traditional cut-
ter to draw a cut trajectory in the 2D viewing plane. Assuming that
due to the tension of tissues, a real cut would result in a triangu-
lar opening, we simply disable the display of all the elements that
lie within an isosceles triangle (of angle π

12 in our implementation)
whose apex is at the extremity of the cut stroke. To achieve this,
we record all the shapes (implicit surfaces and 3D textures such as
fibers) intersected by the user’s stroke, given its predefined depth.
We complement this list with the other elements in the triangular
region, using raycasting at grid-based sampling points over the tri-
angular shape.

We then delimit two areas where we adapt the rendering: inside
the triangular cut where only silhouettes are displayed, and in an
offset region around the cut where we progressively blend toward
standard rendering. For all the intersected shapes in the cut region,
we remove the mesh triangles that, when projected onto the plane of
the triangle, fall within the boundaries of the cut using the fragment
shader. The user’s cut stroke is duplicated and displayed twice to
delimit the opening (see Fig. 12).

Figure 12: Rendering effect faking a vertical cut through organs.

6.2. Visualization and navigation within stroke distributions

As detailed in Section 4, most of the static, 3D environment that
serves as a background is made of 3D strokes. To effectively vi-
sualize them, we assign different materials to their inner area and
their outline. The central inner area is assigned the stroke’s origi-
nal color, while the outline color ranges from light gray to black
to achieve a smoother transition with a darker background. To en-
hance the three-dimensional appearance of elongated strokes such
as fibers, we smoothly blend the inner and outline colors, which
gives the stroke a cylindrical look.

In our implementation, we use a dolly zoom to smoothly transi-
tion from the interactive sketching session, where the user sketches

© 2023 The Authors.
Proceedings published by Eurographics - The European Association for Computer Graphics.
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the input 2D vector texture, to the exploration of the 3D out-
put scene. The volumetric stroke-distribution layers are displayed
in each frame with increasing transparency and decreasing stroke
thickness with distance to the camera. This operation is performed
stroke by stroke, depending on the distance between the stroke
center point and the camera. We also transform the color of dis-
tant strokes into white by converting its RGB color to HSL format
and updating the luminance parameter from its original value to 1.
When a stroke is behind the camera, we shift it in depth to the deep-
est visible volume, giving the illusion of infinite space in depth.
This delivers better visual results during exploration than apply-
ing the same transformation to volumetric layers one by one while
maintaining real-time performance (see Fig. 4).

7. Results

Performances: We implemented our prototype system in WebGL.
The table presented below was generated by measuring the run-
time performance of Google Chrome on an Intel(R) Core(TM) i7-
7920HQ CPU operating at a frequency of 3.10GHz while using our
case study as a reference at each stage.

Process Execution time in seconds
3D field of fibers 0.098
Vessel creation 0.791
Surface texturing 1.13
Cut (on the shader) Instant
Cell creation (per cell) 0.090
Cell distribution 2.44s
Flow 0.015
Vertical cut event 3
Cell deformation 0.058

Case study and experts feedback: The full test case was created
in less than 15 minutes by a non-expert user with a few hours of
experience with our system. Fig. 1, 3, and 10 already showed a few
key steps of our experiment on the chosen case study, described
in Section 3. In addition to these results, we refer the reader to
the supplementary video for an interactive presentation of how this
example was created using our prototype and the final animated 3D
sketch. The video also shows a few extra examples.

Additionally, we engaged two experts, one specializing in biol-
ogy and the other in biological illustrations, to gather their expert
feedback (see below). Our objective was to assess the potential of
a specialized a system like Bio-Sketch in the context of evolving
into a more universally applicable tool for narrative illustrations in
cellular biology.

"As a biologist involved in the development of nanomedicines,
I would use Bio-Sketch to explain how mechanical, physical, and
chemical forces may guide the diffusion of a (nano) drug through
different biological tissues. In the current form, Bio-Sketch pro-
poses very interesting tools for starting my demo and insists on crit-
ical parameters such as “crossing the endothelial barrier”, “im-
pact of interstitial pressures”, “osmolarity”, “density of the tumor
microenvironment”, “density of extracellular matrices” . . . This is
currently difficult with the graphic tools we are using. In addition
to its 3D rendering, Bio-Sketch would also give me access to a 4th
dimension (time), a 5th one (pressures), and many others."

"As an expert in scientific transmission through drawing and an-
imation, I believe Bio-Sketch provides an interesting demonstrator
for explaining biological phenomena in the context of education,
workshops, and general public conferences. Conveying an idea of
the richness of the biological environment is usually difficult, even
if realism is not the goal: it requires skills in drawing, modeling,
and/or animation. Bio-Sketch offers an elegant solution to the evo-
cation of collagen fiber landscape in depth. It also provides a good
way to address the distribution and behavior of immune cells in ves-
sels and tissue. Further applications of such a tool remain strongly
dependent on the explanation given by the user/speaker to point out
the necessary simplifications and omissions (typically, the real tim-
ing of phenomenon is only loosely respected in such animations;
also, in the present study, coagulation was simply not represented).
In general, I don’t believe such a tool can be a stand-alone solution,
eliminating the need for complex static images. However, it pro-
vides a good way to initiate discussions and questions on aspects
that can be easily passed over when only static representations are
presented."

8. Discussion & Limitations

We proposed a full pipeline for interactively modeling, animating,
and rendering a 3D scene, to synthesize an animated 3D sketch in
the context of the infection phenomenon. While our design choices
were strongly influenced by biological illustrations and our motion
design interface incorporates conventions from biological sketch-
ing, we designed our user interface to make it accessible to both
experts and non-experts. In addition, our system leaves great free-
dom to the user to model various shapes at different scales thanks to
the sketch-based system for 3D implicit modeling and our cutting
tool. When it comes to animation, different phenomena might re-
quire the inclusion of additional motion or deformation behaviors.

It is worth noting that our intention was not to create exact repli-
cas of our inspirational figure. As confirmed by our scientific ex-
pert, our tool complements detailed static images rather than repli-
cating them precisely. In our current prototype, users have the op-
tion to add extra information through annotations. However, we
recognize that enabling users to insert text and labels would be a
valuable feature, enhancing comprehension and usability. Although
not exhaustive, our classification (Sec.3.3) was sufficient to express
the cell biology scenario we studied. While future extensions could
explore more comprehensive sets of biological notions and phe-
nomena, the limitations of our system so far are mostly due to our
implementation of these basic tools. We list the main ones below.

Firstly, while our iterative, sketch-based modeling system en-
ables users to create free-form 3D shapes by adding shape parts
from different viewpoints, our solution for animation is only 2.5D.
In particular, it restricts the flow in a container to shape parts with
a flat skeleton, such as a flat portion of a vessel. Moreover, while
the strength of the flow can be efficiently encoded based on the
iso-value, the direction of the flow along an iso-line of the implicit
field function is currently determined using a scalar product with
the viewing direction. This would not allow the modeling of the
flow in a curved vessel which would go to the right and then bend
back to the left. To solve this and extend the flow motion to 3D ves-
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sels, we would need the introduction of local frames propagating in
a consistent way along the vessel.

Secondly, while implicit modeling eased the interactive design
and deformation of organic-looking shapes, modeling Voronoi cells
on these surfaces was not obvious. As their lack of parameterization
makes texture mapping difficult, we relied on explicit mesh tessel-
lation to achieve this, with a method that leaves way for improve-
ment. The user needs to manually define all kernels of the Voronoi
cell, while an automatic sampling method would have been desir-
able. Moreover, the resulting tessellation is only visually acceptable
for dense enough sampling with respect to the surface’s curvature.
The Euclidean distance used in Voronoi cell computation should
therefore be replaced by geodesic distance along the surface, as de-
scribed in Meuschke et al. [MVB∗17].

Lastly, to enable real-time cutting through tissues, we chose to
preserve the geometry of elements and rely on a rendering trick to
selectively remove the unwanted areas at the rendering stage. This
does not reflect the complex local deformation, partly irreversible,
that happens during a cut. Animating cutting processes in a more
realistic way would require a volumetric physically-based simula-
tion in anisotropic material by encoding the tension that fibers and
vessels give to biological tissues and the latter’s relaxation when
these elements are cut. While animating this in real-time would be
a challenge, it could be an interesting direction for future work.

9. Conclusion

We presented Bio-Sketch, an interactive medium designed to help
biologists convey their mental image of an infection phenomenon
in the form of an animated 3D sketch, but also to help non-
specialists discover the immune response to infection. After clas-
sifying the shapes and animation tools that would be useful to this
end, thanks to a pre-study with experts in biology, we proposed a
full pipeline to achieve it and implemented a prototype system. The
latter was experimented on a challenging test case: the modeling of
the immune reaction of tissues when the skin gets cut. It enabled
users to create a bio-sketch, which could serve as support for nar-
ration, in a few tenths of minutes.

Although not fully tested yet, we hope that our new system and
its future extensions will open up new avenues for visual communi-
cation, education, and research in the field of biology and beyond.

In future work, we would like to explore the extension of Bio-
Sketch to the design of other phenomena and especially to multi-
resolution sketches, letting users both interactively create and zoom
into animated scientific illustrations with unlimited levels of detail.
As in [WBCG09], some machine learning would be required to al-
low the duplication of sketch-based details to other parts of a sup-
port shape, which is mandatory for navigation and zoom-out.
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