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#### Abstract

We consider a Laplace type problem with a generalized impedance boundary condition of the form $\partial_{\nu} u=-\partial_{x}\left(g \partial_{x} u\right)$ on a flat part $\Gamma$ of the boundary. Here $\nu$ is the outward unit normal vector to $\partial \Omega, g$ is the impedance parameter and $x$ is the coordinate along $\Gamma$. Such problems appear for example in the modelling of small perturbations of the boundary. In the literature, the cases $g=1$ or $g=-1$ have been investigated. In this work, we address situations where $\Gamma$ contains the origin and $g(x)=\mathbb{1}_{x>0}(x) x^{\alpha}$ or $g(x)=-\operatorname{sign}(x)|x|^{\alpha}$ with $\alpha \geq 0$. In other words, we study cases where $g$ vanishes at the origin and changes its sign. The main message is that the well-posedness in the Fredholm sense of the corresponding problems depends on the value of $\alpha$. For $\alpha \in[0,1)$, we show that the associated operators are Fredholm of index zero while it is not the case when $\alpha=1$. The proof of the first results is based on the reformulation as 1D problems combined with the derivation of compact embedding results for the functional spaces involved in the analysis. The proof of the second results relies on the computation of singularities and the construction of Weyl's sequences. We also discuss the equivalence between the strong and weak formulations, which is not straightforward. Finally, we provide simple numerical experiments which seem to corroborate the theorems.
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## 1 Introduction

Generalized Impedance Boundary Conditions (GIBCs) are often used in the context of asymptotic analysis for partial differential equations to obtain simplified models. Imagine for example that one is interesting in the scattering of an electromagnetic wave by an inclusion of perfectly conducting material coated with a thin dielectric layer of variable thickness. One can show that the solution of the corresponding problem is well approximated by the solution of a scattering problem for the inclusion alone supplemented with an ad hoc second-order GIBC. In this model, the complexity of the initial geometry is incorporated in the boundary condition. This can be useful in particular to reduce computational costs because it allows one to avoid meshing the thin layer, see e.g. [2]. Note that this approach can also be exploited to solve the inverse problem consisting in finding information on the obstacle from the measurement of scattered fields $[8,9]$. For modelling aspects and derivation of GIBCs in electromagnetism, we refer the reader to [22]. Similarly, in aeroacoustics, the so-called Ingard-Myers boundary conditions are used to model the presence of a liner located on the surface of a duct [28]. They also consist of a second-order GIBC.

In order to describe the content of this article, let us present in more details another situation where GIBCs arise. Let $\Omega \subset \mathbb{R}^{2}$ be an open, connected, bounded set with a Lipschitz continuous boundary $\partial \Omega$. Additionally, assume that there holds $\Gamma \subset \partial \Omega$ with $\Gamma:=(-1,1) \times\{0\}$ and set $\Gamma_{0}:=\partial \Omega \backslash \bar{\Gamma}$ (see Figure 1 left). Now let us perturb slightly, in a smooth way, the boundary of $\Omega$. To proceed,


Figure 1: Left: domain $\Omega$. Center and right: examples of perturbed domains $\Omega^{\varepsilon}$.
introduce some smooth profile function $g$ supported in $[-1,1]$ satisfying $g(-1)=g(1)=0$ and for $\varepsilon>0$ small, define the domain $\Omega^{\varepsilon}$ such that

$$
\partial \Omega^{\varepsilon}=\overline{\Gamma_{0}} \cup \Gamma^{\varepsilon} \quad \text { with } \quad \Gamma^{\varepsilon}:=\{(x, \varepsilon g(x)) \mid x \in(-1,1)\} .
$$

Examples of such geometries are given in Figure 1 center and right. In $\Omega^{\varepsilon}$, we study the model problem

$$
\left\lvert\, \begin{align*}
-\Delta u^{\varepsilon}+u^{\varepsilon} & =f \text { in } \Omega^{\varepsilon}  \tag{1}\\
\partial_{\nu^{\varepsilon}} u^{\varepsilon} & =0 \quad \text { on } \partial \Omega^{\varepsilon}
\end{align*}\right.
$$

where $f$ is a given source term which vanishes in a neighbourhood of $\Gamma$ and $\nu^{\varepsilon}$ stands for the outward unit normal vector to $\partial \Omega^{\varepsilon}$. Let us recall how to obtain formally an asymptotic expansion of $u^{\varepsilon}$ with respect to $\varepsilon$ small. Consider the ansatz

$$
\begin{equation*}
u^{\varepsilon}=u_{0}+\varepsilon u_{1}+\ldots \tag{2}
\end{equation*}
$$

where $u_{0}, u_{1}$ are functions to determine and where the dots correspond to higher order terms. On $\Gamma^{\varepsilon}$, we have the expansions

$$
\begin{gather*}
\nu^{\varepsilon}=\frac{1}{\sqrt{1+\varepsilon^{2}\left(g^{\prime}(x)\right)^{2}}}\binom{\varepsilon g^{\prime}(x)}{-1}=\binom{0}{-1}+\varepsilon\binom{g^{\prime}(x)}{0}+\ldots  \tag{3}\\
\nabla u^{\varepsilon}(x, \varepsilon g(x))=\nabla u^{\varepsilon}(x, 0)+\varepsilon g(x)\binom{\partial_{x y}^{2} u_{\varepsilon}(x, 0)}{\partial_{y y}^{2} u_{\varepsilon}(x, 0)}+\ldots \\
=\nabla u^{\varepsilon}(x, 0)+\varepsilon g(x)\binom{\partial_{x y}^{2} u_{\varepsilon}(x, 0)}{-\partial_{x x}^{2} u_{\varepsilon}(x, 0)+u_{\varepsilon}(x, 0)}+\ldots \tag{4}
\end{gather*}
$$

Now we insert (2) in (1) and exploit (3), (4). Collecting the terms of orders $\varepsilon^{0}, \varepsilon^{1}$, we find that $u_{0}, u_{1}$ satisfy respectively the problems

$$
\left|\begin{array}{rlllll}
-\Delta u_{0}+u_{0} & =f & \text { in } \Omega  \tag{5}\\
\partial_{\nu} u_{0} & = & 0 & \text { on } \partial \Omega
\end{array}\right| \begin{array}{rlll}
-\Delta u_{1}+u_{1} & = & 0 & \text { in } \Omega \\
\partial_{\nu} u_{1} & = & 0 & \\
\partial_{\nu} u_{1} & = & -\partial_{x}\left(g(x) \partial_{x} u_{0}\right)+g u_{0} & \\
\text { on } \Gamma .
\end{array}
$$

Then under additional assumptions of regularity for $f$, one can prove the estimate, for $\varepsilon$ small enough,

$$
\left\|u^{\varepsilon}-\left(u_{0}+\varepsilon u_{1}\right)\right\|_{\mathrm{H}^{1}(\Omega \backslash \bar{\omega})} \leq C \varepsilon^{2}
$$

where $C$ is a constant independent of $\varepsilon$ and $\omega$ is a neighbourhood of $\Gamma$. In practice, as mentioned above, instead of computing successively $u_{0}, u_{1}, \ldots$, very often one prefers to work with a model problem, whose dependence with respect to $\varepsilon$ is rather explicit, which provides via a simple calculation an approximation of $u^{\varepsilon}$ up to a given order. In our case, to approach $u_{0}+\varepsilon u_{1}$ in one shot,
one can consider the problem

$$
\begin{array}{|cccc}
-\Delta u+u & = & f & \\
\partial_{\nu} u & = & 0 & \text { in } \Omega  \tag{6}\\
\partial_{\nu} u & = & -\varepsilon \partial_{x}\left(g(x) \partial_{x} u\right)+\varepsilon g u & \\
\text { on } \Gamma .
\end{array}
$$

The condition on $\Gamma$ appearing in (6), which makes the analysis of this problem not straightforward, is a particular instance of the so-called Ventcel boundary conditions, which are itselves a subclass of GIBCs. Ventcel boundary conditions are second order differential conditions which have been named after the pioneering works of Feller and Ventcel [19, 35, 20, 36]. Since then, they have been many studies concerning the Laplace operator with Ventcel boundary conditions $[18,1,16,10,17$, $15,3,12]$. For investigations in non smooth domains, one can consult $[26,33,31]$. The value of $\varepsilon>0$ as well as the term $\varepsilon g u$ plays no major role in the well-posedness in the Fredholm sense of (6) and to simplify, we shall work with the condition

$$
\begin{equation*}
\partial_{\nu} u=-\partial_{x}\left(g(x) \partial_{x} u\right) \quad \text { on } \Gamma \tag{7}
\end{equation*}
$$

where $\nu$ is the outward unit normal vector to $\partial \Omega$. Up to now, in most of the articles mentioned above only the cases $g=-1$ or $g=1$ on the whole boundary have been considered. However, for certain problems, as the one which led us to (6), it may be relevant to consider some $g$ which vanish or whose sign is not constant on $\Gamma$. Then it is natural to wonder what can be said concerning the well-posedness of the corresponding problem in that situations. This is precisely the goal of the present article to address this question. Note that a variable $g$ is allowed in [21] but it does not vanish. Besides, let us mention that degenerate elliptic problems are studied in [32] in the context of modelling of resonant waves in 2D plasma. These problems share similarities with ours but are nonetheless different.

Below, we will focus our attention on two model problems. Let us divide $\Gamma$ into the two segments

$$
\Gamma_{-}:=(-1,0) \times\{0\} \quad \text { and } \quad \Gamma_{+}:=(0,1) \times\{0\}
$$

To study the case of a $g$ which vanishes at a point (the origin), we will work on the variational problem whose strong formulation writes

$$
\begin{array}{rlccl}
-\Delta u+u & = & f & & \text { in } \Omega  \tag{8}\\
\partial_{\nu} u & = & 0 & & \text { on } \partial \Omega \backslash \overline{\Gamma_{+}} \\
\partial_{\nu} u & = & s \partial_{x}\left(x^{\alpha} \partial_{x} u\right) & & \text { on } \Gamma_{+}
\end{array}
$$

Here the real coefficient $\alpha \geq 0$ characterizes how fast the impedance vanishes at the origin and $s=1$ or $s=-1$. Moreover here and in the rest of the article, $f$ is a given element of $\mathrm{L}^{2}(\Omega)$. To address the situation where $g$ changes sign in (7), we will study the variational problem whose strong formulation writes

$$
\left\lvert\, \begin{array}{rlcl}
-\Delta u+u & = & f &  \tag{9}\\
\partial_{\nu} u & = & 0 & \\
\partial_{\nu} u & = & -\partial_{x}\left(|x|^{\alpha} \partial_{x} u\right) & \\
\text { on } \Gamma_{0} \\
\partial_{-} \\
\partial_{\nu} u & = & \partial_{x}\left(x^{\alpha} \partial_{x} u\right) & \\
\text { on } \Gamma_{+}
\end{array}\right.
$$

with again $\alpha \geq 0$. We will see that the value of $\alpha$ plays a crucial role in the results of well-posedness.
The outline is as follows. We start by presenting the problems and the mains results in Section 2. In Section 3, we prove a series of results concerning weighted Sobolev spaces in 1D which will be used in the analysis. In Section 4, we establish the well-posedness in the Fredholm sense of the operator, denoted by $A$, see (11), associated with the variational formulation leading to (8)
in the case $\alpha \in[0,1)$. Then we prove that for $\alpha=1, A$ is not of Fredholm type (see Section 5). In Section 6, we study the operator associated with the variational formulation leading to (9). In Section 7, we analyse the equivalence between strong and weak formulations. Finally, we present the results of simple numerical experiments which seem to corroborate our theorems before giving a few concluding remarks in Section 9.

## 2 Main results

### 2.1 Definition of the problems

To consider the case of an impedance vanishing at the origin, we introduce the space

$$
\mathrm{V}_{\alpha}(\Omega):=\left\{v \in \mathrm{H}^{1}(\Omega) \mid x^{\alpha / 2} \partial_{x} v \in \mathrm{~L}^{2}\left(\Gamma_{+}\right)\right\}
$$

and study the weak formulation:

$$
\left\lvert\, \begin{align*}
& \text { Find } u \in \mathrm{~V}_{\alpha}(\Omega) \text { such that for all } v \in \mathrm{~V}_{\alpha}(\Omega) \\
& \int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y+s \int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x=\int_{\Omega} f \bar{v} d x d y . \tag{10}
\end{align*}\right.
$$

Here the term $x^{\alpha}$ is our impedance parameter. We denote by $a(\cdot, \cdot)$ the sesquilinear form appearing in the left hand side of (10) and by $\ell(\cdot)$ the antilinear form of the right hand side. For the space $\mathrm{V}_{\alpha}(\Omega)$, we have the following result.

Proposition 2.1. For all $\alpha \geq 0, \mathrm{~V}_{\alpha}(\Omega)$ is a Hilbert space when equipped with the inner product

$$
(u, v)_{\mathrm{V}_{\alpha}(\Omega)}=\int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y+\int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x
$$

Proof. Let us consider a Cauchy sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $\mathrm{V}_{\alpha}(\Omega)$. Clearly, since $\mathrm{H}^{1}(\Omega)$ and $\mathrm{L}^{2}\left(\Gamma_{+}\right)$ are Hilbert spaces, there exist $u \in \mathrm{H}^{1}(\Omega)$ such that $u_{n} \rightarrow u$ in $\mathrm{H}^{1}(\Omega)$ and $w \in \mathrm{~L}^{2}\left(\Gamma_{+}\right)$such that $\left.x^{\alpha / 2} \partial_{x} u_{n}\right|_{\Gamma_{+}} \rightarrow w$ in $\mathrm{L}^{2}\left(\Gamma_{+}\right)$. Since the trace mapping is continuous from $\mathrm{H}^{1}(\Omega)$ to $\mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)$, there holds $\left.\left.u_{n}\right|_{\Gamma_{+}} \rightarrow u\right|_{\Gamma_{+}}$in $\mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)$, which implies that $\left.\left.u_{n}\right|_{\Gamma_{+}} \rightarrow u\right|_{\Gamma_{+}}$in $\mathcal{D}^{\prime}\left(\Gamma_{+}\right)$, the space of distributions on $\Gamma_{+}$. From this, we infer that $\left.\left.\partial_{x} u_{n}\right|_{\Gamma_{+}} \rightarrow \partial_{x} u\right|_{\Gamma_{+}}$in $\mathcal{D}^{\prime}\left(\Gamma_{+}\right)$. Using that $x^{\alpha / 2} \in$ $\mathscr{C}^{\infty}\left(\Gamma_{+}\right)$, we deduce $\left.\left.x^{\alpha / 2} \partial_{x} u_{n}\right|_{\Gamma_{+}} \rightarrow x^{\alpha / 2} \partial_{x} u\right|_{\Gamma_{+}}$in $\mathcal{D}^{\prime}\left(\Gamma_{+}\right)$. We conclude that $w=\left.x^{\alpha / 2} \partial_{x} u\right|_{\Gamma_{+}}$, which completes the proof.

Remark 2.2. This result is also true for $\alpha<0$ but we will not consider this case in the following.
It is readily seen that the forms $a(\cdot, \cdot)$ and $\ell(\cdot)$ are respectively continuous on $\mathrm{V}_{\alpha}(\Omega) \times \mathrm{V}_{\alpha}(\Omega)$ and $\mathrm{V}_{\alpha}(\Omega)$. With the help of the Riesz representation theorem, hence we can define the bounded operator $A: \mathrm{V}_{\alpha}(\Omega) \rightarrow \mathrm{V}_{\alpha}(\Omega)$ and the element $L \in \mathrm{~V}_{\alpha}(\Omega)$ such that

$$
\begin{equation*}
(A u, v)_{\mathrm{V}_{\alpha}(\Omega)}=a(u, v) \quad \text { and } \quad(L, v)_{\mathrm{V}_{\alpha}(\Omega)}=\ell(v), \quad \forall u, v \in \mathrm{~V}_{\alpha}(\Omega) . \tag{11}
\end{equation*}
$$

With this notation, the weak formulation (10) is equivalent to find $u \in \mathrm{~V}_{\alpha}(\Omega)$ such that $A u=L$.
To investigate the case of an impedance which is both vanishing at the origin and whose sign is non constant, we introduce the space, for $\alpha \geq 0$,

$$
\mathrm{W}_{\alpha}(\Omega):=\left\{\left.v \in \mathrm{H}^{1}(\Omega)| | x\right|^{\alpha / 2} \partial_{x} v \in \mathrm{~L}^{2}\left(\Gamma_{-}\right), x^{\alpha / 2} \partial_{x} v \in \mathrm{~L}^{2}\left(\Gamma_{+}\right)\right\},
$$

and consider the weak formulation

$$
\begin{align*}
& \text { Find } u \in \mathrm{~W}_{\alpha}(\Omega) \text { such that for all } v \in \mathrm{~W}_{\alpha}(\Omega) \\
& \int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y-\int_{\Gamma_{-}}|x|^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x+\int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x=\int_{\Omega} f \bar{v} d x d y . \tag{12}
\end{align*}
$$

We denote by $b(\cdot, \cdot)$ the sesquilinear form appearing in the left hand side of (12). By adapting the proof of Proposition 2.1, one shows that $\mathrm{W}_{\alpha}(\Omega)$ is a Hilbert space for all $\alpha \geq 0$ when equipped with the inner product

$$
(u, v)_{\mathrm{W}_{\alpha}(\Omega)}=\int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y+\int_{\Gamma_{-}}|x|^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x+\int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x .
$$

With the Riesz representation theorem, we define the bounded operator $B: \mathrm{W}_{\alpha}(\Omega) \rightarrow \mathrm{W}_{\alpha}(\Omega)$ and the element $\tilde{L} \in \mathrm{~W}_{\alpha}(\Omega)$ such that

$$
\begin{equation*}
(B u, v)_{\mathrm{W}_{\alpha}(\Omega)}=b(u, v) \quad \text { and } \quad(\tilde{L}, v)_{\mathrm{W}_{\alpha}(\Omega)}=\ell(v), \quad \forall u, v \in \mathrm{~W}_{\alpha}(\Omega) . \tag{13}
\end{equation*}
$$

With this notation, the weak formulation (12) is equivalent to find $u \in \mathrm{~W}_{\alpha}(\Omega)$ such that $B u=\tilde{L}$.

### 2.2 Statement of the results

We start with the variational formulation (10). Concerning the relation with the strong problem (8), we have the following result:

Theorem 2.3. For $s= \pm$, for any $\alpha \geq 0$, if $u$ satisfies (10), then it solves (8) where the GIBC on $\Gamma_{+}$holds in $\mathcal{D}^{\prime}\left(\Gamma_{+}\right)$(distributional sense).

Next we consider the well-posedness of (10). In the good sign case $s=1$, we have the following theorem, which is a direct application of the Lax-Milgram lemma since the bilinear form $a(\cdot, \cdot)$ is coercive (the proof is omitted because it is straightforward).

Theorem 2.4. For $s=1$, the weak formulation (10) has a unique solution for all $\alpha \geq 0$.
The bad sign case $s=-1$ is more delicate to address because then the coercivity of $a(\cdot, \cdot)$ in $\mathrm{V}_{\alpha}(\Omega) \times \mathrm{V}_{\alpha}(\Omega)$ is not clear. The main achievement of the present paper is to emphasize that the well-posedness (in the Fredolm sense) of (10) depends on the parameter $\alpha$. We prove a positive result for $\alpha \in[0,1)$ and a negative result for $\alpha=1$.

Theorem 2.5. For $s=-1$ and $\alpha \in[0,1)$, the operator $A: \mathrm{V}_{\alpha}(\Omega) \rightarrow \mathrm{V}_{\alpha}(\Omega)$ is Fredholm of index zero. As a consequence, Problem (10) admits a solution when $A$ is injective.

Theorem 2.6. For $s=-1$ and $\alpha=1$, the operator $A: \mathrm{V}_{\alpha}(\Omega) \rightarrow \mathrm{V}_{\alpha}(\Omega)$ is not of Fredholm type.
Now we present the results for the variational formulation (12) with an impedance which is both vanishing and sign-changing. They are very similar to the ones of Theorems 2.3, 2.5 and 2.6.

Theorem 2.7. For any $\alpha \geq 0$, if $u$ satisfies (12), then it solves (9) where the GIBC on $\Gamma_{ \pm}$holds in $\mathcal{D}^{\prime}\left(\Gamma_{ \pm}\right)$.

Theorem 2.8. For $\alpha \in[0,1)$, the operator $B: \mathrm{W}_{\alpha}(\Omega) \rightarrow \mathrm{W}_{\alpha}(\Omega)$ is Fredholm of index zero. As a consequence, Problem (12) admits a solution when $B$ is injective.

Theorem 2.9. For $\alpha=1$, the operator $B: \mathrm{W}_{\alpha}(\Omega) \rightarrow \mathrm{W}_{\alpha}(\Omega)$ is not of Fredholm type.
Remark 2.10. Comparing all these results, we can say that the well-posedness of Problem (12) is more affected by the fact that the impedance is vanishing than by the fact that its sign is non constant.

Among the important results of this paper, let us also mention Theorem 7.4, in which we establish the equivalence between the weak and the strong formulation of a slightly more realistic problem than those presented in this section.
In order to prove some of the theorems above, we need to establish results for weighted Sobolev spaces in 1D. This is the subject of the next section.

## 3 Weighted Sobolev spaces in dimension 1

Denote by $I$ the interval $(0,1)$. For $\alpha \geq 0$, define the space

$$
\begin{equation*}
\mathrm{X}_{\alpha}(I):=\left\{\varphi \in \mathrm{L}^{2}(I) \mid x^{\alpha / 2} d_{x} \varphi \in \mathrm{~L}^{2}(I)\right\} \tag{14}
\end{equation*}
$$

Equipped with its natural inner product

$$
(\varphi, \psi)_{\mathrm{X}_{\alpha}(I)}=\int_{I} \varphi \bar{\psi} d x+\int_{I} x^{\alpha} d_{x} \varphi d_{x} \bar{\psi} d x
$$

it is clear that $\mathrm{X}_{\alpha}(I)$ is a Hilbert space. We remark that $\mathrm{X}_{0}(I)=\mathrm{H}^{1}(I)$, where $\mathrm{H}^{1}(I)$ stands for the classical Sobolev space, and $\mathrm{X}_{\alpha}(I) \subset \mathrm{X}_{\beta}(I)$ for $\alpha \leq \beta$. Additionally, the functions of $\mathrm{X}_{\alpha}(I)$ belong to $\mathrm{H}^{1}(\varepsilon, 1)$ for any $\varepsilon>0$, and so are continuous on $(0,1]$.
Proposition 3.1. The space $\mathrm{X}_{1}(I)$ is continuously embedded in $\mathrm{H}^{1 / 2}(I)$.
Remark 3.2. A consequence of this result is that all the spaces $\mathrm{X}_{\alpha}(I), \alpha \leq 1$, are continuously embedded in $\mathrm{H}^{1 / 2}(I)$.

Proof. Let $\varphi$ be an element of $\mathrm{X}_{1}(I)$. Consider the quarter of disk $\Omega_{+}:=\left\{(x, y) \in \mathbb{R}^{2}, x>0, y>\right.$ $\left.0, x^{2}+y^{2}<1\right\}$ and define the function $u$ such that $u(x, y)=\varphi\left(\left(x^{2}+y^{2}\right)^{1 / 2}\right)$ in $\Omega_{+}$. We observe that $u \in \mathrm{H}^{1}\left(\Omega_{+}\right)$with

$$
\|u\|_{\mathrm{H}^{1}\left(\Omega_{+}\right)}^{2}=\frac{\pi}{2} \int_{0}^{1}\left(|\varphi|^{2}+\left|d_{r} \varphi\right|^{2}\right) r d r \leq \frac{\pi}{2} \int_{0}^{1}\left(|\varphi|^{2}+r\left|d_{r} \varphi\right|^{2}\right) d r=\frac{\pi}{2}\|\varphi\|_{\mathrm{X}_{1}(I)}^{2}
$$

By using the continuity of the trace mapping from $\mathrm{H}^{1}\left(\Omega_{+}\right)$to $\mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)$, we obtain that there exists a constant $C>0$ such that

$$
\|\varphi\|_{\mathrm{H}^{1 / 2}(I)}^{2}=\left\|\left.u\right|_{\Gamma_{+}}\right\|_{\mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}^{2} \leq C\|u\|_{\mathrm{H}^{1}\left(\Omega_{+}\right)}^{2}=C \frac{\pi}{2}\|\varphi\|_{\mathrm{X}_{1}(I)}^{2}
$$

This ends the proof.
In our analysis below, we will need more refined results of regularity for the functions of $\mathrm{X}_{\alpha}(I)$.
Proposition 3.3. For $\alpha<1, \mathrm{X}_{\alpha}(I)$ is continuously embedded in the Hölder space $\mathscr{C}^{0, \frac{1-\alpha}{2}}(I)$.
Remark 3.4. This implies that for $\alpha<1, \mathrm{X}_{\alpha}(I)$ is compactly embedded in $\mathscr{C}^{0}(\bar{I})$ endowed with the norm $\|\cdot\|_{L^{\infty}(I)}:=\sup _{I}|\cdot|$.

Proof. Consider some $\varphi \in \mathrm{X}_{\alpha}(I)$. For $0<x \leq y<1$, we can write

$$
\varphi(y)-\varphi(x)=\int_{x}^{y} d_{t} \varphi d t=\int_{x}^{y} t^{-\alpha / 2} t^{\alpha / 2} d_{t} \varphi d t
$$

Using the Cauchy-Schwarz inequality in $\mathrm{L}^{2}(x, y)$, this implies

$$
\begin{equation*}
|\varphi(y)-\varphi(x)| \leq\left(\int_{x}^{y} t^{-\alpha} d t\right)^{1 / 2}\|\varphi\|_{\mathrm{X}_{\alpha}(I)}=\left(\frac{y^{1-\alpha}-x^{1-\alpha}}{1-\alpha}\right)^{1 / 2}\|\varphi\|_{\mathrm{X}_{\alpha}(I)} \tag{15}
\end{equation*}
$$

Now a simple analysis guarantees that for $0<x \leq y<1$, there holds

$$
\begin{equation*}
y^{1-\alpha}-x^{1-\alpha} \leq(y-x)^{1-\alpha} \tag{16}
\end{equation*}
$$

Indeed, (16) is equivalent to have $g(t) \geq 0$ with $g(t)=(t-1)^{\varepsilon}-t^{\varepsilon}+1, \varepsilon:=1-\alpha$ and $t=y / x \geq 1$. Since $g^{\prime}(t)=\varepsilon\left((t-1)^{\varepsilon-1}-t^{\varepsilon-1}\right)=\varepsilon t^{\varepsilon-1}\left((t /(t-1))^{1-\varepsilon}-1\right)$, we deduce that $g^{\prime}$ is positive on $(1,+\infty)$. As a consequence, $g$ is increasing on $(1,+\infty)$. Since $g(1)=0$, we infer that $g$ is non negative on $[1,+\infty)$. Thus (16) is valid and inserting this estimate into (15) gives the result of the proposition.

We are now in a position to establish the main result of this section.
Proposition 3.5. For $\alpha<1$, the space $\mathrm{X}_{\alpha}(I)$ is compactly embedded in $\mathrm{H}^{1 / 2}(I)$.
Proof. Let us consider a bounded sequence $\left(\varphi_{n}\right)$ of elements of $\mathrm{X}_{\alpha}(I)$. We wish to prove that there exists a subsequence of $\left(\varphi_{n}\right)$ which converges in $\mathrm{H}^{1 / 2}(I)$. According to Proposition 3.3, $\mathrm{X}_{\alpha}(I)$ is continuously embedded in $\mathscr{C}^{0, \frac{1-\alpha}{2}}(I)$. This implies in particular that there holds $\left\|\varphi_{n}\right\|_{\mathrm{L}^{\infty}(I)} \leq$ $C\left\|\varphi_{n}\right\|_{\mathrm{X}_{\alpha}(I)}$ and so $\left|\varphi_{n}(0)\right| \leq C$. Here and below, $C>0$ is a constant which may change from one line to another but which remains independent of $n$. For $n \in \mathbb{N}$, let us decompose $\varphi_{n}$ as

$$
\varphi_{n}=\tilde{\varphi}_{n}+\varphi_{n}(0)
$$

so with $\tilde{\varphi}_{n}:=\varphi_{n}-\varphi_{n}(0)$. According to the Bolzano-Weierstrass theorem, we can extract a subsequence of $\left(\varphi_{n}\right)$, still denoted $\left(\varphi_{n}\right)$, such that $\left(\varphi_{n}(0)\right)$ converges in $\mathbb{C}$. Therefore it suffices to prove that we can extract from $\left(\tilde{\varphi}_{n}\right)$ a subsequence which converges in $\mathrm{H}^{1 / 2}(I)$.

Since $\left(\tilde{\varphi}_{n}\right)$ is bounded in $\mathrm{X}_{\alpha}(I)$, up to a subsequence, it converges weakly in $\mathrm{X}_{\alpha}(I)$ to some $\tilde{\varphi}$. Additionally, since there holds $\tilde{\varphi}_{n}(0)=0$ for all $n \in \mathbb{N}$ and since $\mathrm{X}_{\alpha}(I)$ is compactly embedded in $\mathscr{C}^{0}(\bar{I})$ (Remark 3.4), we have $\tilde{\varphi}(0)=0$. Introduce some function $\zeta \in \mathscr{C}^{\infty}(\mathbb{R})$ such that $\zeta(t)=1$ for $t \leq 1, \zeta(t)=0$ for $t \geq 2$ and $0 \leq \zeta(t) \leq 1$ in $\mathbb{R}$. Then for $k \in \mathbb{N} \backslash\{0\}$, define $\zeta_{k}$ such that $\zeta_{k}(t)=\zeta(t / k)$. The triangle inequality gives

$$
\begin{equation*}
\left\|\tilde{\varphi}_{n}-\tilde{\varphi}\right\|_{\mathrm{H}^{1 / 2}(I)} \leq\left\|\zeta_{k}\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right\|_{\mathrm{H}^{1 / 2}(I)}+\left\|\left(1-\zeta_{k}\right)\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right\|_{\mathrm{H}^{1 / 2}(I)} \tag{17}
\end{equation*}
$$

Let us study each of the two terms of the right hand side of (17) separately. We start with the first one. Consider again the quarter of disk $\Omega_{+}=\left\{(x, y) \in \mathbb{R}^{2}, x>0, y>0, x^{2}+y^{2}<1\right\}$ and define the function $u \in H^{1}\left(\Omega_{+}\right)$such that

$$
\begin{equation*}
u(x, y)=\zeta_{k}(r)\left(\tilde{\varphi}_{n}(r)-\tilde{\varphi}(r)\right) \quad \text { in } \Omega_{+} \quad \text { with } \quad r=\left(x^{2}+y^{2}\right)^{1 / 2} \tag{18}
\end{equation*}
$$

Using the continuity of the trace mapping from $\mathrm{H}^{1}\left(\Omega_{+}\right)$to $\mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)$and the fact that $u$ vanishes on the curved part of $\partial \Omega_{+}$, which allows us to exploit a Poincaré inequality, we can write

$$
\begin{equation*}
\left\|\zeta_{k}\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right\|_{\mathrm{H}^{1 / 2}(I)} \leq C\|u\|_{\mathrm{H}^{1}\left(\Omega_{+}\right)} \leq C\|\nabla u\|_{\mathrm{L}^{2}\left(\Omega_{+}\right)} . \tag{19}
\end{equation*}
$$

But there holds

$$
\begin{align*}
\|\nabla u\|_{\mathrm{L}^{2}\left(\Omega_{+}\right)}^{2} & =\frac{\pi}{2} \int_{0}^{1}\left|d_{r}\left(\zeta_{k}\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right)\right|^{2} r d r \\
& \leq \pi \int_{0}^{1} \zeta_{k}^{2}\left|d_{r}\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right|^{2} r d r+\pi \int_{0}^{1}\left|\tilde{\varphi}_{n}-\tilde{\varphi}\right|^{2}\left(d_{r} \zeta_{k}\right)^{2} r d r \\
& \leq \pi \int_{0}^{2 / k} r^{1-\alpha} r^{\alpha}\left|d_{r}\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right|^{2} d r+C k^{-2} \pi \int_{1 / k}^{2 / k}\left|\tilde{\varphi}_{n}-\tilde{\varphi}\right|^{2} r d r  \tag{20}\\
& \leq C\left(k^{\alpha-1}+k^{-2} \int_{1 / k}^{2 / k} r^{2-\alpha} d r\right)\left\|\tilde{\varphi}_{n}-\tilde{\varphi}\right\|_{\mathrm{X}_{\alpha}(I)}^{2} \leq C k^{\alpha-1}
\end{align*}
$$

Note that to obtain the first inequality of the last line, we used estimate (15). We emphasize that in (20), the constant $C>0$ is independent of $n$. Gathering (19) and (20), we deduce that for any $\varepsilon>0$, we can take $k \in \mathbb{N} \backslash\{0\}$ large enough such that there holds

$$
\begin{equation*}
\left\|\zeta_{k}\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right\|_{\mathrm{H}^{1 / 2}(I)} \leq \varepsilon / 2 \tag{21}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Let us fix one such $k$. The fact that $\left(\tilde{\varphi}_{n}\right)$ is bounded in $\mathrm{X}_{\alpha}(I)$ implies that $\left(\tilde{\varphi}_{n}\right)$ is bounded in $\mathrm{H}^{1}(1 / k, 1)$. Since this space is compactly embedded in $\mathrm{H}^{1 / 2}(1 / k, 1)$, see e.g. [27, Chap. 1 ,Theorem 16.3], we can extract a subsequence of $\left(\varphi_{n}\right)$ such that $\left(\tilde{\varphi}_{n}\right)$ converges strongly
to $\tilde{\varphi}$ in $\mathrm{H}^{1 / 2}(1 / k, 1)$. The sequence $\left(\left(1-\zeta_{k}\right)\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right)$ is also bounded in $\mathrm{H}^{1}(1 / k, 1)$ and so we can extract a subsequence which converges in $\mathrm{H}^{1 / 2}(1 / k, 1)$ to some $\hat{\varphi}$. Then, starting with the triangular inequality, we can write

$$
\begin{aligned}
\|\hat{\varphi}\|_{\mathrm{L}^{2}(1 / k, 1)} & \leq\left\|\hat{\varphi}-\left(1-\zeta_{k}\right)\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right\|_{\mathrm{L}^{2}(1 / k, 1)}+\left\|\left(1-\zeta_{k}\right)\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right\|_{\mathrm{L}^{2}(1 / k, 1)} \\
& \leq \| \hat{\varphi}-\left(1-\zeta_{k}\right)\left(\tilde{\varphi}_{n}-\tilde{\varphi}\left\|_{\mathrm{H}^{1 / 2}(1 / k, 1)}+\right\| \tilde{\varphi}_{n}-\tilde{\varphi} \|_{\mathrm{L}^{2}(1 / k, 1)}\right. \\
& \leq\left\|\hat{\varphi}-\left(1-\zeta_{k}\right)\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right\|_{\mathrm{H}^{1 / 2}(1 / k, 1)}+\left\|\tilde{\varphi}_{n}-\tilde{\varphi}\right\|_{\mathrm{H}^{1 / 2}(1 / k, 1)} .
\end{aligned}
$$

Since the right hand side above can be made as small as we wish, we deduce that $\hat{\varphi} \equiv 0$. This ensures that for $n$ large enough, there holds

$$
\begin{equation*}
\left\|\left(1-\zeta_{k}\right)\left(\tilde{\varphi}_{n}-\tilde{\varphi}\right)\right\|_{\mathrm{H}^{1 / 2}(I)} \leq \varepsilon / 2 . \tag{22}
\end{equation*}
$$

Using (21) and (22) in (17), we deduce that ( $\tilde{\varphi}_{n}$ ) converges, up to a subsequence, to $\tilde{\varphi}$ in $\mathrm{H}^{1 / 2}(I)$, which was the searched result.

In our study, we will also need a density result that we show now.
Proposition 3.6. For $\alpha \in[0,1]$, the space $\mathscr{C}^{\infty}(\bar{I})$ is dense in $\mathrm{X}_{\alpha}(I)$.
Proof. For $\varphi \in \mathrm{X}_{\alpha}(I)$, we define the sequence of functions $\left(\varphi_{n}\right)$ in $I$ such that for all $n \geq 1$,

$$
\varphi_{n}(x)=\left\lvert\, \begin{array}{ccc}
\varphi(1 / n) & \text { for } & x \in[0,1 / n]  \tag{23}\\
\varphi(x) & \text { for } & x \in[1 / n, 1] .
\end{array}\right.
$$

We observe that $\varphi_{n} \in \mathrm{X}_{0}(I)$. According to Lemma 3.7 below, there is a constant $C>0$ such that

$$
\left\|\varphi_{n}-\varphi\right\|_{\mathrm{X}_{\alpha}(I)}^{2} \leq C \int_{0}^{1} x^{\alpha}\left|d_{x} \varphi_{n}-d_{x} \varphi\right|^{2} d x
$$

But we have

$$
\int_{0}^{1} x^{\alpha}\left|d_{x} \varphi_{n}-d_{x} \varphi\right|^{2} d x=\int_{0}^{1 / n} x^{\alpha}\left|d_{x} \varphi\right|^{2} d x \rightarrow 0 \quad \text { when } \quad n \rightarrow+\infty .
$$

This proves the density of $\mathrm{X}_{0}(I)$ in $\mathrm{X}_{\alpha}(I)$. Since in addition $\mathscr{C}^{\infty}(\bar{I})$ is dense in $\mathrm{X}_{0}(I)=\mathrm{H}^{1}(I)$ and $\mathrm{X}_{0}(I)$ is continuously embedded in $\mathrm{X}_{\alpha}(I)$, we obtain that $\mathscr{C}^{\infty}(\bar{I})$ is dense in $\mathrm{X}_{\alpha}(I)$.

Lemma 3.7. Assume that $\alpha \in[0,1]$. There is a constant $C>0$ (depending on $\alpha$ ) such that

$$
\int_{0}^{1}|\varphi|^{2} d x \leq C \int_{0}^{1} x^{\alpha}\left|d_{x} \varphi\right|^{2} d x, \quad \forall \varphi \in \mathrm{X}_{\alpha}(I) \text { such that } \varphi(1)=0 .
$$

Proof. Assume on the contrary that there exists a sequence $\left(\varphi_{n}\right)$ in $\mathrm{X}_{\alpha}(I)$ such that for all $n \neq 1$,

$$
\begin{equation*}
\int_{0}^{1}\left|\varphi_{n}\right|^{2} d x=1, \quad 1 \geq n \int_{0}^{1} x^{\alpha}\left|d_{x} \varphi\right|^{2} d x, \quad \varphi_{n}(1)=0 . \tag{24}
\end{equation*}
$$

Then $\left(\varphi_{n}\right)$ is bounded in $\mathrm{X}_{\alpha}(I)$. But $\mathrm{X}_{\alpha}(I)$ is continuously embedded in $\mathrm{X}_{1}(I)$, which is itself continuously embedded in $\mathrm{H}^{1 / 2}(I)$ according to Proposition 3.1. Since $\mathrm{H}^{1 / 2}(I)$ is compactly embedded in $\mathrm{L}^{2}(I)$ (see e.g. [27, Chap. 1,Theorem 16.3]), we deduce that $\mathrm{X}_{\alpha}(I)$ is compactly embedded in $\mathrm{L}^{2}(I)$. This ensures that there exists a subsequence of $\left(\varphi_{n}\right)$, still denoted $\left(\varphi_{n}\right)$, which converges to some $\varphi$ in $\mathrm{L}^{2}(I)$. From the second relation of (24), we infer that $\left(\varphi_{n}\right)$ is a Cauchy sequence in $\mathrm{X}_{\alpha}(I)$ and thus converges to some function in $\mathrm{X}_{\alpha}(I)$. But uniqueness of the limit in $\mathrm{L}^{2}(I)$ ensures that this function is $\varphi$. Moreover, from (24), we find $d_{x} \varphi=0$ in $I$ and $\varphi(1)=0$, which implies $\varphi \equiv 0$. This contradicts that $\|\varphi\|_{\mathrm{L}^{2}(I)}=1$ and completes the proof.

## 4 The vanishing case: a positive result for $s=-1$ and $\alpha \in[0,1)$

This section is devoted to the proof of Theorem 2.5. As already mentioned, for $s=-1$ the LaxMilgram theorem is not directly applicable to study Problem (10). To circumvent this issue, we adapt the approach proposed in $[3,12]$ to deal with the case $\alpha=0$. The main idea, roughly speaking, consists in showing that in (10), the volumic terms are only a compact perturbation of the operator on the boundary. To proceed, we rewrite the 2D weak formulation (10) as a 1D problem and use the compactness result of Proposition 3.5.

To state the next proposition, we need to introduce some material. In what follows, for $\gamma \subset \partial \Omega$ an open subpart of the boundary of $\Omega$, on the one hand $\mathrm{H}^{-1 / 2}(\gamma)$ denotes the dual space of $\mathrm{H}^{1 / 2}(\gamma)$. It coincides with the distributions in $\mathrm{H}^{-1 / 2}(\partial \Omega)$ which are supported in $\bar{\gamma}$. On the other hand, $\tilde{\mathrm{H}}^{1 / 2}(\gamma)$ denotes the subspace of functions in $\mathrm{H}^{1 / 2}(\partial \Omega)$ which are supported in $\bar{\gamma}$. The dual space of $\tilde{\mathrm{H}}^{1 / 2}(\gamma)$ is denoted $\tilde{\mathrm{H}}^{-1 / 2}(\gamma)$. It coincides with the restrictions to $\gamma$ of the distributions in $\mathrm{H}^{-1 / 2}(\partial \Omega)$.
Denote by $T$ the Dirichlet-to-Neumann operator such that

$$
\begin{align*}
T: \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right) & \rightarrow \mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right)  \tag{25}\\
\varphi & \mapsto T \varphi=\partial_{\nu} u_{\varphi},
\end{align*}
$$

where $u_{\varphi}$ is the unique element of $\mathrm{H}^{1}(\Omega)$ satisfying

$$
\left\lvert\, \begin{array}{rll}
-\Delta u_{\varphi}+u_{\varphi} & =0 & \text { in } \Omega  \tag{26}\\
\partial_{\nu} u_{\varphi} & =0 & \text { on } \partial \Omega \backslash \overline{\Gamma_{+}} \\
u_{\varphi} & =\varphi & \text { on } \Gamma_{+} .
\end{array}\right.
$$

Classically one shows that $T$ is continuous from $\mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)$to $\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right)$. Additionally, set $g:=$ $-\partial_{\nu} U \in \mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right)$where $U$ is the unique function of $\mathrm{H}^{1}(\Omega)$ satisfying

$$
\begin{array}{rlll}
-\Delta U+U & = & & \text { in } \Omega  \tag{27}\\
\partial_{\nu} U & = & & \text { on } \partial \Omega \backslash \overline{\Gamma_{+}} \\
U & = & & \text { on } \Gamma_{+} .
\end{array}
$$

Proposition 4.1. Assume that $s= \pm 1$ and $\alpha \in[0,1]$. If the function $u \in \mathrm{~V}_{\alpha}(\Omega)$ satisfies (10) then $\varphi:=\left.u\right|_{\Gamma_{+}}$solves the problem

$$
\left\lvert\, \begin{align*}
& \text { Find } \varphi \in \mathrm{X}_{\alpha}(I) \text { such that for all } \psi \in \mathrm{X}_{\alpha}(I)  \tag{28}\\
& s \int_{\Gamma_{+}} x^{\alpha} d_{x} \varphi d_{x} \bar{\psi} d x+\langle T \varphi, \bar{\psi}\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}=\langle g, \bar{\psi}\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)} .
\end{align*}\right.
$$

Conversely, if $\varphi \in \mathrm{X}_{\alpha}(I)$ satisfies (28), then $u:=u_{\varphi}+U \in \mathrm{~V}_{\alpha}(\Omega)$ solves (10).
Proof. Assume that $u \in \mathrm{~V}_{\alpha}(\Omega)$ solves (10). Then $\varphi:=\left.u\right|_{\Gamma_{+}}$belongs to $\mathrm{X}_{\alpha}(I)$ and for all $v \in \mathrm{~V}_{\alpha}(\Omega)$, we have

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y+s \int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x=\int_{\Omega} f \bar{v} d x d y \tag{29}
\end{equation*}
$$

The function $U \in \mathrm{H}^{1}(\Omega)$ defined as the solution of (27) satisfies, for all $v \in \mathrm{~V}_{\alpha}(\Omega) \subset \mathrm{H}^{1}(\Omega)$,

$$
\int_{\Omega} \nabla U \cdot \nabla \bar{v}+U \bar{v} d x d y-\left\langle\partial_{\nu} U, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}=\int_{\Omega} f \bar{v} d x d y .
$$

By taking the difference of these two identities, we obtain, for all $v \in \mathrm{~V}_{\alpha}(\Omega)$,

$$
\begin{equation*}
\int_{\Omega} \nabla(u-U) \cdot \nabla \bar{v}+(u-U) \bar{v} d x d y+s \int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x=\langle g, \bar{v}\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)} . \tag{30}
\end{equation*}
$$

On the other hand, by choosing $v \in \mathscr{C}_{0}^{\infty}(\Omega)$ in (29), we get

$$
\begin{equation*}
-\Delta u+u=f \text { in } \Omega \tag{31}
\end{equation*}
$$

Now consider some $\phi \in \tilde{\mathrm{H}}^{1 / 2}\left(\partial \Omega \backslash \overline{\Gamma_{+}}\right)$, extend it by zero to $\Gamma_{+}$and introduce a function $v \in \mathrm{H}^{1}(\Omega)$ such that $\left.v\right|_{\partial \Omega}=\phi$. Then clearly $v$ belongs to $\mathrm{V}_{\alpha}(\Omega)$. Multiplying (31) by this $v$, integrating by parts and taking the difference with (29), we find $\left\langle\partial_{\nu} u, \bar{\phi}\right\rangle_{\mathrm{H}^{-1 / 2}(\partial \Omega), \mathrm{H}^{1 / 2}(\partial \Omega)}=0$. Since this is valid for all $\phi \in \tilde{H}^{1 / 2}\left(\partial \Omega \backslash \overline{\Gamma_{+}}\right)$, we obtain $\partial_{\nu} u=0$ on $\partial \Omega \backslash \overline{\Gamma_{+}}$. As a result, we get that the function $u-U \in \mathrm{H}^{1}(\Omega)$ solves $(26)$ with $\varphi=\left.u\right|_{\Gamma_{+}}$. This implies that for all $v \in \mathrm{~V}_{\alpha}(\Omega)$, there holds

$$
\begin{equation*}
\int_{\Omega} \nabla(u-U) \cdot \nabla \bar{v}+(u-U) \bar{v} d x d y=\langle T u, \bar{v}\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)} \tag{32}
\end{equation*}
$$

Gathering (30) and (32), we deduce that for all $v \in \mathrm{~V}_{\alpha}(\Omega)$, we have

$$
\begin{equation*}
s \int_{\Gamma_{+}} x^{\alpha} d_{x} \varphi \partial_{x} \bar{v} d x+\langle T \varphi, \bar{v}\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}=\langle g, \bar{v}\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)} . \tag{33}
\end{equation*}
$$

Next, pick some $\phi \in \mathscr{C}^{\infty}\left(\overline{\Gamma_{+}}\right)$, extend it to $\partial \Omega \backslash \overline{\Gamma_{+}}$to create an element $\tilde{\phi} \in \mathrm{H}^{1 / 2}(\partial \Omega)$ and consider some function $v \in \mathrm{H}^{1}(\Omega)$ such that $\left.v\right|_{\partial \Omega}=\tilde{\phi}$. Obviously such a $v$ belongs to $\mathrm{V}_{\alpha}(\Omega)$. Inserting it in (33), we obtain

$$
s \int_{\Gamma_{+}} x^{\alpha} d_{x} \varphi d_{x} \bar{\phi} d x+\langle T \varphi, \bar{\phi}\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}=\langle g, \bar{\phi}\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}
$$

Since this is true for all $\phi \in \mathscr{C}^{\infty}\left(\overline{\Gamma_{+}}\right)$, using the density of $\mathscr{C}^{\infty}\left(\overline{\Gamma_{+}}\right)$in $\mathrm{X}_{\alpha}(I)$ which is established in Proposition 3.6, we conclude that $\varphi=\left.u\right|_{\Gamma_{+}}$solves (28).

Now let us show the second part of the statement. Assume that $\varphi \in \mathrm{X}_{\alpha}(I)$ satisfies (28). Denote respectively by $u_{\varphi}, U$ the solutions of (26), (27). For all $v \in \mathrm{~V}_{\alpha}(\Omega),\left.v\right|_{\Gamma_{+}}$is an element of $\mathrm{X}_{\alpha}(I)$. As a consequence, for all $v \in \mathrm{~V}_{\alpha}(\Omega)$, we have

$$
s \int_{\Gamma_{+}} x^{\alpha} \partial_{x} u_{\varphi} \partial_{x} \bar{v} d x+\left\langle\partial_{\nu} u_{\varphi}, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}=-\left\langle\partial_{\nu} U, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}
$$

Using additionally that $U=0$ on $\Gamma_{+}$implies $\partial_{x} U=0$ on $\Gamma_{+}$, we get for all $v \in \mathrm{~V}_{\alpha}(\Omega)$,

$$
s \int_{\Gamma_{+}} x^{\alpha} \partial_{x}\left(u_{\varphi}+U\right) \partial_{x} \bar{v} d x+\left\langle\partial_{\nu}\left(u_{\varphi}+U\right), \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}(\partial \Omega), \mathrm{H}^{1 / 2}(\partial \Omega)}=0
$$

Finally, since

$$
\left\langle\partial_{\nu}\left(u_{\varphi}+U\right), \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}(\partial \Omega), \mathrm{H}^{1 / 2}(\partial \Omega)}=\int_{\Omega} \nabla\left(u_{\varphi}+U\right) \cdot \nabla \bar{v}+\left(u_{\varphi}+U\right) \bar{v} d x d y-\int_{\Omega} f \bar{v} d x d y
$$

we deduce that $u=u_{\varphi}+U \in \mathrm{~V}_{\alpha}(\Omega)$ satisfies Problem (10).
We are now in a position to show Theorem 2.5.
Proof of Theorem 2.5. With the Riesz representation theorem, define the continuous operators $S, K: \mathrm{X}_{\alpha}(I) \rightarrow \mathrm{X}_{\alpha}(I)$ such that for all $\varphi, \psi \in \mathrm{X}_{\alpha}(I)$

$$
\begin{gathered}
(S \varphi, \psi)_{\mathrm{X}_{\alpha}(I)}=\int_{\Gamma_{+}} x^{\alpha} d_{x} \varphi d_{x} \bar{\psi}+\varphi \bar{\psi} d x \\
(K \varphi, \psi)_{\mathrm{X}_{\alpha}(I)}=\langle T \varphi, \bar{\psi}\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}-\int_{\Gamma_{+}} \varphi \bar{\psi} .
\end{gathered}
$$

Clearly $S$ is an isomorphism. On the other hand, in Proposition 3.5 we showed that the embedding of $\mathrm{X}_{\alpha}(I)$ in $\mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)$is compact when $\alpha \in[0,1)$. Using this result and the fact that the operator $T: \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right) \rightarrow \mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right)$defined in (25) is continuous, one proves that $K: \mathrm{X}_{\alpha}(I) \rightarrow \mathrm{X}_{\alpha}(I)$ is compact. This guarantees that $S+K: \mathrm{X}_{\alpha}(I) \rightarrow \mathrm{X}_{\alpha}(I)$ is Fredholm of index zero. In particular, if only the null function solves (28) with $g \equiv 0$, then it admits a solution. The equivalence between problems (10) and (28) given by Proposition 4.1 completes the proof.

## 5 The vanishing case: a negative result for $s=-1$ and $\alpha=1$

In the previous section, we proved that the problem (10) in the bad sign case $s=-1$ is well-posed in the Fredholm sense for all $\alpha \in[0,1)$. Here we still consider (10) with $s=-1$ but now with $\alpha=1$. In that situation, we show Theorem 2.6, namely that the operator $A: \mathrm{V}_{1}(\Omega) \rightarrow \mathrm{V}_{1}(\Omega)$ associated with (10) and defined via (11) is not of Fredholm type.

For $s=-1$ and $\alpha=1$, the variational formulation of our problem writes: find $u \in \mathrm{~V}_{1}(\Omega)$ such that for all $v \in \mathrm{~V}_{1}(\Omega)$,

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y-\int_{\Gamma_{+}} x \partial_{x} u \partial_{x} \bar{v} d x=\int_{\Omega} f \bar{v} d x d y \tag{34}
\end{equation*}
$$

If $u$ solves (34), then $u$ satisfies the strong problem:

$$
\left\lvert\, \begin{array}{rlcll}
-\Delta u+u & = & f & & \text { in } \Omega \\
\partial_{\nu} u & = & 0 & & \text { on } \partial \Omega \backslash \overline{\Gamma_{+}}  \tag{35}\\
\partial_{\nu} u & = & -\partial_{x}\left(x \partial_{x} u\right) & & \text { on } \Gamma_{+} .
\end{array}\right.
$$

We will see that the Fredholm property for $A$ is lost due to the existence of strongly oscillating singularities at the origin. We start by computing these singularities. The latter are defined as the functions which solve the problem corresponding to the principal part of (35) in a neighbourhood of point $O:=(0,0)$ with $f \equiv 0$ and which are of the form $s(x, y)=r^{\lambda} \varphi(\theta)$, where $\lambda \in \mathbb{C}$ and $\varphi$ are to determine. Here $(r, \theta)$ are the polar coordinates centered at $O$. From the equation $\Delta s=0$, we find first $d_{\theta \theta}^{2} \varphi(\theta)+\lambda^{2} \varphi(\theta)=0$ in $(0, \pi)$. Then the boundary conditions of (35) on $\Gamma_{-}$and $\Gamma_{+}$ lead to the relations

$$
d_{\theta} \varphi(\pi)=0 \quad \text { and } \quad d_{\theta} \varphi(0)=\lambda^{2} \varphi(0)
$$

respectively. Thus, we get

$$
\begin{align*}
d_{\theta \theta}^{2} \varphi(\theta)+\lambda^{2} \varphi(\theta) & =  \tag{36}\\
d_{\theta} \varphi(\pi) & =0 \\
d_{\theta} \varphi(0) & =\lambda^{2} \varphi(0)
\end{align*}
$$

Exploiting lines 1 and 2 of (36), we find that $\varphi$ must be of the form $\varphi(\theta)=C \cos (\lambda(\theta-\pi))$ where $C$ is a constant. From the third line of (36), we deduce that this system admits a non zero solution if and only if $\lambda$ solves

$$
\begin{equation*}
\sin (\lambda \pi)=\lambda \cos (\lambda \pi) . \tag{37}
\end{equation*}
$$

Of particular importance are the singular exponents $\lambda \neq 0$ which are non zero and purely imaginary, i.e. of the form $\lambda=i \tau$ with $\tau \in \mathbb{R} \backslash\{0\}$. Indeed, in this case, we have

$$
\begin{equation*}
s(x, y)=r^{i \tau} \varphi(\theta)=e^{i \tau \ln r} \varphi(\theta), \tag{38}
\end{equation*}
$$

which corresponds to a function which oscillates an infinite number of times without decay when $r$ tends to zero (see a rough approximation, because the mesh is fixed, in Figure 5). Such singularities are just outside of $\mathrm{V}_{1}(\Omega)$ (and of $\mathrm{H}^{1}(\Omega)$ ) in the sense that they are not in $\mathrm{V}_{1}(\Omega)$ while $r^{\varepsilon} s$ belongs to $\mathrm{V}_{1}(\Omega)$ for all $\varepsilon>0$. In general such singularities are absent and appear only for particular problems. Among them, let us mention certain problems with sign-changing dielectric constants in presence of inclusions of metals or metamaterials with non smooth shapes in electromagnetism (see [5, 4, 6]). In this context, the strongly oscillating singularities are sometimes called black hole waves. They are met also in the study of the Laplace operator with singular Robin boundary conditions [29] or in singular geometries with cusps [30].

For our problem, one finds that $\lambda=i \tau, \tau \in \mathbb{R} \backslash\{0\}$, solves (37) if and only if

$$
\begin{equation*}
\tanh (\tau \pi)=\tau \tag{39}
\end{equation*}
$$

This equation has exactly two solutions which are opposite. The idea is to construct a Weyl sequence from these particular singularities in order to prove that the problem (34) is not of Fredhom type.

Remark 5.1. If the condition on $\Gamma_{+}$was $\partial_{\nu} u=+\partial_{x}\left(x \partial_{x} u\right)$ (with the good sign) and not $\partial_{\nu} u=$ $-\partial_{x}\left(x \partial_{x} u\right)$ as in (35), we would find that the equation characterizing the singular exponents is

$$
\sin (\lambda \pi)=-\lambda \cos (\lambda \pi)
$$

Observe that there is no solution of this equation in $\mathbb{R} i \backslash\{0\}$. This is coherent with the fact that the corresponding problem (10) is well-posed for $s=1$ and $\alpha=1$ (Theorem 2.4).

In our analysis below, we need the two following density results.
Lemma 5.2. For $\alpha \in[0,1]$, the space $\mathscr{C}^{\infty}(\bar{\Omega})$ is dense in $\mathrm{V}_{\alpha}(\Omega)$.
Proof. We work in three steps. First, we show the result for $\alpha=0$. Then we prove that $\mathrm{V}_{0}(\Omega)$ is dense in $\mathrm{V}_{\alpha}(\Omega)$. Finally, we conclude.

Let us establish the density of $\mathscr{C}^{\infty}(\bar{\Omega})$ in $\mathrm{V}_{0}(\Omega)=\left\{v \in \mathrm{H}^{1}(\Omega),\left.v\right|_{\Gamma_{+}} \in \mathrm{H}^{1}\left(\Gamma_{+}\right)\right\}$. We take $u \in \mathrm{~V}_{0}(\Omega)$ and denote $\varphi:=\left.u\right|_{\Gamma_{+}} \in \mathrm{H}^{1}\left(\Gamma_{+}\right)$. Introduce $\tilde{\varphi} \in \mathrm{H}^{1}(\partial \Omega)$ an extension of $\varphi$. There exists $U \in \mathrm{H}^{3 / 2}(\Omega)$ such that $\left.U\right|_{\partial \Omega}=\tilde{\varphi}$. Now observe that the function $\hat{u}:=u-U \in \mathrm{H}^{1}(\Omega)$ is such that $\left.\hat{u}\right|_{\Gamma_{+}}=0$. As a consequence, it can be approximated in $\mathrm{H}^{1}(\Omega)$ by a sequence $\left(\hat{u}_{n}\right)$ of elements of $\mathscr{C}_{0}^{\infty}\left(\bar{\Omega} \backslash \Gamma_{+}\right)$. Introduce also $\left(U_{n}\right)$ a sequence of functions of $\mathscr{C}^{\infty}(\bar{\Omega})$ which converges to $U$ in $\mathrm{H}^{3 / 2}(\Omega)$. Then $\left(\hat{u}_{n}+U_{n}\right)$ is a sequence in $\mathscr{C}^{\infty}(\bar{\Omega})$ which converges to $u$ in $\mathrm{H}^{1}(\Omega)$ and such that $\left.\left(\hat{u}_{n}+U_{n}\right)\right|_{\Gamma_{+}}$converges to $\varphi$ in $\mathrm{H}^{1}\left(\Gamma_{+}\right)$. This proves that $\left(\hat{u}_{n}+U_{n}\right)$ converges to $u$ in $\mathrm{V}_{0}(\Omega)$ and completes the first step.

Let us now prove the density of $\mathrm{V}_{0}(\Omega)$ in $\mathrm{V}_{\alpha}(\Omega)$ for $\alpha \in[0,1]$, taking inspiration from [28]. Consider $u \in \mathrm{~V}_{\alpha}(\Omega)$ and denote $\varphi:=\left.u\right|_{\Gamma_{+}} \in \mathrm{X}_{\alpha}(I)$. We introduce the function $\varphi_{n}$ given by (23), which satisfies $\varphi_{n} \rightarrow \varphi$ in $\mathrm{X}_{\alpha}(I)$. From Proposition 3.1, since $\alpha \in[0,1]$, we have that $\varphi_{n} \rightarrow \varphi$ in $\mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)$. Introduce $u_{n} \in \mathrm{H}^{1}(\Omega)$ the function satisfying $\left.u_{n}\right|_{\Gamma_{+}}=\varphi_{n}$ and

$$
\left(u_{n}, v\right)_{\mathrm{H}^{1}(\Omega)}=(u, v)_{\mathrm{H}^{1}(\Omega)}, \quad \forall v \in \mathrm{H}^{1}(\Omega),\left.v\right|_{\Gamma_{+}}=0
$$

We have $u_{n} \in \mathrm{~V}_{0}(\Omega)$. Additionally, $e_{n}:=u-u_{n}$ is such that $e_{n} \in \mathrm{H}^{1}(\Omega),\left.e_{n}\right|_{\Gamma_{+}}=\varphi-\varphi_{n}$ and

$$
\left(e_{n}, v\right)_{\mathrm{H}^{1}(\Omega)}=0, \quad \forall v \in \mathrm{H}^{1}(\Omega),\left.v\right|_{\Gamma_{+}}=0
$$

Hence there exists a constant $C>0$ independent of $n$ such that

$$
\left\|e_{n}\right\|_{\mathrm{H}^{1}(\Omega)} \leq C\left\|\varphi-\varphi_{n}\right\|_{\mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)} .
$$

This guarantees that $\left(u_{n}\right)$ converges to $u$ in $\mathrm{V}_{0}(\Omega)$, which completes the second step.
To conclude, it suffices to use the two previous steps and to remark that the convergence in $\mathrm{V}_{0}(\Omega)$ implies the convergence in $\mathrm{V}_{\alpha}(\Omega)$.

Lemma 5.3. The space $\mathscr{C}_{0}^{\infty}(\bar{\Omega} \backslash\{O\})$ is dense in $\mathrm{V}_{1}(\Omega)$.
Proof. We first show that any $w$ of $\mathscr{C}^{\infty}(\bar{\Omega})$ can be approximated by a sequence of functions of $\mathrm{V}_{1}^{\star}(\Omega):=\left\{w \in \mathrm{~V}_{1}(\Omega), w=0\right.$ in a neighbourhood of $\left.O\right\}$. To proceed, we work as in the proof of Lemma 1.2.2 of [14]. For $\varepsilon>0$, define the function $\tau_{\varepsilon}$ such that

$$
\tau_{\varepsilon}(r)=\left\lvert\, \begin{array}{cll}
0 & \text { for } & r \leq \varepsilon \\
1-\frac{\log (2 r)}{\log (2 \varepsilon)} & \text { for } & \varepsilon<r<1 / 2 \\
1 & \text { for } & r \geq 1 / 2
\end{array}\right.
$$

We have $\tau_{\varepsilon} w \in \mathrm{~V}_{1}^{\star}(\Omega)$ and

$$
\begin{aligned}
\left\|w-\tau_{\varepsilon} w\right\|_{V_{1}(\Omega)} & \leq\left\|1-\tau_{\varepsilon}\right\|_{\mathrm{L}^{2}(\Omega)}\|\nabla w\|_{\mathrm{L}^{\infty}(\Omega)^{2}}+\left\|\nabla \tau_{\varepsilon}\right\|_{\mathrm{L}^{2}(\Omega)^{2}}\|w\|_{\mathrm{L}^{\infty}(\Omega)} \\
& +\left\|\sqrt{x}\left(1-\tau_{\varepsilon}\right)\right\|_{\mathrm{L}^{2}\left(\Gamma_{+}\right)}\left\|\partial_{x} w\right\|_{\mathrm{L}^{\infty}\left(\Gamma_{+}\right)}+\left\|\sqrt{x} \partial_{x} \tau_{\varepsilon}\right\|_{\mathrm{L}^{2}\left(\Gamma_{+}\right)}\|w\|_{\mathrm{L}^{\infty}\left(\Gamma_{+}\right)} .
\end{aligned}
$$

For $\varepsilon$ small enough, there holds

$$
\left\|1-\tau_{\varepsilon}\right\|_{\mathrm{L}^{2}(\Omega)}^{2}=\pi \int_{0}^{1 / 2}\left(1-\tau_{\varepsilon}\right)^{2} r d r=\pi\left(\int_{0}^{\varepsilon} r d r+\int_{\varepsilon}^{1 / 2} \frac{(\log (2 r))^{2}}{(\log (2 \varepsilon))^{2}} r d r\right) \leq \frac{C}{|\log \varepsilon|^{2}},
$$

where $C$ is independent of $\varepsilon$. Similar explicit computations show that for $\varepsilon$ small enough, we have

$$
\left\|1-\tau_{\varepsilon}\right\|_{\mathrm{L}^{2}(\Omega)}+\left\|\sqrt{x}\left(1-\tau_{\varepsilon}\right)\right\|_{\mathrm{L}^{2}\left(\Gamma_{+}\right)} \leq \frac{C}{|\log \varepsilon|}, \quad\left\|\nabla \tau_{\varepsilon}\right\|_{\mathrm{L}^{2}(\Omega)^{2}}+\left\|\sqrt{x} \partial_{x} \tau_{\varepsilon}\right\|_{\mathrm{L}^{2}\left(\Gamma_{+}\right)} \leq \frac{C}{\sqrt{|\log \varepsilon|}},
$$

where $C$ is independent of $\varepsilon$. This ensures that $\left(\tau_{\varepsilon} w\right)$ converges to $w$ in $\mathrm{V}_{1}(\Omega)$ as $\varepsilon$ goes to zero.
To conclude, take some $v \in \mathrm{~V}_{1}(\Omega)$ and pick $\varepsilon>0$. From Lemma 5.2, there is $\varphi \in \mathscr{C}^{\infty}(\bar{\Omega})$ such that $\|v-\varphi\|_{\mathrm{V}_{1}(\Omega)} \leq \varepsilon / 3$. According to the first part of the proof, there exists some $v^{\star} \in \mathrm{V}_{1}^{\star}(\Omega)$ such that $\left\|\varphi-v^{\star}\right\|_{\mathrm{V}_{1}(\Omega)} \leq \varepsilon / 3$. On the other hand, it is clear that any function of $\mathrm{V}_{1}^{\star}(\Omega)$ can be approximated in $\mathrm{V}_{1}(\Omega)$ by a sequence of functions of $\mathscr{C}_{0}^{\infty}(\bar{\Omega} \backslash\{O\})$ (adapt the first step of the proof of Lemma 5.2). Hence there exists $\psi \in \mathscr{C}_{0}^{\infty}(\bar{\Omega} \backslash\{O\})$ such that $\left\|v^{\star}-\psi\right\|_{\mathrm{V}_{1}(\Omega)} \leq \varepsilon / 3$. Finally, we can write

$$
\|v-\psi\|_{\mathrm{V}_{1}(\Omega)} \leq\|v-\varphi\|_{\mathrm{V}_{1}(\Omega)}+\left\|\varphi-v^{\star}\right\|_{\mathrm{V}_{1}(\Omega)}+\left\|v^{\star}-\psi\right\|_{\mathrm{V}_{1}(\Omega)} \leq \varepsilon,
$$

which completes the proof
We are now in a position to establish Theorem 2.6.
Proof of Theorem 2.6. Let us work by contradiction. Assume that $A: \mathrm{V}_{1}(\Omega) \rightarrow \mathrm{V}_{1}(\Omega)$ is of Fredholm type. In this case, since it is selfadjoint, because it is symmetric and bounded, it is Fredholm of index zero. Then, define the operator $\tilde{A}: \mathrm{V}_{1}(\Omega) \rightarrow \mathrm{V}_{1}(\Omega)$ such that

$$
(\tilde{A} u, v)_{\mathrm{V}_{1}(\Omega)}=a(u, v)+i \int_{\Omega} u \bar{v} d x d y, \quad \forall u, v \in \mathrm{~V}_{1}(\Omega)
$$

Using that $\mathrm{H}^{1}(\Omega)$ is compactly embedded in $\mathrm{L}^{2}(\Omega)$, one can shows that $\tilde{A}-A$ is compact. This guarantees that $\tilde{A}$ is Fredholm of index zero. Since $\tilde{A}$ is injective, we deduce that $\tilde{A}$ is an isomorphism. Therefore, there is a constant $C>0$ such that we have

$$
\begin{equation*}
\|u\|_{\mathrm{V}_{1}(\Omega)} \leq C\|\tilde{A} u\|_{\mathrm{V}_{1}(\Omega)}, \quad \forall u \in \mathrm{~V}_{1}(\Omega) \tag{40}
\end{equation*}
$$

Let us show that this is not true. For $n \in \mathbb{N} \backslash\{0\}$, define the function $s_{n}$ such that

$$
\begin{equation*}
s_{n}(x, y)=r^{i \tau+1 / n} \cos (i \tau(\theta-\pi)) \tag{41}
\end{equation*}
$$

where $\tau$ stands for the positive root of Equation (39). Due to the regularizing term $r^{1 / n}$ in the definition of $s_{n}$, one can check that $s_{n}$ belongs to $\mathrm{V}_{1}(\Omega)$ for all $n \in \mathbb{N} \backslash\{0\}$. However we have

$$
\begin{align*}
\left\|s_{n}\right\|_{\mathrm{V}_{1}(\Omega)}^{2} & \geq \int_{\Gamma_{+}} x\left|\partial_{x} s_{n}\right|^{2} d x \\
& =|\cos (i \tau \pi)|^{2}|i \tau+1 / n|^{2} \int_{0}^{1} x^{2 / n-1} d x \geq|\tau \cos (i \tau \pi)|^{2} \frac{n}{2} \underset{n \rightarrow+\infty}{\longrightarrow}+\infty . \tag{42}
\end{align*}
$$

On the other hand, using Lemma 5.3, we can write

$$
\begin{equation*}
\left\|\tilde{A} s_{n}\right\|_{\mathrm{V}_{1}(\Omega)}=\sup _{v \in \mathscr{C}_{0}^{\infty}(\bar{\Omega} \backslash\{O\}) \backslash\{0\}} \frac{\left|\left(\tilde{A} s_{n}, v\right)_{\mathrm{V}_{1}(\Omega)}\right|}{\|v\|_{\mathrm{V}_{1}(\Omega)}} . \tag{43}
\end{equation*}
$$

Let us work on the right hand side of (43). For $v \in \mathscr{C}_{0}^{\infty}(\bar{\Omega} \backslash\{O\})$, we have

$$
\begin{align*}
\left(\tilde{A} s_{n}, v\right)_{\mathrm{V}_{1}(\Omega)}= & \int_{\Omega} \nabla s_{n} \cdot \nabla \bar{v} d x d y-\int_{\Gamma_{+}} x \partial_{x} s_{n} \partial_{x} \bar{v} d x+(1+i) \int_{\Omega} s_{n} \bar{v} d x d y \\
= & -\int_{\Omega} \Delta s_{n} \bar{v} d x d y+\int_{\partial \Omega} \partial_{\nu} s_{n} \bar{v} d x+\int_{\Gamma_{+}} \partial_{x}\left(x \partial_{x} s_{n}\right) \bar{v} d x  \tag{44}\\
& -\partial_{x} s_{n}(P) \bar{v}(P)+(1+i) \int_{\Omega} s_{n} \bar{v} d x d y
\end{align*}
$$

where $P:=(1,0)$. Let $\delta \in(0,1)$ be sufficiently small so that $\Omega$ contains the half disk $D^{+}(O, \delta):=$ $\left\{(x, y) \mid 0<\left(x^{2}+y^{2}\right)^{1 / 2}<\delta, y>0\right\}$. Introduce some cut-off function $\zeta \in \mathscr{C}^{\infty}(\bar{\Omega})$ which depends only on the radial coordinate such that $\zeta=1$ for $r \leq \delta / 2$ and $\zeta=0$ for $r \geq \delta$. Let us rewrite (44) as $\left(\tilde{A} s_{n}, v\right)_{\mathrm{V}_{1}(\Omega)}=I_{1}^{n}+I_{2}^{n}+I_{3}^{n}$ with

$$
\begin{align*}
I_{1}^{n}:= & -\int_{\Omega}(1-\zeta) \Delta s_{n} \bar{v} d x d y+\int_{\partial \Omega}(1-\zeta) \partial_{\nu} s_{n} \bar{v} d x+\int_{\Gamma_{+}}(1-\zeta) \partial_{x}\left(x \partial_{x} s_{n}\right) \bar{v} d x \\
& -\left.\partial_{x} s_{n}\right|_{\Gamma_{+}}(P) \bar{v}(P)+(1+i) \int_{\Omega} s_{n} \bar{v} d x d y \\
I_{2}^{n}:= & \int_{\Gamma_{+}}\left(\partial_{\nu} s_{n}+\partial_{x}\left(x \partial_{x} s_{n}\right)\right) \zeta \bar{v} d x  \tag{45}\\
I_{3}^{n}:= & -\int_{\Omega} \Delta s_{n}(\zeta \bar{v}) d x d y .
\end{align*}
$$

Above we used that $\partial_{\nu} s_{n}=0$ on $\Gamma_{-}$according to the definition (41) of $s_{n}$. Let us study each of the terms of (45) separately.

We start with $I_{1}^{n}$. Since $\left(s_{n}\right)$ is bounded in $\mathrm{L}^{\infty}(\Omega)$, and so in $\mathrm{L}^{2}(\Omega)$, and that its derivatives are also bounded in $\mathrm{L}^{\infty}\left(\Omega \backslash D^{+}(O, \delta / 2)\right)$, we have

$$
\begin{equation*}
\left|I_{1}^{n}\right| \leq c\|v\|_{\mathrm{V}_{1}(\Omega)} \tag{46}
\end{equation*}
$$

where $c>0$ is a constant which may change from one line to another below but which remains independent of $n$. Now we deal with the term $I_{2}^{n}$ in (45). On $\Gamma_{+}$, we have

$$
\partial_{\nu} s_{n}+\partial_{x}\left(x \partial_{x} s_{n}\right)=\left(-i \tau \sin (i \tau \pi)+(i \tau+1 / n)^{2} \cos (i \tau \pi)\right) x^{i \tau+1 / n-1}
$$

which, using the fact that $\lambda=i \tau$ satisfies the relation (37), yields

$$
\partial_{\nu} s_{n}+\partial_{x}\left(x \partial_{x} s_{n}\right)=\left(\frac{2 i \tau}{n}+\frac{1}{n^{2}}\right) \cos (i \tau \pi) x^{i \tau+1 / n-1}
$$

Integrating by parts, we find

$$
\int_{\Gamma_{+}}\left(\partial_{\nu} s_{n}+\partial_{x}\left(x \partial_{x} s_{n}\right)\right) \zeta \bar{v} d x=-\int_{0}^{1} \int_{0}^{x}\left(\partial_{\nu} s_{n}+\partial_{t}\left(t \partial_{t} s_{n}\right)\right) d t \partial_{x}(\zeta \bar{v}) d x .
$$

Writing

$$
\int_{0}^{x}\left(\partial_{\nu} s_{n}+\partial_{t}\left(x \partial_{t} s_{n}\right)\right) d t \partial_{x}(\zeta \bar{v})=\frac{1}{i \tau+\frac{1}{n}}\left(\frac{2 i \tau}{n}+\frac{1}{n^{2}}\right) \cos (i \tau \pi) x^{i \tau+1 / n-1 / 2} x^{1 / 2} \partial_{x}(\zeta \bar{v})
$$

and using the Cauchy-Schwarz inequality, we obtain

$$
\left|\int_{\Gamma_{+}}\left(\partial_{\nu} s_{n}+\partial_{x}\left(x \partial_{x} s_{n}\right)\right) \zeta \bar{v} d x\right| \leq\left|\frac{1}{i \tau+\frac{1}{n}}\right|\left|\frac{2 i \tau}{n}+\frac{1}{n^{2}}\right||\cos (i \tau \pi)| \sqrt{\int_{0}^{1} x^{2 / n-1} d x} \sqrt{\int_{0}^{1} x\left|\partial_{x}(\zeta v)\right|^{2} d x}
$$

which is enough to conclude that

$$
\begin{equation*}
\left|I_{2}^{n}\right|=\left|\int_{\Gamma_{+}}\left(\partial_{\nu} s_{n}+\partial_{x}\left(x \partial_{x} s_{n}\right)\right) \zeta \bar{v} d x\right| \leq c\|v\|_{\mathrm{V}_{1}(\Omega)} \tag{47}
\end{equation*}
$$

Finally we work on the term $I_{3}^{n}$ in (45). Using that

$$
s_{n}(x, y)=r^{1 / n} s(x, y), \quad s(x, y)=r^{i \tau} \cos (i \tau(\theta-\pi))
$$

and the fact that $\Delta s=0$, we find

$$
\Delta s_{n}=\left(\frac{2 i \tau}{n}+\frac{1}{n^{2}}\right) \cos (i \tau(\theta-\pi)) r^{i \tau+1 / n-2}
$$

This allows us to write

$$
\begin{aligned}
\int_{\Omega} \Delta s_{n}(\zeta \bar{v}) d x d y & =\int_{0}^{\pi} \int_{0}^{1}\left(\frac{2 i \tau}{n}+\frac{1}{n^{2}}\right) \cos (i \tau(\theta-\pi)) r^{i \tau+1 / n-2}(\zeta \bar{v}) r d r d \theta \\
& =-\left(\frac{2 i \tau}{n}+\frac{1}{n^{2}}\right) \int_{0}^{\pi} \cos (i \tau(\theta-\pi))\left(\int_{0}^{1} \frac{1}{i \tau+1 / n} r^{i \tau+1 / n} \partial_{r}(\zeta \bar{v}) d r\right) d \theta \\
& =-\frac{1}{i \tau+1 / n}\left(\frac{2 i \tau}{n}+\frac{1}{n^{2}}\right) \int_{0}^{\pi} \int_{0}^{1} r^{i \tau+1 / n-1} \cos (i \tau(\theta-\pi)) \partial_{r}(\zeta \bar{v}) r d r d \theta .
\end{aligned}
$$

Using again the Cauchy-Schwarz inequality in $\mathrm{L}^{2}\left(D^{+}(O, 1)\right)$, we deduce

$$
\begin{equation*}
\left|I_{3}^{n}\right|=\left|\int_{\Omega} \Delta s_{n}(\zeta \bar{v}) d x d y\right| \leq c\|v\|_{\mathrm{V}_{1}(\Omega)} . \tag{48}
\end{equation*}
$$

Finally, gathering estimates (46), (47), (48) into (44), from (43), we obtain

$$
\begin{equation*}
\left\|\tilde{A} s_{n}\right\|_{\mathrm{V}_{1}(\Omega)} \leq c \tag{49}
\end{equation*}
$$

Properties (42) and (49) are in contradiction with (40). This ends the proof.

## 6 Problem with a vanishing and sign-changing impedance

The goal of the present section is to study the problem (12) which involves an impedance which is both vanishing at zero and whose sign is not constant. In Section 4, we showed that the boundary term in the problem (10), with an impedance which vanishes at zero but whose sign is constant, plays the role of the principal part and the volumic component is only a compact perturbation of it when $\alpha \in[0,1)$. Therefore, by considering here a sign-changing impedance, we strongly affect the principal part of the operator. For this reason, the question of the Fredholmness of $B$ compared to the one of $A$ is a priori not clear. We will see however that we have similar results for $A$ and $B$ when $\alpha \in[0,1]$.

### 6.1 Proof of Theorem 2.8 - case $\alpha \in[0,1)$

In order to prove Theorem 2.8, we will use, like in Proposition 4.1, an equivalence between the formulation (12) in 2D and a variational problem in 1D. Set $I_{+}:=(0,1), I_{-}:=(-1,0), \mathbb{I}:=(-1,1)$ and define the two spaces

$$
\mathrm{X}_{\alpha}\left(I_{ \pm}\right):=\left\{\phi_{ \pm} \in \mathrm{L}^{2}\left(I_{ \pm}\right),|x|^{\alpha / 2} d_{x} \phi_{ \pm} \in \mathrm{L}^{2}\left(I_{ \pm}\right)\right\}
$$

We equip them with their natural inner products

$$
\left(\phi_{ \pm}, \psi_{ \pm}\right)_{\mathrm{X}_{\alpha}\left(I_{ \pm}\right)}=\int_{I_{ \pm}} \phi_{ \pm} \overline{\psi_{ \pm}} d x+\int_{I_{ \pm}}|x|^{\alpha} d_{x} \phi_{ \pm} d_{x} \overline{\psi_{ \pm}} d x .
$$

For $\alpha \in[0,1)$, we also define the space

$$
\mathcal{X}_{\alpha}(\mathbb{I}):=\left\{\Phi=\left(\phi_{-}, \phi_{+}\right) \in \mathrm{X}_{\alpha}\left(I_{-}\right) \times \mathrm{X}_{\alpha}\left(I_{+}\right), \phi_{-}(0)=\phi_{+}(0)\right\} .
$$

It is a Hilbert space when endowed with the inner product, for $\Phi=\left(\phi_{-}, \phi_{+}\right), \Psi=\left(\psi_{-}, \psi_{+}\right)$,

$$
(\Phi, \Psi)_{X_{\alpha}(\mathbb{I})}=\left(\phi_{-}, \psi_{-}\right)_{\mathrm{X}_{\alpha}\left(I_{-}\right)}+\left(\phi_{+}, \psi_{+}\right)_{\mathrm{X}_{\alpha}\left(I_{+}\right)} .
$$

Note that the definition of $X_{\alpha}(\mathbb{I})$ relies on the result of Proposition 3.3 which guarantees that $\mathrm{X}_{\alpha}\left(I_{ \pm}\right) \subset \mathscr{C}^{0}\left(\overline{I_{ \pm}}\right)$as soon as $\alpha \in[0,1)$. Minor adaptations of the proof of Proposition 3.6 allow one to show that $\mathscr{C}^{\infty}(\overline{\mathbb{I}})$ is dense in $X_{\alpha}(\mathbb{I})$ for all $\alpha \in[0,1]$.
To state the result of equivalence, we need to define a few objects. Recall that $\Gamma=(-1,1) \times\{0\}$. Denote by $\Theta$ the Dirichlet-to-Neumann operator such that

$$
\begin{array}{cc}
\Theta: \quad \mathrm{H}^{1 / 2}(\Gamma) & \rightarrow \mathrm{H}^{-1 / 2}(\Gamma)  \tag{50}\\
\Phi & \mapsto \Theta \Phi=\partial_{\nu} u_{\Phi},
\end{array}
$$

where $u_{\Phi}$ is the unique element of $\mathrm{H}^{1}(\Omega)$ satisfying

$$
\begin{align*}
&-\Delta u_{\Phi}+u_{\Phi}=0 \\
& \text { in } \Omega  \tag{51}\\
& \partial_{\nu} u_{\Phi}=0 \\
& \text { on } \partial \Omega \backslash \bar{\Gamma} \\
& u_{\Phi}=\Phi
\end{align*}
$$

Classically, one shows that $\Theta$ is continuous from $\mathrm{H}^{1 / 2}(\Gamma)$ to $\mathrm{H}^{-1 / 2}(\Gamma)$. Additionally, set $G:=$ $-\partial_{\nu} \mathcal{U} \in \mathrm{H}^{-1 / 2}(\Gamma)$ where $\mathcal{U}$ is the unique function of $\mathrm{H}^{1}(\Omega)$ satisfying

$$
\begin{align*}
&-\Delta \mathcal{U}+\mathcal{U}=f \\
& \text { in } \Omega  \tag{52}\\
& \partial_{\nu} \mathcal{U}=0 \\
& \text { on } \partial \Omega \backslash \bar{\Gamma} \\
& \mathcal{U}=0
\end{align*} \quad \text { on } \Gamma . ~ \$
$$

Proposition 6.1. Assume that $\alpha \in[0,1)$. If the function $u \in \mathrm{~W}_{\alpha}(\Omega)$ satisfies (12) then $\Phi=$ $\left(\phi_{-}, \phi_{+}\right):=\left(\left.u\right|_{\Gamma_{-}},\left.u\right|_{\Gamma_{+}}\right)$solves the problem

Find $\Phi \in X_{\alpha}(\mathbb{I})$ such that for all $\Psi=\left(\psi_{-}, \psi_{+}\right) \in X_{\alpha}(\mathbb{I})$

$$
\begin{equation*}
-\int_{\Gamma_{-}}|x|^{\alpha} d_{x} \phi_{-} d_{x} \overline{\psi_{-}} d x+\int_{\Gamma_{+}} x^{\alpha} d_{x} \phi_{+} d_{x} \overline{\psi_{+}} d x+\langle\Theta \Phi, \bar{\Psi}\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)}=\langle G, \bar{\Psi}\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)} \tag{53}
\end{equation*}
$$

Conversely, if $\Phi \in \mathcal{X}_{\alpha}(\mathbb{I})$ satisfies (53), then $u=u_{\Phi}+\mathcal{U} \in \mathrm{W}_{\alpha}(\Omega)$ solves (12).
Proof. The proof is very similar to the one of Proposition 4.1. However we detail it for the sake of completeness. Assume first that $u \in \mathrm{~W}_{\alpha}(\Omega)$ solves (12). Then $\Phi=\left(\phi_{-}, \phi_{+}\right):=\left(\left.u\right|_{\Gamma_{-}},\left.u\right|_{\Gamma_{+}}\right)$ belongs to $X_{\alpha}(\mathbb{I})$. Indeed, then clearly there holds $\left(\phi_{-}, \phi_{+}\right) \in \mathrm{X}_{\alpha}\left(I_{-}\right) \times \mathrm{X}_{\alpha}\left(I_{+}\right)$. Additionally, from Proposition 3.3, we know that $\phi_{ \pm} \in \mathscr{C}\left(\overline{I_{ \pm}}\right)$. Since $\left.u\right|_{\partial \Omega} \in \mathrm{H}^{1 / 2}(\partial \Omega)$, we must have $\phi_{-}(0)=\phi_{+}(0)$ (as mentioned in [34, Chap. 33]). This can be shown by using the characterization of the space $\mathrm{H}^{1 / 2}(\partial \Omega)$ with the help of the double integral on $\partial \Omega$ (see for example [27]). On the other hand, for all $v \in \mathrm{~W}_{\alpha}(\Omega)$, there holds

$$
\int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y-\int_{\Gamma_{-}}|x|^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x+\int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x=\int_{\Omega} f \bar{v} d x d y
$$

The function $\mathcal{U} \in \mathrm{H}^{1}(\Omega)$ defined as the solution of (52), satisfies, for all $v \in \mathrm{~W}_{\alpha}(\Omega) \subset \mathrm{H}^{1}(\Omega)$,

$$
\int_{\Omega} \nabla \mathcal{U} \cdot \nabla \bar{v}+\mathcal{U} \bar{v} d x d y-\left\langle\partial_{\nu} \mathcal{U}, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)}=\int_{\Omega} f \bar{v} d x d y, \quad \forall v \in \mathrm{~W}_{\alpha}(\Omega)
$$

By taking the difference of the two above identities, we obtain, for all $v \in \mathrm{~W}_{\alpha}(\Omega)$,

$$
\begin{equation*}
\int_{\Omega} \nabla(u-\mathcal{U}) \cdot \nabla \bar{v}+(u-\mathcal{U}) \bar{v} d x d y-\int_{\Gamma_{-}}|x|^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x+\int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x=\langle G, \bar{v}\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)} \tag{54}
\end{equation*}
$$

Besides, by working as in (31), one finds that $u$ satisfies $-\Delta u+u=f$ in $\Omega$ and $\partial_{\nu} u=0$ on $\partial \Omega \backslash \bar{\Gamma}$. As a result, we get that the function $u-U \in \mathrm{H}^{1}(\Omega)$ solves (51) with $\Phi=\left(\phi_{-}, \phi_{+}\right)=\left(\left.u\right|_{\Gamma_{-}},\left.u\right|_{\Gamma_{+}}\right)$. We infer that for all $v \in \mathrm{~W}_{\alpha}(\Omega)$, we have

$$
\begin{equation*}
\int_{\Omega} \nabla(u-\mathcal{U}) \cdot \nabla \bar{v}+(u-\mathcal{U}) \bar{v} d x d y=\langle\Theta \Phi, \bar{v}\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)} \tag{55}
\end{equation*}
$$

Gathering (54) and (55), we get, for all $v \in \mathrm{~W}_{\alpha}(\Omega)$,

$$
\begin{equation*}
-\int_{\Gamma_{-}}|x|^{\alpha} d_{x} \phi_{-} d_{x} \bar{v} d x+\int_{\Gamma_{+}} x^{\alpha} d_{x} \phi_{+} d_{x} \bar{v} d x+\langle\Theta \Phi, \bar{v}\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)}=\langle G, \bar{v}\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)} \tag{56}
\end{equation*}
$$

Next, pick some $\Psi \in \mathscr{C}^{\infty}(\bar{\Gamma})$, extend it to $\partial \Omega \backslash \bar{\Gamma}$ to create an element $\tilde{\Psi} \in H^{1 / 2}(\partial \Omega)$ and consider some function $v \in \mathrm{H}^{1}(\Omega)$ such that $\left.v\right|_{\partial \Omega}=\tilde{\Psi}$. Obviously such a $v$ belongs to $\mathrm{W}_{\alpha}(\Omega)$. Inserting it in (56) gives
$-\int_{\Gamma_{-}}|x|^{\alpha} d_{x} \phi_{-} d_{x} \overline{\psi_{-}} d x+\int_{\Gamma_{+}} x^{\alpha} d_{x} \phi_{+} d_{x} \overline{\psi_{+}} d x+\langle\Theta \Phi, \bar{\Psi}\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)}=\langle G, \bar{\Psi}\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)}$.
Since this is true for all $\Psi \in \mathscr{C}^{\infty}(\bar{\Gamma})$, using the density of $\mathscr{C}^{\infty}(\bar{\Gamma})$ in $X_{\alpha}(\mathbb{I})$, we conclude that $\Phi=\left(\left.u\right|_{\Gamma_{-}},\left.u\right|_{\Gamma_{+}}\right)$solves (53). This ends the first part of the proof.

Now, assume that $\Phi \in X_{\alpha}(\mathbb{I})$ satisfies (53). Denote respectively by $u_{\Phi}, \mathcal{U}$ the solutions of (51), (52). For all $v \in \mathrm{~W}_{\alpha}(\Omega),\left(\left.v\right|_{\Gamma_{-}},\left.v\right|_{\Gamma_{+}}\right)$belongs to $X_{\alpha}(\mathbb{I})$. Therefore, for all $v \in \mathrm{~W}_{\alpha}(\Omega)$, we have

$$
-\int_{\Gamma_{-}}|x|^{\alpha} \partial_{x} u_{\Phi} \partial_{x} \bar{v} d x+\int_{\Gamma_{+}} x^{\alpha} \partial_{x} u_{\Phi} \partial_{x} \bar{v} d x+\left\langle\partial_{\nu} u_{\Phi}, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)}=-\left\langle\partial_{\nu} \mathcal{U}, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)}
$$

Using that $\mathcal{U}=0$ on $\Gamma$ implies $\partial_{x} \mathcal{U}=0$ on $\Gamma$, we get, for all $v \in \mathrm{~W}_{\alpha}(\Omega)$,

$$
-\int_{\Gamma_{-}}|x|^{\alpha} \partial_{x}\left(u_{\Phi}+\mathcal{U}\right) \partial_{x} \bar{v} d x+\int_{\Gamma_{+}} x^{\alpha} \partial_{x}\left(u_{\Phi}+\mathcal{U}\right) \partial_{x} \bar{v} d x+\left\langle\partial_{\nu}\left(u_{\Phi}+\mathcal{U}\right), \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}(\partial \Omega), \mathrm{H}^{1 / 2}(\partial \Omega)}=0
$$

Finally, since there holds,

$$
\left\langle\partial_{\nu}\left(u_{\Phi}+\mathcal{U}\right), \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}(\partial \Omega), \mathrm{H}^{1 / 2}(\partial \Omega)}=\int_{\Omega} \nabla\left(u_{\Phi}+\mathcal{U}\right) \cdot \nabla \bar{v}+\left(u_{\Phi}+\mathcal{U}\right) \bar{v} d x d y-\int_{\Omega} f \bar{v} d x d y
$$

we deduce that $u=u_{\Phi}+\mathcal{U} \in \mathrm{W}_{\alpha}(\Omega)$ satisfies Problem (12).
We are now able to prove Theorem 2.8.
Proof of Theorem 2.8. Due to the change of sign of the impedance $x \mapsto \operatorname{sign}(x)|x|^{\alpha}$, we can not directly apply the Lax-Milgram theorem to prove that the 1D variational problem (53) is wellposed. Instead we will adapt the T-coercivity approach presented in [7, 13]. Let us define the operator

$$
\mathbb{T}: \begin{aligned}
X_{\alpha}(\mathbb{I}) & \rightarrow X_{\alpha}(\mathbb{I}) \\
\Phi=\left(\phi_{-}, \phi_{+}\right) & \mapsto\left(-\phi_{-}+2 \phi_{+}(0), \phi_{+}\right)
\end{aligned}
$$

Let us comment a bit this choice. The " $-\phi_{-}$" in the definition of $\mathbb{T} \Phi$ on $I_{-}$will allow us to recover some positivity. However, to ensure that $\mathbb{T} \Phi$ belongs to $X_{\alpha}(\mathbb{I})$, we have to compensate for the jump of trace at zero. This explains the presence of the " $+2 \phi_{+}(0)$ ". Using in particular Proposition 3.3, we can show that $\mathbb{T}$ is continuous. Additionally, we have $\mathbb{T} \circ \mathbb{T}=I d$, where $\operatorname{Id}: X_{\alpha}(\mathbb{I}) \rightarrow X_{\alpha}(\mathbb{I})$
stands for the identity of $X_{\alpha}(\mathbb{I})$. This guarantees that $\mathbb{T}$ is an isomorphism. Now, with the Riesz representation theorem, define the continuous operators $\mathrm{S}, \mathrm{K}: X_{\alpha}(\mathbb{I}) \rightarrow X_{\alpha}(\mathbb{I})$ such that for all $\Phi, \Psi \in \mathcal{X}_{\alpha}(\mathbb{I})$,

$$
\begin{gathered}
(\mathrm{S} \Phi, \Psi)_{\left.x_{\alpha(\mathbb{I}}\right)}=-\int_{I_{-}}|x|^{\alpha} d_{x} \phi_{-} d_{x} \overline{\psi_{-}} d x+\int_{I_{+}} x^{\alpha} d_{x} \phi_{+} d_{x} \overline{\psi_{+}} d x+\int_{\mathbb{I}} \mathbb{T} \Phi \bar{\Psi} d x \\
(\mathrm{~K} \Phi, \Psi)_{x_{\alpha}(\mathbb{I})}=-\int_{\mathbb{I}} \mathbb{T} \Phi \bar{\Psi} d x+\langle\Theta \Phi, \bar{\Psi}\rangle_{\mathrm{H}^{-1 / 2}(\Gamma), \mathrm{H}^{1 / 2}(\Gamma)} .
\end{gathered}
$$

We have

$$
((\mathrm{S} \circ \mathbb{T}) \Phi, \Psi)_{x_{\alpha}(\mathbb{I})}=(\Phi, \Psi)_{X_{\alpha}(\mathbb{I})}, \quad \forall \Phi, \Psi \in X_{\alpha}(\mathbb{I})
$$

This proves that $S: X_{\alpha}(\mathbb{I}) \rightarrow X_{\alpha}(\mathbb{I})$ is an isomorphism whose inverse is $\mathbb{T}$. On the other hand, exploiting that $\mathbb{T}: X_{\alpha}(\mathbb{I}) \rightarrow X_{\alpha}(\mathbb{I})$ is continuous, that $\Theta: \mathrm{H}^{1 / 2}(\Gamma) \rightarrow \mathrm{H}^{-1 / 2}(\Gamma)$ is continuous and that $X_{\alpha}(\mathbb{I})$ is compactly embedded in $\mathrm{H}^{1 / 2}(\Gamma)$ (consequence of Proposition 3.5), we can show that $\mathrm{K}: X_{\alpha}(\mathbb{I}) \rightarrow X_{\alpha}(\mathbb{I})$ is a compact operator. We deduce that $\mathrm{S}+\mathrm{K}$ is of Fredholm type. Since it is symmetric, it is of index zero. In particular, if only the null function solves (53) with $G \equiv 0$, then it admits a solution. The equivalence between problems (12) and (53) given by Proposition 6.1 completes the proof.

### 6.2 Proof of Theorem $2.9-$ case $\alpha=1$

In the previous paragraph, we considered the problem (12) for $\alpha \in[0,1)$. Here we address the case $\alpha=1$. In that situation, (12) simply writes

$$
\begin{align*}
& \text { Find } u \in \mathrm{~W}_{1}(\Omega) \text { such that for all } v \in \mathrm{~W}_{1}(\Omega) \\
& \int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y+\int_{\Gamma} x \partial_{x} u \partial_{x} \bar{v} d x=\int_{\Omega} f \bar{v} d x d y . \tag{57}
\end{align*}
$$

If $u$ solves (57), then $u$ satisfies the strong problem:

$$
\begin{array}{|cccl}
-\Delta u+u & = & f &  \tag{58}\\
\text { in } \Omega \\
\partial_{\nu} u & = & \partial_{x}\left(x \partial_{x} u\right) & \\
\text { on } \Gamma \\
\partial_{\nu} u & = & 0 & \\
\text { on } \Gamma_{0} .
\end{array}
$$

Similarly to what has been done in Section 5, let us compute the singularities associated to the principal part of (58) at the origin and which are of the form $s(x, y)=r^{\lambda} \varphi(\theta)$. This times, we find that $(\lambda, \varphi)$ must satisfy the spectral problem

$$
\begin{array}{rlccc}
d_{\theta \theta}^{2} \varphi(\theta)+\lambda^{2} \varphi(\theta) & = & 0 & \text { in }(0, \pi)  \tag{59}\\
-d_{\theta} \varphi(0) & = & \lambda^{2} \varphi(0) \\
-d_{\theta} \varphi(\pi) & = & \lambda^{2} \varphi(\pi) &
\end{array}
$$

For $\lambda \neq 0$, let us look for $\varphi$ in the form $\varphi(\theta)=A \cos (\lambda \theta)+B \sin (\lambda \theta)$ where $A, B$ are some constants. The second relation of (59) gives $-B=\lambda A$ and so $\varphi(\theta)=A(\cos (\lambda \theta)-\lambda \sin (\lambda \theta))$. From the third equation of (59), we find that there is a non zero solution if and only if $\lambda \neq 0$ satisfies

$$
\sin (\lambda \pi)+\lambda \cos (\lambda \pi)=\lambda(\cos (\lambda \pi)-\lambda \sin (\lambda \pi)) \quad \Longleftrightarrow \quad\left(1+\lambda^{2}\right) \sin (\lambda \pi)=0
$$

Thus, among the singular exponents, we find the values $\lambda= \pm i$. Then mimicking the proof of Theorem 2.6 with $\tau$ replaced by 1 , we can then establish Theorem 2.9 by working by contradiction. In the process, we need the density of $\mathscr{C}^{\infty}(\bar{\Omega})$ in $\mathrm{W}_{\alpha}(\Omega)$ for $\alpha \in[0,1]$ and more precisely the density of $\mathscr{C}_{0}^{\infty}(\bar{\Omega} \backslash\{O\})$ in $\mathrm{W}_{1}(\Omega)$. The proofs of these results follow the same steps as the ones of Lemma 5.2 and Lemma 5.3 respectively.

## 7 Relationship between the strong and weak formulations

In this section, we discuss the equivalence between strong and weak formulations. As we will see, this is not an obvious point, the reason being that it is not clear in which sense the boundary conditions in the strong problems should be imposed. We start by showing the simple result of Theorem 2.3.

Proof of Theorem 2.3. Assume that $u \in \mathrm{~V}_{\alpha}(\Omega)$ satisfies (10). Choosing first $v \in \mathscr{C}_{0}^{\infty}(\Omega)$ in the variational formulation, we get $-\Delta u+u=f$ in $\mathcal{D}^{\prime}(\Omega)$. Then working as after (31), we obtain $\partial_{\nu} u=0$ on $\partial \Omega \backslash \overline{\Gamma_{+}}$. Finally, let us choose $v \in \mathrm{~V}_{\alpha}(\Omega)$ in (10). Using the Green formula

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla \bar{v} d x d y=-\int_{\Omega} \Delta u \bar{v} d x d y+\left\langle\partial_{\nu} u, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}(\partial \Omega), \mathrm{H}^{1 / 2}(\partial \Omega)} \tag{60}
\end{equation*}
$$

we find

$$
\begin{equation*}
\left\langle\partial_{\nu} u, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}+s \int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x=0 \tag{61}
\end{equation*}
$$

Now, consider some $\varphi \in \mathscr{C}_{0}^{\infty}\left(\Gamma_{+}\right)$, extend it by zero to $\partial \Omega$ and introduce some function $v \in \mathrm{H}^{1}(\Omega)$ such that $\left.v\right|_{\partial \Omega}=\varphi$. Then clearly $v$ belongs to $\mathrm{V}_{\alpha}(\Omega)$. Inserting it into (61) gives

$$
\left\langle\partial_{\nu} u, \bar{\varphi}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}+s \int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{\varphi} d x=0
$$

Since this is true for all $\varphi \in \mathscr{C}_{0}^{\infty}\left(\Gamma_{+}\right)$, we obtain $\partial_{\nu} u=s \partial_{x}\left(x^{\alpha} \partial_{x} u\right)$ in the distributional sense on $\Gamma_{+}$. This shows that $u$ solves (8).

We establish similarly the result of Theorem 2.7 and for this reason, we omit the proof.
At this stage, it is natural to wonder if the converses of Theorems 2.3, 2.7 are true. Namely, do solutions of (8), (9) satisfy (10), (12) respectively? It turns out that the answer to this question is no in general because additional conditions are needed at $\partial \Gamma_{+}$. In other words, it is necessary to enrich the strong problems. To set ideas, let us consider (8). We will assume that $\partial \Omega$ also contains the flat segment $\tilde{\Gamma}_{+}:=(-\eta, 1+\eta) \times\{0\}$ for a certain $\eta>0$, and assume that the GIBC is imposed not only in $\mathcal{D}^{\prime}\left(\Gamma_{+}\right)$but also in $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$. Nevertheless, this is still not satisfactory because at the point $P=(1,0)$, the function $x \mapsto x^{\alpha} \mathbb{1}_{\Gamma_{+}}(x)$ has a jump which prevents from defining $\mathbb{1}_{\Gamma_{+}} \partial_{x} u$ as an element of $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$. This drawback comes from the fact that to simplify the presentation, we have decided to work on problems (10) and (12) which are rather academic. A more natural one is

$$
\begin{align*}
& \text { Find } u \in \tilde{\mathrm{~V}}_{\alpha}(\Omega) \text { such that for all } v \in \tilde{\mathrm{~V}}_{\alpha}(\Omega)  \tag{62}\\
& \int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y+s \int_{\Gamma_{+}} x^{\alpha}(1-x)^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x=\int_{\Omega} f \bar{v} d x d y
\end{align*}
$$

with

$$
\tilde{\mathrm{V}}_{\alpha}(\Omega):=\left\{v \in \mathrm{H}^{1}(\Omega) \mid x^{\alpha / 2}(1-x)^{\alpha / 2} \partial_{x} v \in \mathrm{~L}^{2}\left(\Gamma_{+}\right)\right\}
$$

It is linked to the strong formulation

$$
\begin{array}{rlcll}
-\Delta u+u & = & f & & \text { in } \Omega  \tag{63}\\
\partial_{\nu} u & = & & 0 & \text { on } \partial \Omega \backslash \tilde{\Gamma}_{+} \\
\partial_{\nu} u & = & s \partial_{x}\left(\mathbb{1}_{\Gamma_{+}}(x) x^{\alpha}(1-x)^{\alpha} \partial_{x} u\right) & & \text { on } \tilde{\Gamma}_{+},
\end{array}
$$

where the GIBC in (63) is written in $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$. Before proceeding, let us justify that this GIBC is well-defined in $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$. This will be a consequence of the two following lemmas.

For $\alpha \geq 0$, define $g_{\alpha}$ such that $g_{\alpha}(x)=\mathbb{1}_{\Gamma_{+}}(x) x^{\alpha}(1-x)^{\alpha}$.

Lemma 7.1. The function $g_{\alpha}$ belongs to $\mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)$if and only if $\alpha>0$.
Proof. Assume that $\alpha>0$. Define the rectangle $\mathcal{R}:=(-\eta, 1+\eta) \times(0,1)$ and introduce $u$ such that $u(x, y)=r^{\alpha} \cos (\theta / 2)$. We observe that $u \in \mathrm{H}^{1}(\mathcal{R})$. Indeed, we have

$$
\|u\|_{\mathrm{H}^{1}(\mathcal{R})}^{2} \leq \int_{0}^{\pi} \int_{0}^{1+\eta}\left(|u|^{2}+\left|\partial_{r} u\right|^{2}+r^{-2}\left|\partial_{\theta} u\right|^{2}\right) r d r d \theta<+\infty .
$$

Define also $v$ such that $v(x, y)=u(1-x, y)$. Clearly there also holds $v \in \mathrm{H}^{1}(\mathcal{R})$. Additionally, we remark that $u \in \mathscr{C}^{\infty}(\bar{\Omega} \backslash\{O\})$ and $v \in \mathscr{C}^{\infty}(\bar{\Omega} \backslash\{P\})$. From this, we deduce that $u v$ belongs to $\mathrm{H}^{1}(\mathcal{R})$. By continuity of the trace mapping from $\mathrm{H}^{1}(\mathcal{R})$ to $\mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)$, since $\left.(u v)\right|_{\tilde{\Gamma}_{+}}=g_{\alpha}$, we infer that $g_{\alpha}$ belongs to $\mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)$.
When $\alpha=0$, it is clear that the discontinuous function $g_{0}$ does not belong to $\mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)$(see again [34, Chap. 33]).
Lemma 7.2. For $\alpha>0$ and $v \in \tilde{\mathrm{H}}^{-1 / 2}\left(\tilde{\Gamma}_{+}\right)$, $g_{\alpha} v$ belongs to $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$.
Proof. We can define $g_{\alpha} v$ as the distribution such that for $\phi \in \mathscr{C}_{0}^{\infty}\left(\tilde{\Gamma}_{+}\right)$,

$$
\left\langle g_{\alpha} v, \phi\right\rangle:=\left\langle v, g_{\alpha} \phi\right\rangle
$$

provided that $g_{\alpha} \phi$ belongs to $\tilde{\mathrm{H}}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)$. But this can be shown exactly as in the proof of Lemma 7.1. More precisely, by setting $w(x, y)=u(x, y) v(x, y) \phi(x)$, we find

$$
\|w\|_{\mathrm{H}^{1}(\mathcal{R})} \leq C\left(\|\phi\|_{L^{\infty}\left(\tilde{\Gamma}_{+}\right)}+\left\|d_{x} \phi\right\|_{L^{\infty}\left(\tilde{\Gamma}_{+}\right)}\right)
$$

where here and below $C>0$ is a constant which is independent of $\phi$. By continuity of the trace mapping from $\mathrm{H}^{1}(\mathcal{R})$ to $\mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)$, since $\left.w\right|_{\tilde{\Gamma}_{+}}=g_{\alpha} \phi$, we infer that

$$
\left\|g_{\alpha} \phi\right\|_{\mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)} \leq C\left(\|\phi\|_{\mathrm{L}^{\infty}\left(\tilde{\Gamma}_{+}\right)}+\left\|d_{x} \phi\right\|_{\mathrm{L}^{\infty}\left(\tilde{\Gamma}_{+}\right)}\right)
$$

Introduce the points $P_{1}:=(-\eta, 0), P_{2}:=(1+\eta, 0)$ corresponding to the ends of $\tilde{\Gamma}_{+}$, and $d(x):=d\left((x, 0),\left\{P_{1}, P_{2}\right\}\right)$ ( $d$ is the distance function to the boundary of $\left.\tilde{\Gamma}_{+}\right)$. Classically, the space $\tilde{\mathrm{H}}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)$can be endowed with the norm $\|\cdot\|_{\tilde{\mathrm{H}}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)}$such that for $\psi \in \tilde{\mathrm{H}}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)$

$$
\|\psi\|_{\tilde{\mathrm{H}}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)}=\left(\|\psi\|_{\mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)}^{2}+\left\|d^{-1 / 2} \psi\right\|_{\mathrm{L}^{2}\left(\tilde{\Gamma}_{+}\right)}^{2}\right)^{1 / 2}
$$

Hence for all $\phi \in \mathscr{C}_{0}^{\infty}\left(\tilde{\Gamma}_{+}\right)$which is compactly supported in $K \subset \tilde{\Gamma}_{+}$, there exists a constant $C_{K}$ depending on $K$ such that

$$
\left\|g_{\alpha} \phi\right\|_{\tilde{\mathrm{H}}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)} \leq C_{K}\left\|g_{\alpha} \phi\right\|_{\mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)} \leq C_{K}\left(\|\phi\|_{\mathrm{L}^{\infty}\left(\tilde{\Gamma}_{+}\right)}+\left\|d_{x} \phi\right\|_{\mathrm{L}^{\infty}\left(\tilde{\Gamma}_{+}\right)}\right)
$$

This yields

$$
\left|\left\langle g_{\alpha} v, \phi\right\rangle\right| \leq C_{K}\left(\|\phi\|_{L^{\infty}\left(\tilde{\Gamma}_{+}\right)}+\left\|d_{x} \phi\right\|_{L^{\infty}\left(\tilde{\Gamma}_{+}\right)}\right),
$$

which proves that $g_{\alpha} v$ is an element of $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$.
Proposition 7.3. For $\alpha>0$, if $u \in \tilde{V}_{\alpha}(\Omega)$, then $\partial_{x}\left(\mathbb{1}_{\Gamma_{+}}(x) x^{\alpha}(1-x)^{\alpha} \partial_{x} u\right)$ belongs to $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$.
Proof. If $u \in \tilde{\mathrm{~V}}_{\alpha}(\Omega)$ then we have $u \in \mathrm{H}^{1}(\Omega)$ and so $\left.u\right|_{\tilde{\Gamma}_{+}} \in \mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)$. This implies that $\left.\partial_{x} u\right|_{\tilde{\Gamma}_{+}} \in$ $\tilde{\mathrm{H}}^{-1 / 2}\left(\tilde{\Gamma}_{+}\right)$. Then Lemma 7.2 guarantees that $\left.g_{\alpha} \partial_{x} u\right|_{\tilde{\Gamma}_{+}}$is well defined in $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$. As a consequence, $\partial_{x}\left(g_{\alpha} \partial_{x} u\right)$ belongs to $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$.
Now we can state the main result concerning the relationship between problems (62) and (63).

## Theorem 7.4.

For any $\alpha \geq 0$, if $u$ satisfies (62), then it solves (63).
For $\alpha \in(0,1]$, if $u \in \tilde{\mathrm{~V}}_{\alpha}(\Omega)$ satisfies (63), then it solves (62).
Proof. The first item can be established by working as in the proof of Theorem 2.3 with the help of Proposition 7.3. Let us focus our attention on the second point.
Assume that $u \in \tilde{\mathrm{~V}}_{\alpha}(\Omega)$ satisfies (63). Introducing again the points $P_{1}=(-\eta, 0), P_{2}=(1+\eta, 0)$ corresponding to the ends of $\tilde{\Gamma}_{+}$, multiplying the first equation of (63) by $v \in \mathscr{C}_{0}^{\infty}\left(\bar{\Omega} \backslash\left\{P_{1}, P_{2}\right\}\right)$ and using the Green formula (60), we get

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y-\left\langle\partial_{\nu} u, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\tilde{\Gamma}_{+}\right), \mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)}=\int_{\Omega} f \bar{v} d x d y \tag{64}
\end{equation*}
$$

Since $u \in \tilde{V}_{\alpha}(\Omega)$, Proposition 7.3 guarantees that $\partial_{x}\left(g_{\alpha} \partial_{x} u\right)$ belongs to $\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right)$. Exploiting that $\left.v\right|_{\tilde{\Gamma}_{+}} \in \mathscr{C}_{0}^{\infty}\left(\tilde{\Gamma}_{+}\right)$, we can write

$$
\left\langle\partial_{x}\left(g_{\alpha} \partial_{x} u\right), \bar{v}\right\rangle_{\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right), \mathscr{C}_{0}^{\infty}\left(\tilde{\Gamma}_{+}\right)}=-\left\langle g_{\alpha} \partial_{x} u, \partial_{x} \bar{v}\right\rangle_{\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right), \mathscr{C}_{0}^{\infty}\left(\tilde{\Gamma}_{+}\right)}=-\int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x
$$

On the other hand, using that

$$
s\left\langle\partial_{x}\left(g_{\alpha} \partial_{x} u\right), \bar{v}\right\rangle_{\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right), \mathscr{C}_{0}^{\infty}\left(\tilde{\Gamma}_{+}\right)}=\left\langle\partial_{\nu} u, \bar{v}\right\rangle_{\mathcal{D}^{\prime}\left(\tilde{\Gamma}_{+}\right), \mathscr{C}_{0}^{\infty}\left(\tilde{\Gamma}_{+}\right)}=\left\langle\partial_{\nu} u, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\tilde{\Gamma}_{+}\right), \mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)}
$$

we obtain

$$
\left\langle\partial_{\nu} u, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\tilde{\Gamma}_{+}\right), \mathrm{H}^{1 / 2}\left(\tilde{\Gamma}_{+}\right)}=-s \int_{\Gamma_{+}} x^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x
$$

With (64), this gives

$$
\int_{\Omega} \nabla u \cdot \nabla \bar{v}+u \bar{v} d x d y+s \int_{\Gamma_{+}} x^{\alpha}(1-x)^{\alpha} \partial_{x} u \partial_{x} \bar{v} d x=\int_{\Omega} f \bar{v} d x d y, \quad \forall v \in \mathscr{C}_{0}^{\infty}\left(\bar{\Omega} \backslash\left\{P_{1}, P_{2}\right\}\right)
$$

Finally, we can conclude by using the density of $\mathscr{C}_{0}^{\infty}\left(\bar{\Omega} \backslash\left\{P_{1}, P_{2}\right\}\right)$ in $\tilde{\mathrm{V}}_{\alpha}(\Omega)$. This latter result can be shown by exploiting Lemma 5.2 and using the fact that $\mathrm{H}^{1}$ functions vanishing in a neighbourhood of $\left\{P_{1}, P_{2}\right\}$ are dense in $\mathrm{H}^{1}(\Omega)$ (see e.g. Lemma 1.2.2 in [14]).

It is natural to wonder if the second point of Theorem 7.4 also holds for $\alpha=0$. Note that for $\alpha=0$, there holds $\tilde{\mathrm{V}}_{0}(\Omega)=\mathrm{V}_{0}(\Omega)$ and that (10), (62) are the same. Let us define the space

$$
\mathrm{V}_{0}^{2}(\Omega):=\left\{v \in \mathrm{H}^{1}(\Omega),\left.v\right|_{\Gamma_{+}} \in \mathrm{H}^{2}\left(\Gamma_{+}\right)\right\}
$$

We emphasize that $\mathrm{V}_{0}^{2}(\Omega)$ is smaller than $\mathrm{V}_{0}(\Omega)$ because in the latter space, we only impose $\left.v\right|_{\Gamma_{+}} \in \mathrm{H}^{1}\left(\Gamma_{+}\right)$. We have the following result.

Proposition 7.5. A function $u \in \mathrm{~V}_{0}^{2}(\Omega)$ solves (62) with $\alpha=0$ if and only if it satisfies

$$
\begin{array}{rlcll}
-\Delta u+u & = & f & & \text { in } \Omega  \tag{65}\\
\partial_{\nu} u & = & 0 & & \text { on } \partial \Omega \backslash \overline{\Gamma_{+}} \\
\partial_{\nu} u & = & s \partial_{x x} u & & \text { on } \Gamma_{+} \\
\left.\partial_{x} u\right|_{\Gamma_{+}} & = & 0 & & \text { at }\{O, P\} \text { with } P=(1,0) .
\end{array}
$$

Proof. Assume that $u$ solves (62) with $\alpha=0$ and belongs to $\mathrm{V}_{0}^{2}(\Omega)$. From Theorem 2.3, it is clear that $u$ satisfies all the equations of (8) with $\alpha=0$. On the other hand, for all $v \in \mathrm{~V}_{0}(\Omega)$, we have

$$
\left\langle\partial_{\nu} u, \bar{v}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}+s \int_{\Gamma_{+}} \partial_{x} u \partial_{x} \bar{v} d x=0
$$

Choosing $v$ such that $\left.v\right|_{\Gamma_{+}}=\phi$ where $\phi$ is a given element of $\mathscr{C}^{\infty}\left(\overline{\Gamma_{+}}\right)$, we get

$$
\left\langle\partial_{\nu} u, \bar{\phi}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}+s \int_{\Gamma_{+}} \partial_{x} u \partial_{x} \bar{\phi} d x=0 .
$$

Using an integration by parts and the fact that $\left.u\right|_{\Gamma_{+}} \in \mathrm{H}^{2}\left(\Gamma_{+}\right)$, for all $\phi \in \mathscr{C}^{\infty}\left(\overline{\Gamma_{+}}\right)$, we obtain

$$
\left\langle\partial_{\nu} u, \bar{\phi}\right\rangle_{\mathrm{H}^{-1 / 2}\left(\Gamma_{+}\right), \mathrm{H}^{1 / 2}\left(\Gamma_{+}\right)}-s \int_{\Gamma_{+}} \partial_{x x}^{2} u \bar{\phi} d x-\left.s \partial_{x} u\right|_{\Gamma_{+}}(O) \overline{\left.\phi\right|_{\Gamma_{+}}(O)}+\left.s \partial_{x} u\right|_{\Gamma_{+}}(P) \overline{\left.\phi\right|_{\Gamma_{+}}(P)}=0 .
$$

This yields $\left.\partial_{x} u\right|_{\Gamma_{+}}(O)=\left.\partial_{x} u\right|_{\Gamma_{+}}(P)=0$.
The converse statement follows the same lines.
Remark 7.6. We do not know if Theorem 7.4 holds for $\alpha=0$ but we conjecture that additional conditions at $O, P$ are required for a solution to (8) to always satisfy (62). Unfortunately, the additional conditions $\left.\partial_{x} u\right|_{\Gamma_{+}}(O)=\left.\partial_{x} u\right|_{\Gamma_{+}}(P)=0$ have no meaning in general for $u \in \mathrm{~V}_{0}(\Omega)$.

## 8 Numerical illustrations

In this section, we provide numerical results concerning the discretization of the problems (10) and (12). More precisely, we solve (10) and (12) using a standard P2 finite element method and display the numerical solutions for different meshes of the geometry. Admittedly, we have no guarantee that when the problem at the continuous level is well-posed, the numerical solution converges to the exact solution when the mesh is refined. The question of the numerical approximations of (10) and (12), when they are well-posed, remains to be studied. Here we simply wish to present what is observed. For the numerical analysis of problems similar to (10) with $s=-1$ and $\alpha=0$, we refer the reader to $[25,24,11]$.

Practically, we work in the rectangle $\Omega=(-1,1) \times(0,1)$, use the library Freefem++ [23] to compute the numerical solutions and display the results with Paraview ${ }^{1}$. For the source term, we choose $f(x, y)=\cos (x)$.

In Figures 2-7, we present the numerical solutions associated with the problem (10) for $s=-1$ and different values of $\alpha$. In Figures 2, 4, we take respectively $\alpha=0.5$ and $\alpha=0.95$. The meshes used in the experiments appear in Figure 3. In Figures 2, 4, when the mesh is refined, we observe that the numerical solution seems to converge. This is quite in agreement with Theorem 2.5 with guarantees that (10) is well-posed in the Fredholm sense when $\alpha \in[0,1)$.


Figure 2: Numerical resolution of (10) for ten different meshes with $s=-1$ and $\alpha=0.5$.
In Figure 5, we display similar results but this time with $\alpha=1$. We note the that the numerical solution does not converge when the mesh is refined. According to Theorem 2.6, which ensures that the operator $A: \mathrm{V}_{1}(\Omega) \rightarrow \mathrm{V}_{1}(\Omega)$ is not of Fredholm type in that case, this was somehow expected. In Figure 6, we show another view of the numerical solution for one particular mesh. This allows us to illustrate the singular behaviour at the origin which is responsible for the ill-posedness of the problem (see (38)).

[^0]

Figure 3: Meshes used in the experiments.


Figure 4: Numerical resolution of (10) for ten different meshes with $s=-1$ and $\alpha=0.95$.


Figure 5: Numerical resolution of (10) for ten different meshes with $s=-1$ and $\alpha=1$.


Figure 6: Illustration of the singular behaviour of the numerical solution of (10) with $s=-1$ and $\alpha=1$. Here the mesh is the same as in the 7th image of Figure 5 .

In Figure 7, we work with $\alpha=1.5$. Again, the numerical solution does not converge when we refine the mesh. This suggests that the problem at the continuous level is not well-posed in the Fredholm sense, a result that we have not been able to prove.
In Figure 8, we display results in the good sign case $s=1$ with $\alpha=1.5$. In agreement with Theorem 2.4, which guarantees that (10) is well-posed, we observe that the numerical solution converges when the mesh is refined. In that situation, the corresponding sesquilinear form is coercive and we can apply the Céa's lemma. The question of the approximability of $\mathrm{V}_{\alpha}(\Omega)$ by usual Lagrange finite elements spaces however remains to be studied.
Finally, in Figures 9-11, we display results concerning Problem (12) which involves an impedance which is both vanishing and sign-changing. For $\alpha=0.5$, the numerical solution converges when the mesh is refined (Figure 9). This is not the case for $\alpha=1$ (Figure 10). These observations are in line with the statements of Theorems 2.8 and 2.9. For $\alpha=1.5$ (Figure 11), the numerical


Figure 7: Numerical resolution of (10) for ten different meshes with $s=-1$ and $\alpha=1.5$.


Figure 8: Numerical resolution of (10) for ten different meshes with $s=1$ and $\alpha=1.5$.
solution does not converge either. Proving that the operator $B$ defined in (13) is not of Fredholm type in that situation remains to be done.


Figure 9: Numerical resolution of (12) for ten different meshes with $\alpha=0.5$.


Figure 10: Numerical resolution of (12) for ten different meshes with $\alpha=1$.


Figure 11: Numerical resolution of (12) for ten different meshes with $\alpha=1.5$.

## 9 Concluding remarks

Let us discuss here a few possible extensions and present some open questions following our study. In the bad sign case $s=-1$, we proved that the operators $A, B$ defined respectively in (11), (13) are Fredholm for $\alpha \in[0,1)$ and are not Fredholm for $\alpha=1$. For $s=-1$ and $\alpha>1$ (see Figure 7), we expect that $A$ and $B$ are not Fredholm but unfortunately, we are unable to establish this result. This is due to the fact that then there are no singularities with separate variables in polar coordinates at the origin. On the other hand, we worked with the equation $-\Delta u+u=f$ in $\Omega$. For $\alpha \in[0,1]$, we could similarly consider the cases $-\Delta u=f$ or $-\Delta u-\omega^{2} u=f$ with $\omega \in \mathbb{C}$. This only induces compact perturbations and does not affect Fredholm properties for $A$ and $B$. Besides, we imposed generalized impedance boundary conditions on parts of the boundary which coincide with flat segments. This feature is used in particular to establish the compactness result of Proposition 3.5 (see (18)) or to compute the singularities in (36). When $\Gamma_{ \pm}$are smooth curves, we do not expect significant differences in the results compared to what we have obtained. However the proofs need to be written rigorously. In this study, for $s=-1$, we did not consider the question of injectivity of $A$ and $B$. For $\alpha \in[0,1)$, due do the Fredholm property, we know that these operators have a kernel of finite dimension. However showing that this kernel reduces to the null function is an open question. We do not expect that this occurs in all geometries but even finding a simple $\Omega$ where we can prove that this is true reveals complicated because we can not use separation of variables due to the form of the operators. We focused our attention on the 2 D case. In 3 D , the singularities are different and the analysis must be adapted. Additionally, in 3D one could consider situations where the impedance, which is then a function of two variables, vanishes on a line and not only at a point. The study of the problem in such a circumstance is completely open. Finally, in Section 8 we presented simple numerical experiments whose results seem in accordance with our theorems. However there is no justification here. It would be interesting to establish results of convergence for our numerical methods when the mesh is refined and when $A, B$ are isomorphisms.
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