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ABSTRACT Recent years brought an exponential growth of social media which revolutionized freedom
of speech but significantly increased the propagation of hate speech and hate-based activities. Therefore,
constructive countermeasures are necessary to prevent escalating hateful content on online social media.
Many recent works target explicit hate speech, but only a few studies have utilized multiple fused features
such as sentiment, targets, and emotions as attributes to enhance the detection of hate speech. In general,
sentiment features help to discern feelings such as positivity or negativity, and emotion features provide a
deeper level of granularity, focusing on a more comprehensive understanding of sensitivities. The aim of
this paper is to investigate the significance of incorporating fine-grained emotions as an essential feature in
improving the classification of implicit hate speech. First, we analyzed emotion variations of hateful and
non-hateful content and explored their major fine-grained emotion discrepancies targeting implicit hateful
content. Next, we introduce a multi-task learning approach that integrates emotions and sentiment features
to classify implicit expressions of hatred. To evaluate the effectiveness of our multi-task learning approach,
we compared it with baseline models using single-task learning approaches. The experimental results show
that our multi-task approach outperformed in classifying implicit hate speech compared to the baseline
models and demonstrates that fine-grained emotional knowledge decreases the classification error across
multiple implicit hate categories.

INDEX TERMS Hate Speech, Emotion Analysis, Social Media, Implicit Hate, Multi-task learning

l. INTRODUCTION

Warning: this paper contains content that may be offensive or

upsetting. y 3
Implicit hate ~ Explicit hate

Hate speech or hate communication that disparages a

person or a group based on some characteristic such as make america white again : come home white man . rise up
race, colour, ethnicity, gender, sexual orientation, nationalit saturdays nationalist unity against the jewish agenda . join
A ’ Y. & 2 ’ ¥ gathering | traditionalist today . you owe it to your race .
religion, or other characteristics, has always been one of the youth network you owe it to your children . #heil
biggest concerns since the advent of the Internet and social
media. Popular social media platforms such as Twitter and Indirectly suggested a racial Directly targeted at white men
Facebook allow people to share their thoughts and ideas demographic as the intended and associated with extremist
freely and anonymously, which brings a vibrant environment audience. ideologies

for discussion but sometimes incites hurtful and insulting
speeches. Due to the vast amount of content produced daily
on social network platforms, it is impossible to monitor all
the content manually and filter the harmful ones. Conse-
quently, efficient automatic hate speech detection methods
are required to study and prevent their spread [[1]], [2], [3].
As shown in Figure [I] hate speech can either be implicit
or explicit [4]]. The detection of implicit hatred is more chal-
lenging due to the lack of explicit cues to understand biases

FIGURE 1: Implicit hate vs Explicit hate: The detection
of explicit hate speech is relatively straightforward since it
involves the use of direct and straightforward language to
convey hatred. In contrast, detecting implicit hate speech
poses greater challenges as it relies on understanding the
overall meaning of a sentence and analyzing linguistic varia-
tions due to its subtle and indirect nature.
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or ideologies [5]]. Hence, implicit hate speech detection is
a difficult task and requires identifying prominent textual
features compared to explicit hate speech [6]].

In the literature, various methods have been extensively
utilized for explicit hate speech detection, including lexicon-
based, rule-based, and linguistic feature-based and incor-
porated different embedding types with numerous Machine
Learning (ML) techniques [7]]. The aforementioned feature
extraction techniques are not efficient to detect implicit
hateful content due to sophisticated language patterns and
expressions and a lack of hatred indicators. The recent
advancements in hate speech detection usually focused on
semantic features of textual content, but sentimental fea-
tures were also utilized in hate speech detection [§] with
a prevailing emphasis on the binary polarity (positive or
negative). In addition, a few research works have utilized
emotional features for the detection of hate speech, but their
focus has been limited to specific emotional categories and
a single hate category [9] [10]], while implicit hate speech
detection mainly revolves around data-driven approaches that
used deep models and language models to capture semantic
features [5]. These studies provide evidence that effectively
addressing the nature of hate speech detection and techniques
such as leveraging emotions and sentiment analysis can play
an important role in uncovering hidden patterns and gaining
insights into the underlying implications to better understand
implicit hate speech.

Compared to binary polarity, emotion features are finer-
grained and can express more subtle and complex sentiments
in the text. Thus, exploring fine-grained emotions in hateful
content for different hate categories is necessary to identify
their impact on various hate speech types. In addition, this
is also useful in exploiting emotion-agnostic hate speech
detection models. This paper focuses on exploring the fine-
grained emotions within implicit hateful content, highlight-
ing their substantial variation in different emotion categories.
After that, we conducted experiments to assess whether fine-
grained emotions are useful features for classifying implicit
hateful content.

The main contributions in this paper are two-folds, accom-
panied by several other sub-contributions:

1) An extensive analysis of emotion distribution of hateful vs
non-hateful content:

- Examine the distribution of emotions in 3 levels (sen-
timent, Ekman, and fine-grained) in both non-hateful and
hateful content.

- Explore the variations of fine-grained emotion categories
within implicit hateful content.

2) Implicit hate speech classification with single-task learn-
ing (STL) and multi-task learning (MTL) models:

- Propose feature fusion STL embedding-based classifiers
that integrate emotion and sentiment features with text fea-
tures for the classification of implicit hate speech. Addition-
ally, we conduct an ablation study to evaluate the effective-
ness of the different features.
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- Propose a multi-task approach based on a Transformer-
based shared encoder, which incorporates three distinct
heads: a hate speech head, a fine-grained emotions head,
and a sentiment level head. We show the effectiveness of
this model compared to the STL models when classifying
implicit hate over several categories (incitement, inferiority,
irony, stereotypical, threatening, and white grievance).

- To demonstrate the enhanced performances of the multi-
task approach, we conduct an error analysis on the perfor-
mance of both the single-task and multi-task setups.

The analysis results show that examining fine-grained
emotions across multiple implicit hate categories provides
different intensity levels within emotion categories. The
experimental results validate that leveraging this variation
improved the performances of the MTL-based implicit hate
speech detection models.

The rest of the paper is structured as follows: Section
IT describes the background knowledge and related works.
Datasets used for the analysis and evaluation are presented
in Section III. In Section IV, the analysis of the emotional
dimensions of hate speech is provided, while Section V
presents the proposed architecture of our system with the
experimental methodology and results along with error anal-
ysis on system performance. Lastly, Section VI concludes the
work and presents future directions.

Il. RELATED WORK

Hate speech is harmful and often targets an individual or
group of people directly attacking hate towards them. Hate
speech expressions can be explicit or implicit. Compared to
explicit, implicit poses challenges such as fewer lexicons to
learn the model, bias towards the dataset and its labelling
etc. With the rise of hate speech in online social media,
several automatic hate content detection models have been
proposed in the literature which are based on natural lan-
guage processing techniques. Most of the proposed models
used supervised ML methods. However, the generalisability
of those models is not noticeable when they are applied to
other unseen datasets [11]. In addition, existing models are
severely overestimated [12] and therefore, it still dares to
apply these models in real-world scenarios.

A. HATE SPEECH DETECTION USING TEXT-BASED
FEATURES

Many existing methods relied on the lexicons-based features,
rule-based features, corpus-based approaches and probabilis-
tic models [13[], [14], [15]. These models solely depend
upon domain-specific features and the co-occurrence of those
features to decide whether the polarity of hate content is
indirect. A number of corpus-based methods exhibit a high
false positive rate since the classification entirely depends on
a defined set of words which are used to recognize the po-
larity [[16]]. Another group of research works widely adapted
linguistic features such as Bag-of-word (BoW) approaches
to detect hate speech. These BoW-based hate speech detec-
tion methods rely on offensive keywords [17]. Apart from
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that, n-grams are also used in hate speech classification and
improved the performance of those models compared to
the BoW. Davidson et al. [18] used n-grams to build their
classifier and demonstrated and analyzed why hateful content
is misclassified in the BoW model. The main reason for this
is that n-gram models are capable of capturing consecutive
words of varying size, but BoW losses this ability to recog-
nize from the given sentence. In this study, we delve into
the text-based characteristics of hate speech by employing
diverse text-embedding techniques. Furthermore, we lever-
age these features, in conjunction with emotion and sentiment
attributes, to focus on the implicit hate speech task.

B. HATE SPEECH DETECTION USING TEXT
EMBEDDING-BASED METHODS

Text embedding methods are used to train hate speech clas-
sifiers and they are capable of capturing semantic meaning
through word vectors. Djuric et al. [19] applied sentence
embedding (paragraph2vec). Their results outperformed pre-
vious BoW representation-based methods. Sebastian et al.
[20]] explored the classification accuracy of multiple embed-
ding types (BOW, 2-grams, 3-grams, linguistics, Word2Vec,
Paragraph2vec, extended 2-grams, and extended 3-grams) by
training a logistic regression classifier. Their results elabo-
rated that Word2Vec and Extended 2-grams performed bet-
ter than other embedding types. Sentence embedding-based
hate speech detection methods have also been proposed in
the literature [21]. Alorainy et al. [22] explored the per-
formance of a wide range of classifiers through multiple
word embedding techniques to detect hate speech (n-gram,
comment embedding, Word2Vec, LSTM, paragraph2vec).
By analyzing words and phrases using multiple features, they
explored the context differences between hateful and non-
hateful texts. Deep neural network models are also proposed
for hate speech classification [23]] [24]] [25]. The performance
of these models is much higher than lexicon-based methods
and embedding-based approaches. In [24], authors used an
ensemble model which integrates a series of features from
the abusive text and user behaviours and in [26]], an approach
that utilized a blend of Glove and FastText word embeddings
as input characteristics along with a BiGRU model, aiming
to detect hate speech originating from social media platforms
is introduced.

After the discovery of pre-trained models such as BERT [27]],
a significant number of hate-speech detection methodolo-
gies adopted them as embedding as well as some research
used transformer model directly for the classification [28]],
[29]]. Goran et al. [[30] conducted a series of experiments
by implementing monolingual and multilingual supported
transformer-based models on hate speech detection. The per-
formance of these models is substantially improved over the
baseline approaches. Moreover, traditional methods such as
TF-IDF and BoW are compared with ML models in [31]].
In our experimental setup, we employed representation from
different architectures to capture distinct aspects of word
semantics and context. Firstly, we incorporated the TF-IDF
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approach, as a count-based vector space model. Next, for
the non-context-based vector space model, we opted for
GloVe [32], and lastly, to contrast traditional text-embedding
methodologies with more advanced approaches, we selected
BERT [27], as a context-based vector space model. Subse-
quently, we construct a multi-task framework using a shared
BERT-based transformer to enhance the overall performance.

C. HATE SPEECH DETECTION USING SENTIMENT AND
EMOTION FEATURES

In addition to developing a single classifier for hate speech
detection, multi-model approaches are also proposed in the
literature. A limited number of works used both emotions
and sentiment to develop multi-model systems. For instance,
a multi-modal approach has been proposed in [36], where
authors tried to adapt topics (racism, xenophobia, sexism,
misogyny) and hate speech targets. The emotions were en-
coded in hate lexicons and the experimental results showed
that the emotion feature is useful when detecting hate speech.
Niloofar et al. [[10] introduced a single deep neural network
approach introducing an emotion-aware attention model.
Their emotion model is developed with emojis, which can
identify how relevant an emoji is to a given text. Ricardo
et al. [9] examined the possibility of integrating emotions
into the available dataset and then, classifying hate speech
using the newly created dataset. Their training dataset is
prepared as a vector-based corpus, and each vector contains
a few emotional scores, emotional intensities and sentiment
polarity scores. The authors used a few ML classifiers and
concluded that the emotion features help to increase the
performance of the hate speech detection model. FADOHS
is a framework implemented by Axel et al. [8] to detect hate
speech using sentiment and emotions. Their experimental re-
sults have shown that FADOHS surpasses the performance of
the previously proposed hate speech detection models. Also a
novel framework that utilizes graph, sentiment, and emotion
analysis techniques to automatically detect Facebook pages
that promote hate speech in comment sections concerning
sensitive topics, is introduced in [37]]. Aneri et al. [38] in-
troduced a new multimodel approach to filter hateful content
using emotion as a feature. Their deep model used auditory
features representing emotions and semantic features and
proved that using emotion attributes significantly improves
the performance of the hate detection models compared with
text-based models. Moreover, Mohammad et al. [39] focused
on sentiment analysis of tweets in the context of hate speech
detection in the Urdu language, addressing challenges like
skewed classes, high-dimensional feature vectors, and sparse
data. Despite the utilization of emotions in hate speech de-
tection, there remains a deficiency in adapting fine-grained
emotions to address hate speech comprehensively. Further-
more, the majority of state-of-the-art emotion features are
derived from hate speech detection methods that primarily
concentrate on a single hate category. In this study, we
address this gap by targeting multiple implicit hate speech
categories, aiming to investigate the impact of fine-grained
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TABLE 1: Class distribution of datasets used in STL and MTL setup. For the GoEmotion dataset, the classes are presented in
Hierarchical Grouping (Neutral is excluded) and sub-categories of each class are described in Table@]

Classes
Dataset Task Size Hate non-Hate
D1  Latent Hatred [5] 20,391 7,100 13,291
D2 White Supremacy Hate [33]] Hate Speech 10,703 1,196 9,507
D3  Offensive Language hate [[18] 24,783 20,620 4,163
Positive  Negative ~ Ambiguous
D4  GoEmotion [34] Emotion Detection 58,009 21,733 12,996 6,668
Positive ~ Negative Neutral
D5  SemkEval 2017 task 4-A [35]] Sentiment Analysis 50,356 19,913 7,850 22,593

emotions.

D. HATE SPEECH DETECTION USING MULTI-TASK
LEARNING APPROACH

As hate speech detection can be a challenging task regards
performance, MTL is a beneficial method by joint training on
multiple tasks, so the model can learn more comprehensive
representations and improve its ability to accurately detect
hate speech. It offers several advantages for hate speech
detection, including improved performance, data efficiency,
robustness, and bias mitigation. For instance, Akhtar et al.
[40], presented a context-level inter-modal attention frame-
work using deep MTL for sentiment and emotion analysis.
Their framework has multi-modal input, such as multi-modal
text, and acoustic and visual frames of a video and offers an
improvement over the single-task framework. In [41]], authors
used the same related tasks to detect hate speech in Spanish
tweets. They proposed a multi-task model to integrate senti-
ment and emotion knowledge and evaluated their model on
two hate speech datasets containing Spanish tweets. Firstly,
they trained and evaluated the model on the corresponding
datasets with the Transformer-based BETO model to obtain
a baseline for STL and then used a multi-task setting to com-
pare the model performance with the baseline. Also in [42]],
authors proposed multi-tasking models to evaluate the impact
of emotions, sentiment and target classification. They used
Ekman’s emotion models and binary sentiments of content.
The authors concluded that the use of emotions, sentiment
and target classification via MTL improved the performance
of hate speech detection. However, their analyses focused
only on a single hate speech category. Md Rabiul et al. [43]]
proposed another MTL model called AngryBERT to classify
hate speech features. AngryBERT is based on sentiment
features and a target identification approach. They evaluated
the performance of the model compared to several state-of-
the-art hate speech classifier-based models including; Deep-
Hate, CNN, LSTM, CNN-GRU etc. The AngryBERT model,
which is based on sentiment features, outperformed the
other baseline models. Moreover, a deep MTL framework
is proposed by [44] using related tasks to hate speech such
as offensive language identification, racism detection and
sexism detection, while in [45]], authors proposed the first
joint model using emotion and abusive language detection in
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a multi-task setup.

To accomplish our objective of the impact of fine-grained
emotion in detecting implicit hate speech, we employ a MTL
paradigm as well as STL and incorporate relevant knowledge
to enhance the performance of hate speech detection on the
target implicit dataset.

lll. DATASETS

As shown in Table [} our analysis and experiments rely on
the utilization of five distinct labelled datasets, including
three hate speech datasets (D1, D2, D3), one fine-grained
emotion dataset (D4) and one sentiment dataset (D5). The
experiments and the multi-task hate speech detection model
evaluation are heavily based on the Latent Hatred dataset
(D1) with the support of GoEmotion dataset (D4) and Se-
mEval dataset (D5), while the other two hate speech datasets
(D2 and D3) are used for the emotion analysis of hateful
content to have a wider and more balanced range of data.

Latent Hatred dataset (D1): This dataset [5] contains
about 20K English tweets with not-hate and implicit hate cat-
egories. Implicit hate tweets divide into six main categories
with the following distributions: Grievance (24.2%), Incite-
ment (20.0%), Inferiority (13.6%), Irony (12.6%), Stereo-
types (17.9%), Threats (10.5%) plus Other (1.2%). The pri-
mary purpose of using this dataset is to analyze emotions
in hate and non-hate content and perform a more detailed
comparison of emotions used in each category to explore
tricks used in tweets such as showing threats and abuse,
which is more abstract compared to explicit hate.

White Supremacy Hate (D2): This dataset [33]] contains
10K sentences extracted from Stormfront, which are man-
ually labelled into four main labels: hate (11.29%), noHate
(86.09%), relation (1.69%) and skip (0.93%). We used first
two labels for our emotion analysis in hate and non-hate data.

Offensive Language hate (D3): This dataset [[18]] contains
approximately 24K tweets with three main categories: hate
speech (5.8%), offensive language (77.4%), and those with
neither (16.8%). In their results, tweets related to racist and
homophobic classified as hate speech, and sexist tweets are
generally classified as offensive. However, as explained in
Subsection [[V-B| we consider both offensive language and
hate speech as hateful content in our analysis.
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Sentiment Category Emotion Category (Ekman) Emotion Sub-Category
2905 | Anncyance
2522 |5 Anger
5803 [l Anger
854 Amusement
66.34 [l Negaive 578 1 Curosty
3.76 I Disapproval
321 W Approval
282mm Love
2.75 W Admiration
2.23 Wm0 Confsion
2420 Joy 2.22 mm Disappeintment
222 mm Disgust
1.72 wm Sadness
1.32 == Gratitude
24.20 [ Posttive . 1.25 == Desire
1046 Surprise 4,25 w0y
1.23 w= Optimism
- 1.04 == Surprise
428 [ satness 0.87 == Realization
1046 Ambiguous ’ 0.74 — Caring
222 mmDiscust 0.73 — Excltement
065 — Fear
0.80 = Fear 0.54 — Remorse
0.34 — Embarrassement
0.20 Pride

0.15 — Nervousness
0.06 Relief
001 Grigf

(a) hateful content

Sentiment Category Emotion Category (Ekman) Emotion Sub-Category
1387 Curiosity
1246 | Agproval
998 Annoyance
8.15 Admiration
‘o 748 Disapproval
6.50 Confusion
42.72 Positive 44 Amuszment
.55 100 Anger
393 Gratitude
3,65 W Optimism

2663  Surprise 3,03 Disappointment

2.96 Realization
2201 IAnger

2.80 W= Sadness
30.65 Negative
583 .Sadness

2.36 ™= Love

2.33 ™ Surprise

2.08 we Desire

200 == Joy

155w Caring

4 51 we= Excitement
150 == Disgust

109 == Fear

0.87 = Remorse
065~ Embarassement

2683 Ambiguous

1.50 == Discust

1,31 w—Fear

046 Pride
022~ Nervousness
013 Relief
0.01 Grief

(b) non-hateful content

FIGURE 2: Emotion distribution (in percentage) in hateful and non-hateful contents.

GoEmotion dataset (D4): A human-annotated corpus
consists of 58k Reddit English-language comments labelled
with 27 classes including 12 positives, 11 negatives, and 4
ambiguous emotion categories described in Table [2] This
dataset splits into a train set with a size of 43,410, and a test
and validation set with a size of 5,427 and 5,426 respectively
[[34]]. We used this dataset in our MTL experiment for the task
of fine-grained emotion detection.

SemEval 2017 dataset (D5): This dataset [35] was re-
leased for Task 4 (subtask A) in SemEval 2017 which is
a message polarity classification with positive, negative, or
neutral sentiment. We used English examples of this dataset
for the sentiment classification task in our MTL setup which
contains around 50K messages including tweets on a range
of topics, such as a mixture of entities, products and events.

IV. ANALYSIS OF FINE-GRAINED EMOTIONS IN HATE
SPEECH

Analyzing fine-grained emotions used in both non-hateful
and hateful content provides a comprehensive understand-
ing of the emotional landscape, enabling us to differentiate
between genuine expression and harmful hate speech. There-
fore, it is necessary to understand deeply how the emotional
difference between those two categories goes beyond binary
polarity to refined emotions such as anger, fear, disgust, or
sadness. In this section, we comprehensively examine the
emotions employed in both non-hateful and hateful content
in order to uncover the emotion distribution and patterns
utilized in the dissemination of hatred within online content.
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TABLE 2: Mapping of Original GoEmotions with Ekman
and Hierarchical Grouping (Sentiment).

Sentiment Ekman Original GoEmotions

Anger  Annoyance, Anger, Disapproval

Sadness Disappointment, Sadness, Embarrassment, Grief
Disgust Disgust

Fear Fear, Nervousness

Negative

Approval, Admiration, Amusement, Gratitude,
Optimism, Love, Desire, Joy, Caring, Excitement,
Pride, Relief

Positive Joy

Ambiguous Surprise Curiosity, Confusion, Realization, Surprise, Remorse

A. FINE-GRAINED EMOTION MODEL
To analyze the fine-grained emotions, we adopt the GoE-
motions [34] taxonomy which is specifically developed for
text data. It expands on Ekman’s basic emotions and incor-
porates a broader range of emotional categories including
a multitude of positive, negative, and ambiguous emotion
categories. This taxonomy has been utilized in recent re-
search as it provides a more comprehensive framework for
understanding and analyzing emotions expressed in text.
However, the majority of previous works used GoEmotions
with Ekman’s categories. Our objective is to leverage the
detailed emotional categories introduced in the GoEmotion
model to investigate relevant features from hatred content. By
utilizing fine-grained emotional analysis, we seek to uncover
valuable insights and patterns associated with expressions of
hatred.

GoEmotions model incorporated with the following three
taxonomies implemented with Huggingface Transformerﬂ

Uhttps://github.com/monologg/GoEmotions-pytorch
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TABLE 3: Implicit hate categories definition proposed by [5[]] with examples and emotion model output

Category Definition Example tweet Model output
Incitement flaunting in-group unity to.the 1mpllclt promotion this is an inherently white thing to do. keep up the Admiration
of known hate groups and ideologies good work
Inferiority using toxic language to show inferiority over a I really hate neocons like but not black people. it is Anger
group not your fault that you are black
using sarcasm, humour, and satire to attack a  would you like fries with your mass amnesty and .
Irony Curiosity

group or individual

depressed wages?

using negative attributes such as terrorism and
Stereotypical —metaphorical language to associate a group

You’re Middle Eastern? Really? It’s so good to know  Admiration,
there are actually decent Middle Eastern people out  Curiosity,
there. Surprise

attacking a group or individual with targeting
Threatening  pain, injury, damage, and violation

we need to stop the flow of immigration in our coun-
try! all must be vetted! just obey the laws! deport  Anger
criminals!

White showing frustration over a minority group
grievance

not a good time to be an old white guy Disapproval

« Original GoEmotions (27 categories + neutral):
admiration, amusement, anger, annoyance, approval,
caring, confusion, curiosity, desire, disappointment,
disapproval, disgust, embarrassment, excitement, fear,
gratitude, grief, joy, love, nervousness, optimism, pride,
realization, relief, remorse, sadness, surprise + neutral.

« Hierarchical Grouping (Sentiment) (3 categories +
neutral):
positive, negative, ambiguous + neutral.

« Ekman (6 categories+ neutral):
anger, disgust, fear, joy, sadness, surprise + neutral.

Table[2] shows how categories of each taxonomy are corre-
lated. Our experiments are based on the Original GoEmotions
categories excluding the neutral category.

B. EMOTIONAL CONTRASTS IN HATE VS. NON-HATE
CONTENT

This section mainly focuses on analyzing how emotional
values are varied from hateful content to non-hateful content.
This further helps us to gain insights into the types of emo-
tional tendencies associate with hate speech in general and
that certainly leads to tracking and monitoring implicit hate
speech with certain emotional values. As stated in Section
m D1, D2, and D3 hate speech datasets have their own
hate categories. In our analysis of emotions, the term "hateful
content’ refers to the texts that fall under six hate categories:
Grievance, Incitement, Inferiority, Irony, Stereotypes, and
Threats, as identified in D1. Additionally, it includes texts
categorized under the Hate category in D2, as well as those
classified under hate speech and offensive language cate-
gories in D3.

To evaluate and gain a visual understanding of the emo-
tion value variations in both hateful vs non-hateful content,
we generated Figure [2] utilizing datasets. For both content,
Figure 2] maps each sentiment level to the correlated Ekman
level, and from Ekman level to its fine-grained emotion sub-
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categories. As illustrated in Figure 2]b, non-hateful content
includes more positive sentiments than negative sentiment,
whereas hateful content (Figure[2]a) includes higher negative
content. In the analysis of non-hateful content, there is a
relatively small difference between the occurrence of nega-
tive sentiments and ambiguous sentiments, with percentages
of 30.65% and 26.63% respectively. However, in hateful
content, the majority of sentiment portion is accounted for
the negative label with over 65% of the total distribution,
which is nearly doubled compared to non-hateful. Overall,
hateful content tends to have more negative sentiments, and
non-hateful content exhibits a higher number of positive
sentiments than other sentiment categories.

Ekman emotion categories exhibit that the Anger com-
prises the highest proportion of hateful contents; it is in
the third place in non-hateful contents. In contrast, the Joy
category consists of much non-hateful content followed by
Surprise. The other categories were much smaller in both
contents. The conclusion here is that based on the Ekman
emotion model, hateful content tends to have the highest
number of anger content under the negative sentiment class.

Lastly, the fine-grained emotions are depicted in both
Figure 2la and Figure 2]b via the emotion sub-category
column. A deeper look at the emotion sub-categories shows
that emotions are less distributed in hateful content. In hateful
content, the greatest portions of emotions are allocated with
Annoyance and Anger, in total about 54%, under the negative
sentiment category. On the other hand, fine-grained emotions
within non-hateful content are widely distributed across var-
ious emotional categories, but a significant portion of them
belong to the ambiguous sentiment category (Curiosity -
14%, Approval - 12%.)

In summary, hateful content exhibits a strong emphasis
on negative sentiment and Anger Ekman level. Additionally,
it primarily encompasses two types of fine-grained emo-
tions: Annoyance and Anger. These findings are important in
the relevant feature selection for hate speech classification.
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FIGURE 3: Sentiment and Ekman emotion distribution of
hateful and non-hateful tweets of implicit dataset (in percent-

age)

Based on the analysis, the emphasis on negative sentiment
can be beneficial for improving the model performances
when classifying hateful content, and in addition Annoyance
and Anger tend to have the most impact as additional features
to enhance the model performances. Apart from that, the
fusion of emotion and sentiment features can boost classi-
fication performances.

C. EMOTION ANALYSIS ON IMPLICIT HATE
CATEGORIES

In Section the analysis is mainly focused on hate
speech in general, but this section focuses on the analysis
of fine-grained emotions within implicit hatred content. We
used the Latent Hatred dataset (D1) for this analysis targeting
six hate categories: incitement, inferiority, irony, stereotyp-
ical, threatening, and white grievance. Table [3] shows six
main hate categories with their definition proposed by
and samples tweets and their respective emotion classed by
the GoEmotion model. We analyzed sentiment and related
Ekman emotions on hateful and non-hateful content in the
D1. After that, emotion frequencies in each category were
analyzed. Although implicit hate detection is more challeng-
ing than explicit hate, we found different emotion patterns in
each implicit hate category.

Figure [3] depicts the sentiment and Ekman emotion dis-
tribution of both hateful and non-hateful content in DI.
Although the trend of emotion distribution in both groups
follows a similar pattern as presented in the previous section,
it is less distributed in terms of sentiment category in implicit
hate. The main reason is the indirect language usage in
implicit hate instead of the direct presentation of hatred in
explicit hate.

Figure [] provides a more detailed depiction of how fine-
grained emotions and sentiment are utilized within implicit
hatred across six different hate categories. As shown in
Figure [din each implicit hate category for positive, negative
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FIGURE 4: Fine-grained emotion distribution of six implicit
hate categories. Circles and colours indicate the normalized
emotional value in percentage.

and ambiguous sentiment labels, the most intense emotion
categories are Approval, Annoyance and Curiosity, while
the least frequent emotion categories are Relief, Grief and
Surprise, respectively.

- In the Incitement hate category, the number of positive
emotions is higher than the remaining sentiment categories in
which Approval emotion label exhibits about 30% of the total
emotions in this hate category. The main reason behind this
occurrence can be explained based on the definition proposed
for this category in Table [3] where incitements are used in
ethnic or racial hatred, and users flaunt in-group unity and
power, which leads to more positive emotions in their words.
Generally, as reported by [5]l, Incitement category is even the
most confusing category in both non-hate and hate among all
implicit hate categories.

- In Inferiority, Threatening and White grievance hate cat-
egories, fine-grained emotion distribution is quite similar,
where from negative emotions, the most intense emotion
label is Annoyance which is approximately 20%, and Anger
consists around 7% for Inferiority and 13% for other two cat-
egories in overall. These are the emotions used for spreading
inferiority, frustration and threats in hateful content.

- In Irony hate category, the trend shows that using ambigu-
ous emotions is more common. The Curiosity emotion label,
with more than 40%, has the largest share of all emotions for
ironic hate content, which refers to using sarcasm, humour
and satire to spread hatred while attacking a group or an
individual.

- The Stereotypical category exhibits more diverse emotion
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FIGURE 5: Experimental Setup for the implicit hate speech classification a) STL: a multi-modal model which uses different
feature combinations, and b) MTL: a shared transformer encoded to train on related tasks

distribution than other implicit hate categories where fre-
quent emotions used in this category are Curiosity, Annoy-
ance, Anger, Approval, Confusion, and Disapproval with
distribution range between 10-15% which is more balanced
compared to other implicit hate categories. The main reason
is that Stereotypical hate content uses metaphorical language
that is intended to be taken as a metaphor to represent,
suggest or compare something that leads to more emotion
distribution based on the associated group of people.

To summarize, the fine-grained emotion analysis eluci-
dates the most intense emotion labels for six hate categories.
As seen in Figure [} the most intense emotions are almost
equal in all the hate categories but exhibit different intensity
levels with the emotional score. Moreover, there is a consid-
erable variation in the other categories of emotions in each
hate category, which may provide helpful information for
hate speech detection models and semantic features. Overall,
leveraging the insights gained from the fine-grained emotion
analysis, such as emotion intensity levels, and variations of
emotions in different emotion categories, can enhance the
effectiveness of implicit hate speech classification models.

In the next section, we aim to use these findings and
analyze how fine-grained emotion and sentiment features can
be used to classify implicit hateful content.

V. IMPLICIT HATE SPEECH CLASSIFICATION
This section highlights our methodology for classifying im-
plicit hate speech and explores the influence of different
levels of features in this task. We have developed a system,
illustrated in Figure[5] which comprises two primary compo-
nents.

The first component, STL, focuses on evaluating the im-
pact of diverse feature levels. It incorporates emotion, sen-
timent, and the baseline text features [5] along with the
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concatenation of all features for classifying implicit hate
speech to find the optimal performance. Our objective is to
establish a new baseline performance for our STL system,
which can be used for subsequent comparison with the MTL
approach.

In the MTL component, we aim to demonstrate the effec-
tiveness of employing related tasks within an MTL setup to
enhance the performance and better generalization of implicit
hate speech detection in comparison to the baseline achieved
in the STL stage. By leveraging the advantages of MTL, each
task extract related task features and also features that are
relevant to all tasks based on the relationships between the
tasks, and we seek to further improve the accuracy of implicit
hate detection.

A. EXPERIMENTAL SETUP
The system depicted in Figure [5|contains several stages:

Input: The input for our system consists of three datasets
(D1, D4 and D5) that are utilized for learning features related
to hate speech detection, emotion detection, and sentiment
analysis tasks.

Feature Extraction Module: We analyze the feature im-
portance by doing the ablation study; we conduct an ablation
study that compares the model’s performance across five fea-
ture levels: i) text-only features [5]]; ii) sentiment features; iii)
Ekman-level emotion features; iv) fine-grained level emotion
features; v) combination of sentiment and emotion features
with text-only features.

We acquire the emotion features as follows: for each
sample in the dataset, we run the emotion model mentioned
in Section [V-A] and generate a fine-grained emotion vector
v € R™ where n is the number of emotion categories.
Here, we use the original GoEmotion taxonomy and take
n = 28 for the emotion features in both binary and multiclass
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classification. The emotion vector v contains fine-grained
emotion information about the text.

As shown in Figure [5] after acquiring text features and
emotion or sentiment features, we pass these features along
with concatenated features (Concatenation Module) to mod-
els. The concatenation module performs simple splicing of
the embeddings, for which several methods can be em-
ployed, including simple vector concatenation, gating, atten-
tion weighting etc. In our experiment, we choose the simple
concatenation method with the best performance.

Single-task Setup: STL focuses on training a model to
perform a specific task using a dedicated dataset to optimize
performance on a single task. In this paper, we chose implicit
hate speech detection using D1. Before the representation
level, an appropriate tokenizer will be selected to transform
textual data into a numerical format and prepare the input
embedding. We further employ emotion features together
with textual features for the detection of hate speech. The
different levels of emotion features and the textual features
are essentially different modalities, so we propose a feature
fusion module to acquire a multi-modal representation of
diverse features. For our baseline model, we perform a sim-
ple concatenation of the features to obtain the multi-modal
features.

In order to establish a baseline for the evaluation of
the system in single-task architecture, we adopt three com-
monly used text encoding models to acquire text features;
sparse representation (TF-IDF), a widely used technique
that assigns weights to words in a document based on their
frequency and importance within the document and across
a collection of documents. TF-IDF represents each docu-
ment as a vector in a high-dimensional space, where each
dimension corresponds to a unique word in the document
corpus. Next is pre-trained word embedding (GloVe [32]),
an unsupervised learning algorithm that learns word embed-
dings, which are dense vector representations of words in a
continuous space. It leverages the co-occurrence statistics of
words across a large corpus to capture their semantic rela-
tionships. GloVe represents words as dense vectors of fixed
dimensions, unlike TF-IDF, which represents each word as a
sparse vector. Finally, a well-known BERT embedding [27]],
a model that utilizes a transformer architecture to capture the
contextual information of words and sentences and is pre-
trained on a large corpus containing a wide range of tasks.
Unlike traditional models that process words in a left-to-
right or right-to-left manner, BERT employs a bidirectional
approach. The pre-training allows BERT to learn a general
understanding of language and context. Fine-tuning BERT
on specific downstream tasks enables it to provide highly
accurate predictions, which in our work, it can obtain a better
result for implicit hate detection. In our experiment, we use
fully connected layers as the fusion module followed by
another fully connected layer as the classification head. The
layer number is set to one, with the input size equaling the
concatenated feature number.

Multi-task Setup: MTL involves training a model to
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simultaneously learn multiple related tasks using a shared
dataset to capture shared information and leverage it across
multiple tasks, benefiting from the similarities and corre-
lations between tasks [46], [47]. In our experiments, we
use two auxiliary tasks for hate speech detection, namely,
emotion detection task and sentiment analysis task. For the
hate speech task, we only use the Latent Hatred dataset
D1 in the learning setup. In multi-task setup, a crucial step
is parameter sharing of hidden layers where we use hard-
parameter sharing, which generally comprises a shared en-
coder where we used BERT as a transformer encoder that
branches out into each task head.

B. PROPOSED MULTI-TASK LEARNING ALGORITHM
To use the MTL setup for our experiments, we propose
an algorithm, to process input data, learn task-specific in-
formation, compute losses, and update its parameters and
ultimately aiming to improve the performance of each task
in the MTL setup.
Considering the given k tasks (which are sentiment analysis,
emotion and hate detection), let S € R%*" denote the shared
transformer module used in our MTL setup and P; € R" for
task ¢, where r is the dimension of the shared module and d
is data dimension. Moreover, for each task i, X; represents
covariates and y; shows its label.

The main goal is to minimize the total loss over the Shared
encoder module and each task.

k
f(PL, Py, Pe;S) = Lg(XiS)Pyi, (1)

i=1

Algorithm 1 Multi-task Learning with Transformer shared
encoder. Coefficients in loss L are hyperparameters that de-
termine the relative importance assigned to each task’s loss.

1: Input: H - Hate speech annotations, E - Emotion annota-
tions, S - Sentiment level annotations, embedding model,
encoder model

2: h < EMBEDDING(H)

3:  he + EMBEDDING(E)

4:  hs < EMBEDDING(S)

5. h' < ENCODER(h, he, hs)

6: for epoch in range(num_epochs) do
7: Compute task-specific scores

8: De,Ps; D < M(h’,&)

9: Compute task-specific losses

10: Lsentiment — L(ﬁsa ys)

11: Lemotion < L(ﬁea ye)

12: Lhate < L(ﬁa y)

13: Compute multitask losses

14: L= ﬂLsentiment + /\Lemotion + '}/Lhate
15: Update the multitask model

16: 0« 60— aVL(0)

17: end for

Algorithm [I] presents the pseudocode for our MTL ap-
proach. To provide the necessary information and resources
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TABLE 4: Experimental results of the STL models for the binary classification of implicit hate speech. F1 scores are reported

in the macro average.

Feature level TF-IDF GloVe BERT

Precision  Recall  macro-F1 Acc | Precision  Recall F1 Acc | Precision  Recall F1 Acc
Text-only (Latent Hatred) (5] 59.5 68.8 63.9 71.6 56.5 65.3 60.6  69.0 72.1 66.0 68.9 78.3
Sentiment 63.6 67.3 64.4 71.5 59.0 67.6 63.0 70.7 72.4 73.5 72.8 754
Ekman level 63.6 69.0 66.2 72.4 59.0 67.4 629 70.6 72.2 73.6 729 764
Fine-grained Emotion 64.7 67.0 65.8 71.4 60.5 67.1 63.6 709 72.7 74.3 735 772
All features 64.4 69.1 66.7 72.6 60.3 67.9 639 718 72.9 74.0 734 759

to perform subsequent computations and tasks, we consider
hate speech annotations (H), emotion annotations (E), and
sentiment level annotations (S), as well as the embedding
model and encoder model in the input phase. After that, the
algorithm applies an embedding model to convert the input
annotations (H, E, and S) into numerical representations (h,
he, and h) so that can be processed by the subsequent stages.
To capture the joint information from multiple annotation
types and improve the performance of subsequent tasks, an
encoder model is used to combine the embeddings of hate
speech (h), emotion (h.), and sentiment level (h) into a sin-
gle representation (h'). After the model learns and improves
its performance, it computes task-specific scores to generate
predictions or scores related to sentiment, emotion, and hate
speech, which are the specific tasks the algorithm aims
to address. Next, the model computes task-specific losses
(Lsentiments Lemotions Lnate) by comparing the predicted
scores with the ground truth labels (ys, ye, y) to quantify
the discrepancy between the predicted and desired outputs,
allowing the model to optimize and improve its performance
for each task. In the last step, the model combines the
individual task losses using weighted coefficients (3, A, )
to compute the multitask loss (L) and performs parameter
updates to reach the main goal. This phase is significant as
it balances the importance of each task and allows the model
to jointly optimize across multiple objectives.

In the following sections, we describe the details of the
experiments along with the results to explore how different
levels of emotions and sentimental features influence perfor-
mance on implicit hate speech detection.

C. EXPERIMENT TYPES

We designed two types of experiments to support our objec-
tive:

i) We conduct an experiment with several STL methods
for implicit hate speech classification. In this experiment,
we evaluate different text representations using sentiment,
Ekman-level emotion and fine-grained emotion features
along with text-only features. Due to the different modalities
of text features and emotion features, we design a multi-
modal model to concatenate text features with emotion and
sentiment features and selected the best-performed STL
method for further comparisons.

i) We evaluate the Latent Hatred dataset D1 in an MTL
approach with related tasks to check the performance in
comparison with our STL baseline model. In order to reach
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TABLE 5: Experimental result of the Multi-task learning
models. F1 scores are reported in Macro-average.

Model Precision  Recall F1 Accuracy
Text-only (Latent Hatred) [|5] 72.1 66.0 68.9 78.3
STL 72.7 74.3 73.5 77.2
MTL_sentiment 73.1 75.2 74.1 77.8
MTL_FG-Emotion 76.9 78.8 77.8 80.2
MTL_AIl 75.5 79.3 77.4 79.9

the optimum approach, we consider three configurations. In
all of them, the model trains and evaluates the corresponding
dataset (D1) along with 1) SemEval 2017 dataset (D5) for
the sentiment analysis task (MTL_sentiment) 2) GoEmotion
dataset (D4) for the fine-grained emotion detection task
(MTL_FG-emotions) 3) All mentioned datasets (D1, D4 and
D5) combined tasks (MTL_all).

During training, we test the model and select hyperpa-
rameters using the validation split, and we report the final
performance on a held-out test split. All the metrics are tested
on an average of five runs. The model was trained for a
total of 5 epochs using a batch size of 32. We initially fine-
tuned the model with a learning rate set to Se-6 for 3 epochs,
which was later adjusted to 4e-5. The AdamW optimizer with
a weight decay rate of 0.01 was employed to optimize the
training process. Additionally, a maximum sequence length
of 128 was enforced to handle input data.

For the experiments, we used PyTorch high-performance
deep learning library [48]] run on a Tesla-V100 32 GB GPU
with 64 GB of RAM.

D. EXPERIMENT RESULTS

In this section, we show the result of our methodology
evaluation. We used the macro-average of prevalent metrics
such as Precision (P), Recall (R) and Fl-score (F1). The
results are described below:

1) Experiment 1

This experiment explores how fine-grained emotion features
perform to distinguish between implicit hate speech and
non-hateful speech and compare the performance with the
broadly-adopted sentimental features. In order to compare
and analyze the feature importance of binary sentimental
features and the fine-grained emotion features, we perform
ablation experiments with different text encoding models
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TABLE 6: STL and MTL example on implicit hate dataset. The red color represents error in classification.

MTL

Text Actual(Category) STL Hate Sentiment Emotion

T1 nice to know that tsunami didn’t dampen their energy to stay in the hate (Irony) non-hate non-hate  positive  admiration, approval
7th century

T2 it’s wonderful if these white women will wake up to anti-white hate (White grievance) non-hate hate neutral admiration
racism. but some whites love to be punished for being white.

T3 we obviously need a nation for white people. and the antifa white hate (Incitement) non-hate hate neutral approval
race traitors can live with the black people.

T4 sounds violent to me. white people advocating for a white homeland. non-hate hate hate negative fear
the horror of it

T5 are you trying to demoralize us? huwites have the power to take the non-hate hate non-hate  negative curiosity
white house alone.

T6 white flight didn’t work because being afraid of black people is non-hate hate non-hate  negative anger, annoyance

stupid.

on the task of binary classification of implicit hateful and
non-hateful content. We used the Pysentimentio toolkit
for the sentimental analysis, which is an open-source library
supported for multilingual sentiment analysis. A 3-dimension
sentiment vector containing binary sentiment information is
generated for each sample in the implicit hate speech dataset.

As shown in the results in Table [} the emotion features
demonstrate good discrimination ability for implicit hate
speech and improve the performance of the baseline text-only
model. Using emotion and sentiment knowledge as addi-
tional features achieve improved classification performances.
We observe that binary-polarity sentiment features also help
the classification and improve the classifier’s performance by
a small margin (around 2% on average in macro F1 score)
compared to text-only features as reported in [5]. In con-
trast, finer-grained emotion features consistently outperform
sentiment features and bring around 4% improvement in
the F1 score, showing a better ability to capture the latent
sentimental information in the text, which helps to identify
implicit hate speech, and combining sentiment features and
emotion features brings slight improvement over emotion
features alone. Moreover, in order to compare fine-grained
and coarse-grained emotions on system performance, we
used Ekman-level emotion which contains 6 main categories.
The results show that fine-grained features perform slightly
better in F1 in all three encoders.

Based on the results in Table [] the best-performed STL
model uses fine-grained emotion features and BERT embed-
ding. Compared to the binary classification result using text-
only features reported in Latent Hatred [5]], we achieved bet-
ter performance in precision, recall and F1-score. Therefore,
we consider this model as our STL baseline to compare with
the multi-task learning setting.

2) Experiment 2

We further experiment with a multi-task model incorporating
all feature levels used in the STL models. The experiment
results are presented in Table[5] showcasing the performance

Zhttps://github.com/pysentimiento/pysentimiento
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of each configuration on the implicit hate speech task. No-
tably, all multi-task models outperformed the STL baseline
across all evaluation metrics. Particularly noteworthy was the
improvement in accuracy by approximately 2 percent in our
MTL setup, which was the only metric we fell behind in our
STL method compared to text-only (Latent Hatred).

Moreover, despite expecting significant enhancements in
the sentiment setup, we only observed marginal growth in
the F1 score in MTL_Sentiment. This could be attributed
to the fact that implicit hate speech often employs indirect
language, such as sarcasm and humour, making it challenging
for the system to classify the polarity correctly. As a result,
the system may frequently misclassify the labels in such
cases. These findings underscore the efficacy of incorporat-
ing fine-grained emotion features in the MTL setup, which
significantly aids in improving the performance of implicit
hate speech detection.

E. ERROR ANALYSIS

We perform an error analysis on the performance of our
proposed STL and MTL models. Table [6] provides a few
example cases to compare how single-task and multi-task
models classified implicit hate. More specifically, it contains
3 false positives and 3 false negatives regarding the single
task baseline. For those examples where both STL and MTL
models failed to predict actual labels, it can be observed that
even sentiment and emotion tasks failed to help the system,
particularly in T1 and T4; we can derive by the predicted
labels in sentiment and emotion task in MTL setting that
the system would classify as non-hate and hate respectively
while the actual label is opposite due to the nature of implicit
hate. In the two false negative examples (T2 and T3), STL
predicted non-hate while MTL classified correctly despite the
system could not recognize any polarity for the text. On the
contrary, regarding false positive examples, at a glance, the
text might indicate hate speech; nonetheless, the actual label
is non-hate and MTL could classify correctly. Presumably,
in T7, although the detected sentiment is negative, the fine-
grained emotion helps the hate speech detection task as it
classified the text as "curiosity" which is a sub-category of
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FIGURE 6: Comparing STL and MTL in number of false
negatives for each implicit hate category test set

ambiguous class in the GoEmotion model.

To have a more comprehensive look at the errors of each
model, Figure [6] compares each model on the number of
wrong predictions for each implicit hate class. As can be
seen, MTL has the best performance on "Incitement" and
"White grievance" where the number of wrong predictions
decreased sharply from 162 to 126 and 199 to 159 cases
respectively. As a result, learning on related tasks has shown
its greatest impact in reducing these two classes, especially
"Incitement" which is the most confusing category to detect
among all implicit hate categories. Similarly, in other cate-
gories, MTL reduced errors slightly as expected, except for
"Irony" where MTL failed to outperform, presumably, since
in this category, texts usually contain sarcasm, humour, etc,
MTL setup could not be useful compared to STL.

In addition, confusion matrices of STL and MTL are
demonstrated in Figure[7] A comparison of two matrices re-
veals that the MTL setup successfully improves implicit hate
speech detection by increasing the number of true positives
as well as decreasing false negatives. On the other hand, no
considerable difference is observed regarding the non-hate
class in both models.

08

Non-Hate Non-Hate

true label

Hate Hate

02
Non-Hate Hate Non-H;
predicted label

jate Hate
predicted label

(a) Single-task learning (b) Multi-task learning

FIGURE 7: Confusion matrix on implicit hate data

VI. CONCLUSION AND FUTURE WORK

Many hate speech detection models were proposed in the
literature, but a few of them utilize additional features such
as fine-grained emotions, especially in domain-specific hate
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speech. This work explores the influence of emotion as a
feature to build a model to detect implicit hate speech by
proposing a MTL model based on related tasks such as senti-
ment analysis and emotion detection. First, we analyzed fine-
grained emotion distribution in both non-hateful and hateful
content and explored that hateful content has more negative
sentiment while non-hateful content includes more positive
sentiments. We further analyzed the variations of fine-grained
emotions in implicit hate to explore potential emotional pat-
terns. The results show that Anger and Annoyance in the neg-
ative sentiment category tend to spread more hateful content.
Moreover, we explore that implicit hate speech has different
fine-grained emotion intensities. Then, we implemented a
set of word embedding-based classifiers (STL models) to
identify whether the emotion features are useful in implicit
hate speech classification and compared their performance
with sentiment feature-based classifiers and other baseline
models. Finally, we experimented with multi-task models in-
corporating sentiment and emotion features to obtain the best
performance. The results show that the multi-task classifier
outperformed other baseline models considered in this paper.
Hence, implicit hate speech detection models improved their
performances by integrating emotions as a feature.

In our future work, we intend to leverage these findings
to enhance the classification of various hate categories, par-
ticularly in the multilingual context. Furthermore, we see
the potential to utilize fine-grained emotional analysis in
related tasks such as fake news detection and user intent
and behavior analysis. This integration will enable us to
gain a deeper understanding of the underlying emotions and
motivations behind hate speech instances.

To address the limitations of our current algorithm, we will
explore data augmentation strategies and domain adaptation
techniques to reduce dependence on limited annotations;
allowing us to scale our system effectively to be capable
of adapting to different online platforms and communities
across diverse environments and improve its performance on
various data sources.

Moreover, we plan to enhance hate speech detection
performance through innovative techniques, including task
weighting mechanisms, auxiliary loss functions, and refined
hyperparameter tuning. By fine-tuning these aspects, we aim
to achieve higher accuracy and reliability in identifying in-
stances of hate speech. Moreover, we plan to utilize other
large transformer-based models to enhance the contextual
and semantic representations of implicit hate speech. By
pursuing these future works, we envision a more robust and
adaptable hate speech detection system, better equipped to
combat hate speech across different languages, platforms,
and communities, while mitigating the challenges associated
with limited data and varying contexts.
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