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Learning multi-modal representations by watching hundreds of surgical video lectures

Kun Yuana,c, Vinkle Srivastava,b, Tong Yua, Joël Lavanchyb, Pietro Mascagnib, Nassir Navabc, Nicolas Padoya,b

aICube, University of Strasbourg, CNRS, Strasbourg, France
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Recent advancements in surgical computer vision applications have been driven by fully-supervised methods, primarily using
only visual data. These methods rely on manually annotated surgical videos to predict a fixed set of object categories, limiting
their generalizability to unseen surgical procedures and downstream tasks. In this work, we put forward the idea that the surgical
video lectures available through open surgical e-learning platforms can provide effective supervisory signals for multi-modal
representation learning without relying on manual annotations. We address the surgery-specific linguistic challenges present
in surgical video lectures by employing multiple complementary automatic speech recognition systems to generate text tran-
scriptions. We then present a novel method, SurgVLP - Surgical Vision Language Pre-training, for multi-modal representation
learning. SurgVLP constructs a new contrastive learning objective to align video clip embeddings with the corresponding
multiple text embeddings by bringing them together within a joint latent space. To effectively show the representation capability
of the learned joint latent space, we introduce several vision-and-language tasks for surgery, such as text-based video retrieval,
temporal activity grounding, and video captioning, as benchmarks for evaluation. We further demonstrate that without using any
labeled ground truth, our approach can be employed for traditional vision-only surgical downstream tasks, such as surgical tool,
phase, and triplet recognition. The code will be made available at https://github.com/CAMMA-public/SurgVLP

Keywords: Multi-modal representation learning; Surgical video lectures; Self-supervision; Vision-and-language.

1. Introduction

Recent progress in surgical computer vision has started to
pave the way for a new wave of AI-assisted support sys-
tems for the operating room (OR) (Maier-Hein et al., 2017,
2022; Ward et al., 2021; Mascagni et al., 2022; Madani
et al., 2020; Yuan et al., 2021). The field has seen sub-
stantial advancements, evolving from coarse-level surgical
workflow recognition (Blum et al., 2008, 2010; Padoy et al.,
2012; Twinanda et al., 2016; Dergachyova et al., 2016) to
fine-grained surgical scene understanding through surgical ac-
tion triplet (Nwoye et al., 2022), pixel-level scene segmen-
tation (Allan et al., 2019; Alapatt et al., 2021), and surgi-
cal scene reconstruction (Wang et al., 2022; Pfeiffer et al.,
2019; Rivoir et al., 2021). Nevertheless, the current ad-
vancements present two major limitations. First, these ap-
proaches have largely been focused on building task-specific
fully-supervised deep-learning models that demand a signif-
icant effort from clinical experts to generate labeled ground
truth. Second, the efficacy of these approaches has primar-
ily been demonstrated on a limited number of mono-centric,
procedure-specific surgical video datasets, which are not rep-
resentative enough to encompass the complex intricacies of
the overall surgical workflow (Eisenmann et al., 2022). Ap-
proaches that can extend to multiple downstream tasks us-
ing minimal labeled data, while leveraging large-scale multi-
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procedural surgical videos, will be instrumental in scaling up
the approaches for widespread adoption.

In the general computer vision domain, multi-modal repre-
sentation learning (Radford et al., 2021; Miech et al., 2020)
that combines visual and free-form natural text information is
emerging as a viable alternative to circumvent the need to col-
lect labeled training data for different downstream tasks (Rad-
ford et al., 2021; Jia et al., 2021). These approaches aim to
learn a low-dimensional joint latent space by pre-training two
parallel encoders - one for vision and one for text - on large-
scale paired visual-textual inputs. The shared latent space of
the two modalities enables zero-shot transfer learning, i.e.,
the ability of the pre-trained visual and text encoders to adapt
to different downstream tasks without fine-tuning using task-
specific labels. This breakthrough has led to promising results
in a wide range of general computer vision applications, in-
cluding zero-shot image classification (Radford et al., 2021),
image captioning (Nukrai et al., 2022), semantic image re-
trieval (Sain et al., 2023), and text-to-shape generation (Sanghi
et al., 2022).

Considering this impressive advancement in multi-modal
representation learning, a natural question arises: can such
high-level joint representations be learned for surgical com-
puter vision? If possible, this could be a significant step
forward in the progress of surgical data science (Maier-Hein
et al., 2022). By obtaining such representations, it would
not only enable us to perform existing surgical video analysis
tasks, such as coarse-grained to fine-grained surgical work-
flow recognition (Twinanda et al., 2016; Nwoye et al., 2022),
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Fig. 1: Examples of video clip-text pairs from SVL dataset. The video clip-text pairs are pairs of video clips and their corresponding transcripts. We gener-
ate transcripts for hundreds of surgical video lectures using two ASR systems. The transcripts usually illustrate the essential concept of surgical anatomies,
instruments and events. We use large-scale video clip-text pairs to learn joint multi-modal representations.

without using task-specific labels, but it would also open up
new avenues for scalable and intelligent cognitive aids in the
OR. These include vision-and-language applications, such as
surgical visual question answering (Seenivasan et al., 2022),
surgical report generation (Xu et al., 2021), and facilitating
interactive communication between clinicians and surgical de-
vices.

This work introduces SurgVLP, Surgical Vision Language
Pre-training, a deep learning approach to perform large-scale
multi-modal representation learning for surgical computer vi-
sion. Developing such an approach is not without its unique
challenges. One of the primary obstacles is the unavailability
of large-scale multi-modal multi-procedural surgical datasets
compared to the millions of multi-modal visual-textual pairs
available in the general computer vision domain (Radford
et al., 2021; Grauman et al., 2022; Miech et al., 2019). For
instance, a recently developed Ego4D (Grauman et al., 2022)
dataset collects 3, 000 hours of activity videos and manually
narrates them. Such methods are unattainable in the surgical
field due to the significant human efforts required in collecting
and annotating surgical videos. As our first contribution, we
propose to employ surgical video lectures available through
open surgical e-learning platforms such as WebSurg (Web-
surg, 2023) and EAES (EAES, 2023), and online video shar-
ing platforms such as YouTube (YouTube, 2023), for visual-
textual multi-modal learning. Compared to the manually la-
beled medical imaging reports (Chen et al., 2022a) or sur-
gical instructions (Rojas-Muñoz et al., 2020), we propose to
employ unprocessed and possibly noisy audio as the primary
source of supervision for multi-modal representation learn-
ing. We leverage recent advances in audio speech recognition
(ASR) (Mehrish et al., 2023) to transcribe the lecture audio
into sentences and link them to the corresponding video seg-

ment to construct large amounts of video clip-text pairs, as
shown in Fig. 1. The resulting surgical video lecture (SVL)
dataset contains diverse descriptions of surgical events, in-
strument usage, and anatomical status across various surgical
procedures, thereby providing sufficient supervision to enable
multi-modal representation learning for surgery.

Multi-modal representation learning using the SVL dataset
nonetheless poses several linguistic challenges. First, the sur-
gical concepts described in these videos use domain-specific
knowledge and scientific terminology not typically encoun-
tered in general computer vision. For instance, “grasping the
neck of the gallbladder and retracting it towards the left lower
quadrant to open up the hepatocystic triangle” and “dissect
above an imaginary safety line connecting Rouviere’s sulcus
and the base of the fourth liver segment” are surgery-specific
descriptions commonly found in the surgical video lectures for
the laparoscopic cholecystectomy procedure. Furthermore,
there could be a semantic misalignment between the surgi-
cal video clips and the corresponding textual descriptions. In
fact, the lecturer describing the surgical procedure might di-
vert from the case at hand and recall a similar case with a
bleeding event, even if this is not shown in the associated
video. Additionally, these videos have long-range dependen-
cies. For example, the lecturer might comment on the impor-
tance of an adequate dissection to obtain tension-free anas-
tomosis, even though that dissection step was shown at the
procedure’s beginning or edited out. Finally, while recent
ASR models (Chen et al., 2022b; Radford et al., 2023) can
effectively transcribe day-to-day speech, their performance is
suboptimal in surgical scenarios due to the surgery-specific
linguistic challenges, as described before. For example, the
state-of-the-art ASR Whisper model (Radford et al., 2023)
can understand the sentence structure and common words but
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struggles with surgical-specific terms (e.g., transcribing “je-
junostomy” as “egenostomy”). Commercial medical-specific
solutions, such as AWS (AWS, 2023), is considerably better at
transcribing medical terminology but often fail to capture the
overall structure and boundaries of the sentences, see Fig. 1.

We propose two key techniques for developing surgery-
specific multi-modal representation learning. First, we em-
ploy text transcription from two noisy but complementary
ASR systems, i.e., Whisper (Radford et al., 2023) and
AWS (AWS, 2023), to obtain improved supervisory signals
for the learning process, effectively mitigating the limitations
and inaccuracies associated with each individual system. Sec-
ond, we propose a new contrastive learning objective that uti-
lizes these dual text transcriptions from the ASR systems with
the corresponding video clip. The proposed contrastive learn-
ing objective aims to encourage the embedding vectors of the
video clip and the corresponding dual textual transcriptions
to be close in the joint latent space. By doing so, the learned
multi-modal representation retains common semantics present
in the noisy ASR transcripts, enabling a more effective fusion
of visual and textual information.

To effectively showcase the representation capability of the
learned joint latent space, we introduce various vision-and-
language tasks for surgery to serve as multi-modal bench-
marks for evaluation. These tasks include text-based video
retrieval, temporal activity grounding, and video captioning.
The text-based video retrieval task aims to associate a given
text query to various video clips, while the temporal activ-
ity grounding task involves localizing a given text query to a
specific video segment in the entire video. These two tasks
examine how well the joint latent space captures the underly-
ing relationship inherent in surgical visual information and its
textual descriptions. The video captioning task aims to gen-
erate captions for a given surgical video clip. Since this is a
generative task, it entails using a text decoder to produce co-
herent textual output. We propose an approach to construct a
text decoder and append it to our pre-trained encoders, seam-
lessly repurposing our pre-trained model to function as a video
captioner. The whole process requires only the textual data to
train the text decoder model. We demonstrate a notable im-
provement over the baseline methods for all the vision-and-
language tasks.

Next, we assess the robustness and adaptability of our ap-
proach when applied to unseen surgical datasets and tasks.
Specifically, we examine its performance in traditional vision-
only surgical tasks, including surgical tool, phase, and action
triplet recognition (Twinanda et al., 2016; Nwoye et al., 2022).
We evaluate our approach as a zero-shot transfer learning by
processing the category labels (tool, phase, or action triplet)
into textual form and classifying the video frames based on
the similarity of visual and textual latent vectors. The results
show that the general surgical concepts learned by our multi-
modal joint representations from various surgical procedures
can benefit a specific surgical procedure, such as laparoscopic
cholecystectomy. To the best of our knowledge, this is the
first work demonstrating the ability of a learned multi-modal
representation to recognize surgical tools, phases, and action

triplets without using any ground truth labels. While the re-
sults fall short of fully-supervised baselines, they are encour-
aging and could pave the way for more advanced methodolo-
gies to improve the results further. Finally, we conduct exten-
sive ablation studies to shed light on the different components
of our approach and their impacts on the results. The con-
tributions of our work can be succinctly summarized in the
following four key aspects:

• We propose to harness the knowledge from surgical video
lectures accessible via open surgical e-learning platforms
for visual-textual multi-modal representation learning.
To this end, we introduce a large-scale dataset of surgical
video lectures (SVL) comprising 1.4k procedural videos.

• We propose to leverage text transcription from two com-
plementary ASR systems, Whisper and AWS, to enhance
the learning process by addressing limitations and inac-
curacies inherent in each ASR system.

• We propose a novel contrastive learning objective that
leverages dual text transcriptions from ASR systems and
the corresponding video clip, aiming to encourage close
proximity of embedding vectors in the joint latent space.

• We demonstrate the zero-shot transferability of our
learned multi-modal representations by showing superior
performance on various vision-and-language and vision-
only surgical tasks.

2. Related Works

2.1. Representation learning from unlabeled videos
Traditional fully-supervised approaches learn representa-

tions from datasets of images or videos with manually an-
notated labels. However, manual annotation is laborious and
expensive, especially when creating labeled datasets for new
problems. Therefore, several works have studied representa-
tion learning by deriving supervision from unlabeled visual
data, i.e., self-supervised learning (SSL) methods.

Self-supervised learning. Typically, SSL methods rely
on heuristics-based pretext tasks by pre-training the model
to solve handcrafted tasks having some degree of relevance
to downstream tasks. These pretext tasks focus on the con-
sistency of visual entities, including predicting the geomet-
ric transformations (Jing et al., 2018), the future representa-
tion (Vondrick et al., 2016) as well as colorizing videos (Von-
drick et al., 2018). However, these methods heavily rely on the
quality of the pretext tasks to show improvement in the down-
stream tasks. Recently, contrastive learning methods have
emerged as an alternative. These methods regulate the dis-
tribution of feature vectors within the embedding space. This
regulation process is accomplished by generating positive and
negative pairs and then applying a discriminative loss func-
tion. This function brings the embeddings of positive pairs
closer together while simultaneously distancing the embed-
dings of negative pairs. Specifically, MoCo (He et al., 2020)
proposes to store embeddings of negative samples in a queue-
based memory bank which is continuously updated during the
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course of contrastive learning. MoCo v2 (Chen et al., 2020b)
and SimCLR (Chen et al., 2020a) are subsequent works that
proposed to improve representation learning by using more
advanced data augmentations.

In the surgical computer vision field, SSL methods have
also been studied to support different surgical downstream
tasks ranging from estimating remaining surgery duration to
surgical activity recognition (Ross et al., 2018; Yengera et al.,
2018; Funke et al., 2018; Ramesh et al., 2023; Rivoir et al.,
2019). Specifically, these approaches employ SSL methods
to pre-train the model to obtain robust and effective represen-
tations and then fine-tune the pre-trained model on different
surgical downstream tasks to achieve superior performance.

Our approach distinguishes itself from these vision-only
SSL methods by performing representation learning using su-
pervisory guidance derived from language. Language super-
vision is produced by applying automatic speech recognition
(ASR) systems to surgical video lectures. We focus on learn-
ing the multi-modal representations exclusively from uncu-
rated surgical lecture videos, presenting a more realistic and
scalable learning scenario.

Language in representation learning. The poten-
tial of language in deep learning has been harnessed
through advancements in natural language processing (NLP).
Transformer-based models like Llama (Touvron et al., 2023)
and T5 (Raffel et al., 2020) have set new standards in tasks
such as translation and summarization. Moreover, transformer
encoders like Bart (Lewis et al., 2019) and RoBerta (Liu et al.,
2019) have improved bidirectional language understanding,
enhancing natural language task performance. In the medical
field, models like SciBert (Beltagy et al., 2019) and BioClini-
calBert (Huang et al., 2019), trained on large-scale biomedical
data and electronic health records, respectively, have signifi-
cantly improved biomedical text mining and healthcare prog-
nostics.

Different from the conventional visual-only SSL methods
as discussed before, recent representation learning methods
have started to explore language as an alternative semantic su-
pervision. Numerous works have proposed to use the paired
image/video and text datasets to learn a joint latent space
where the visual and textual data are close if they are se-
mantically similar (Changpinyo et al., 2021; Krishna et al.,
2017; Chen et al., 2015). However, these methods still rely
on human annotators to describe the visual content. To avoid
labeling images, several works (Mahajan et al., 2018) have
leveraged image titles, descriptions, and hashtag metadata to
provide language supervision. The recently proposed CLIP
model utilizes a dataset with 400 million image-text pairs for
multi-modal representation learning, achieving superior zero-
shot performance on various downstream tasks (Radford et al.,
2021). Also, De-CLIP leverages various supervisions, includ-
ing self-supervision within each modality and multi-view su-
pervision across modalities to efficiently optimize the model
using large-scale image-text paired datasets (Li et al., 2021).

Audio in representation learning. While exciting works
have been proposed using natural language supervision, the
application of natural language supervision for video repre-

sentation learning has received comparatively less attention.
A significant hurdle is the high cost of annotating textual de-
scriptions for video content. Some recent works adopt audio
to learn a self-supervised multisensory representation (Owens
and Efros, 2018; Alayrac et al., 2020). These approaches train
a neural network to predict whether video frames and audio
are temporally aligned. However, these works operate on the
event audio signals, such as instrument or environmental au-
dio, rather than spoken audio. As a result, these approaches
are limited to specific audio contexts, and they may not per-
form optimally in scenarios where spoken language is the pri-
mary focus.

Spoken audio has gained more research interest with the
rapid development of audio speech recognition (ASR) meth-
ods (Seide et al., 2011; Amodei et al., 2016; Narayanan
et al., 2018). These ASR methods achieve a much lower
word error rate when trained on the 2, 000 hours Switchboard
dataset (Seide et al., 2011). By leveraging the semi-supervised
strategy, authors in (Narayanan et al., 2018) have expanded
the training dataset size to 162, 000 hours of labeled audio,
thereby further decreasing the word error. The recently intro-
duced Whisper model has set the new state-of-the-art perfor-
mance in the general ASR domain by training a transformer
decoder using a large-scale dataset in a weakly supervised
manner (Radford et al., 2023).

Powered by the emergence of ASR, HowTo100M (Miech
et al., 2019, 2020) constructs a large-scale paired video and
text dataset by transcribing audio into textual annotations,
thereby providing large-scale language supervision for rep-
resentation learning. YT-Temporal (Zellers et al., 2021) cre-
ates a dataset for learning multimodal knowledge from textual
graphs derived from 6 million public YouTube videos. It ap-
plies multiple filtering and denoising strategies to obtain clean
and better-aligned audio transcripts. By utilizing audio from a
wide range of instructional videos, these datasets facilitate the
creation of scalable and robust models capable of understand-
ing natural language from diverse, real-world scenarios.

While Whisper has shown promising transcription results
in the general ASR domain, it faces challenges in accurately
transcribing domain-specific content, such as surgical video
lectures. Whisper is primarily trained on extensive multilin-
gual general domain datasets, which are less likely to include a
substantial number of surgery-specific words. To address this
issue, we propose to use two ASR systems to generate video
clip-text pairs from surgical video lectures. Specifically, we
use AWS Transcribe Medical (AWS, 2023) as a complemen-
tary ASR system to Whisper. AWS Transcribe Medical is a
service provided by Amazon Web Services and is specifically
designed to transcribe medical keywords accurately. Combin-
ing these two ASR systems addresses the limitations associ-
ated with the individual ASR system, thus helping to create
effective transcriptions for surgical video lectures.

2.2. Downstream tasks

The quality of representation learning is typically assessed
by applying the learned representations to various downstream
tasks. In our context, we categorize these downstream tasks
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into two main groups: vision-and-language and vision-only
tasks. Vision-and-language tasks are at the intersection of vi-
sion and language modalities and can be classified into two
categories: visual-textual understanding and generation tasks.
Visual-textual understanding tasks aim to correlate the infor-
mation across different modalities, such as text-based video
retrieval. Visual-textual generation tasks aim to generate one
modality output from another, such as video captioning. The
objective of vision-only tasks is to understand and interpret
the visual data from a single vision modality. A few exam-
ples of these tasks include image recognition, object detec-
tion, semantic segmentation, and pose estimation. In the fol-
lowing, we describe different vision-and-language and vision-
only tasks.

Vision-and-language tasks. With the substantial progress
in NLP (Devlin et al., 2018; Brown et al., 2020) and multi-
modal self-supervised learning (Radford et al., 2021), research
has been shifting towards multi-modal vision-and-language
tasks. Text-based video retrieval (Gabeur et al., 2020) enables
efficient video content searching and understanding using nat-
ural language queries. Temporal activity grounding (Gao
et al., 2017) seeks to identify and localize specific action steps
within a video sequence given a text description. In the con-
text of surgical vision-and-language tasks, SurgVQA (Seeni-
vasan et al., 2022) proposes a visual question-answering sys-
tem designed to answer the questions related to surgical
scenes, with the aim to offer real-time support to junior res-
idents. Surgical report generation is also explored to describe
current surgical events and objects (Xu et al., 2022). Similarly,
DAISI (Rojas-Muñoz et al., 2020) has introduced a method
for generating surgical instructions for different surgical pro-
cedures.

Vision-only tasks. Vision-only tasks have made substan-
tial advancements using fully-supervised deep learning meth-
ods. These advancements have shown state-of-the-art perfor-
mance in object detection (Girshick, 2015), action segmenta-
tion (Tang et al., 2019; Farha and Gall, 2019), image classifi-
cation (Deng et al., 2009; He et al., 2016), and action recog-
nition (Soomro et al., 2012). These successes are primarily
attributed to the power of deep representations in capturing
complex visual patterns.

The surgical computer vision community has embraced
these advancements, exploring numerous studies on surgical
tool and phase recognition (Twinanda et al., 2016; Dergachy-
ova et al., 2016; Al Hajj et al., 2018; Shah et al., 2023). Fol-
lowing this, researchers proposed more refined spatiotempo-
ral architectures to capture the dynamic and complex nature
of surgical tasks (Jin et al., 2017; Czempiel et al., 2020, 2021;
Jin et al., 2021; Rivoir et al., 2022). For a more comprehen-
sive understanding, a recent survey provides an overview of
surgical phase recognition approaches (Garrow et al., 2021).
For a more fine-grained surgical activity recognition, authors
in (Nwoye et al., 2022) have introduced the challenging action
triplet recognition task for laparoscopic cholecystectomy pro-
cedures. They propose a dataset to classify instrument, verb,
and target components from surgical scenes. However, all pre-
vious methods are vision-only, fully supervised methods that

rely heavily on human-annotated curated data.
In this work, we investigate both vision-and-language and

vision-only surgical downstream tasks. We apply our ap-
proach to vision-and-language tasks, including text-based
video retrieval, temporal activity grounding, and video cap-
tioning, to assess how well the model integrates and corre-
lates information across modalities. We also apply the model
to vision-only tasks, including surgical tool, phase, and ac-
tion triplet recognition, to investigate whether our represen-
tation learning from uncurated data benefits a specific proce-
dure, for example, laparoscopic cholecystectomy. We take a
first step towards generic representation learning for surgery
by performing zero-shot recognition on these surgical com-
puter vision tasks. By evaluating our models on both vision-
and-language and vision-only tasks, we aim to provide a com-
prehensive view of the capabilities and limitations of our ap-
proach.

3. Approach

This section outlines our SurgVLP approach for learning
joint multi-modal representations from surgical video lectures
and its adaptability to multiple downstream tasks. We first
introduce the process of constructing a large-scale video clip-
text pair dataset from surgical video lectures. Then, we present
our dual-branch architecture consisting of one branch for the
visual encoder and another for the text encoder to extract the
latent vectors from the video clip and the corresponding mul-
tiple text views, respectively. We then describe our contrastive
learning objective to optimize the dual-branch architecture us-
ing the joint latent vectors. Finally, we describe a variety
of vision-and-language and vision-only surgical downstream
tasks to evaluate learned multi-modal representations.

3.1. Video clip-text pairs

We utilize the recent advancements in audio speech recog-
nition (ASR) to transcribe lecture audio into textual sentences.
In particular, we use two different ASR systems to generate
complementary text views, namely the AWS Medical Tran-
scribe ASR system (AWS, 2023) and the Whisper ASR sys-
tem (Radford et al., 2023), as we observe that ASR systems
perform differently on the specific surgical domain. In par-
ticular, AWS Medical Transcribe is used to understand med-
ical terminology and surgery-specific terms, and Whisper is
used to understand the overall sentence structure and common
words.

To obtain the first text view, we start with the AWS ASR
system and use it to convert lecture audio into text transcrip-
tions. We then apply text preprocessing to truncate the tran-
scription into sentences based on the pre-defined stop sym-
bols. Then, we apply filtering strategies to keep the sentences
containing the surgical terminologies and remove meaning-
less and extremely short sentences. Thus, for a given surgi-
cal lecture video, these operations extract multiple AWS sen-
tences, where each sentence is accompanied by its start and
end timestamps. Due to the filtering, the AWS sentences con-
tain surgery-specific terms but are sparsely distributed along
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Fig. 2: (a) shows the examples of video clip-text pairs and their construction process. We have two text views and we pair them to random lengths of video
clips. (b) presents the contrastive learning objective with AWS sentences and Whisper sentences. SurgVLP utilizes the Info-NCE and MIL-NCE losses for AWS
and Whisper sentences, respectively. (c) illustrates how to perform downstream tasks in the zero-shot setting. We show the vision-and-language tasks, e.g.,
text-based video retrieval and temporal activity grounding, at the top and the vision-only tasks at the bottom.

the video time axis. More details on text pre-processing are
given in section 4.2.

To obtain the second text view, we use the Whisper ASR
system to generate the text transcription. We apply the same
text preprocessing strategy as above to truncate the transcrip-
tion into sentences. We do not apply heavy filtering because
the Whisper ASR system generates meaningful sentences with
clear stop symbols. Therefore, the processed Whisper sen-
tences possess different punctuation patterns than AWS sen-
tences and are densely distributed along the video time axis.
This variation in punctuation and distribution leads to po-
tential overlapping between AWS and Whisper sentences, as
shown in Fig. 2(a). Thus, one AWS sentence usually corre-
sponds to M ≥ 1 overlapped Whisper sentences. To extract
the corresponding video clip from given multiple text views,
we propose the following steps:

• sample an AWS sentence to ensure that the sentence con-
tains surgery-specific term;

• find M overlapped Whisper sentences;

• merge Whisper sentences and sample a timestamp, called
center timestamp, within the boundary of merged Whis-
per sentences;

• grow a video clip of random duration (up to 10 seconds)
from this center timestamp as the center for the video
clip.

We give below our intuitions behind the choices made for the
video clip sampling.

Better clip sampling with key surgical terms. Randomly
sampling a video clip from a surgical lecture video increases
the chances of having a video clip that either does not align
with the relevant text or has no correspondence with any text
at all. Therefore, sampling the AWS sentences to locate video
clips ensures that the sampled video clip contains surgical
terms of interest.

Better video clip boundary. The start and end timestamps
of AWS sentences provide a rough range for video clip dura-
tion. However, sampling video clips based on the exact times-
tamps of AWS transcribed sentences could produce less rele-
vant video clips. This is because AWS transcribed sentences
miss explicit sentence boundaries, thereby producing weak
alignment to the visual content. To address this, we propose
to sample video clips within the boundary of merged Whisper
sentences because they provide better and more explicit activ-
ity boundaries. We also sample video clips of different lengths
to encourage fine-grained association. Thus, a video clip may
have a better chance of being aligned or supervised by nearby
text.

These steps produce a set of video clips, each associated
with one AWS sentence and M Whisper sentences. This con-
stitutes our video clip-text pair dataset, as illustrated in Fig. 1
and Fig. 2(a).

3.2. Dual-branch model
Given the video clip-text pair dataset, we denote a video

clip as v and its corresponding AWS sentence and Whisper
sentences as a and wm, respectively. Here, m indexes over each
Whisper sentence. Given all paired video clips and transcribed
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sentences {vi, ai,wm
i }

K
i=1, SurgVLP aims to learn a joint latent

space that correlates semantically similar video clips with the
corresponding multiple view texts. Here, K is the total num-
ber of video clip-text pairs in the dataset. Formally, we aim to
learn two parameterized mappings: F : v→ Rd maps a video
clip into a d dimensional latent vector, and G : a/wm → Rd

maps an AWS or a Whisper sentence into a d dimensional
latent vector. To learn these two mappings, we employ a dual-
branch model with a vision branch F using a CNN-based vi-
sual encoder and a text branch G using a transformer-based
text encoder, described below.

3.2.1. Visual encoder
We employ the ResNet-50 model (He et al., 2016) pre-

trained on ImageNet as the base architecture for the visual en-
coder F . We replace the last layer of ResNet-50 with a linear
layer to project the incoming global-averaged pooled vector
into the d dimensional vector. For a given video clip v, we
first sample a fixed number of frames {z0, ..., zT } and then feed
them through F to obtain the latent vectors for each frame,
i.e., F (zi) ∈ Rd. Subsequently, we perform average pooling
across frames to obtain the final latent vector χ ∈ Rd, as shown
below:

χ =
1
T

T∑
i

F (zi). (1)

3.2.2. Text encoder
As mentioned above, we use AWS and Whisper ASR sys-

tems to transcribe surgical audio into surgical texts. The sur-
gical texts generated using these ASR systems are inherently
noisy, missing either the overall sentence structure or domain-
specific scientific terminologies. Thus, a robust and domain-
specific text encoder is required to handle the complexity of
the surgical texts. We propose to use a transformer-based text
encoder to encode the transcribed surgical sentences into rep-
resentative latent vectors. In particular, we employ BioClin-
icalBert (Huang et al., 2019) as our text encoder G. It is a
base-size Bert model (Devlin et al., 2018), containing 12 en-
coders with 12 bidirectional self-attention heads totaling 110
million parameters. It is pre-trained on medical texts and gen-
erates more representative features than other text encoders,
such as SciBert (Beltagy et al., 2019) and Bert (Devlin et al.,
2018), see section 4.4 for a comparison.

Given an AWS or Whisper sentence, we first split each word
into ni subwords based on the word-piece tokenizer. There-
fore, we generate a total of N =

∑L
i=1 ni subwords for a sen-

tence with L words. For the sentences of different lengths, we
truncate or pad them to the fixed length of N subwords. The
word-piece tokenizer addresses out-of-vocabulary words and
typo errors by splitting them into subword units. It maintains
linguistic meaning and minimizes the adverse effects of un-
known surgical terminologies. We consider each subword as
a token ti and pass its token ID to the tokenizer’s lookup em-
bedding table to get the corresponding input embedding vec-
tors of size RN×768. Then, input embedding vectors are passed
through multiple transformer layers of the text encoder G, re-
sulting in a feature vector of size RN×768. Then, G performs

the global average pooling to aggregate N feature vectors into
one vector. Finally, a linear layer (MLP) projects this vector
into the d dimensional output latent vector as follows:

β/γm = MLP(
1
N

N∑
i

G(ti)). (2)

Here, β and γm represent a d dimensional latent vector for each
sentence transcribed from AWS and Whisper ASR systems,
respectively.

3.3. Multiple text-views contrastive supervision

In this section, we describe our multiple text-views
contrastive learning objective. Given the latent vectors
{χi, βi, γ

m
i }

K
i=1 from video clip-text pairs {vi, ai,wm

i }
K
i=1, we first

consider the case when we have text supervision from only
one ASR, i.e., supervision from AWS text latent vectors (βi).
In this case, we employ the InfoNCE loss, which is a con-
trastive loss function utilized in self-supervised learning (Oord
et al., 2018; He et al., 2020; Chen et al., 2020a) and multi-
modal representation learning (Radford et al., 2021; Li et al.,
2021); here NCE stands for Noise Contrastive Estimation. By
utilizing the InfoNCE loss, denoted as LIn f oNCE , we align the
visual latent space with the corresponding AWS textual latent
space, as follows:

LIn f oNCE = −
1
B

B∑
i=1

log
exp(sim(χi, βi)/τ)∑B

j=1 exp(sim(χi, β j)/τ)
. (3)

Here, the numerator sim(χi, βi) is the cosine similarity score
between visual and corresponding AWS text latent vectors,
i.e., positive pairs. The denominator sim(χi, β j) is the cosine
similarity between the visual latent vector and all other AWS
text latent vectors in the batch, i.e., negative pairs, as illus-
trated in Fig. 2(b). Also, B is the batch size, and τ is the
temperature hyper-parameter to control the probability distri-
bution over the positive and negative pairs in the embedding
space (Wu et al., 2018). A high-temperature value smooths
out the distribution, allowing the model to consider a large
number of negative pairs. A low-temperature value makes the
distribution sharper, focusing more on the positive pairs and
reducing the influence of negative examples.

While AWS sentences contain medical and surgery-specific
terms, they however generate incomplete sentence fractions,
eventually providing insufficient supervision when utilizing
the InfoNCE learning objective. To address this issue, as our
key contribution, we propose to exploit text supervision from
multiple complementary ASR sources. In addition to the text
supervision from the AWS text latent vectors (βi), we utilize
text supervision from Whisper latent vectors (γm

i ) that can rec-
ognize overall sentence structure, thus enhancing the align-
ment between text and video clips.

As mentioned in section 3.1, we link M ≥ 1 Whisper sen-
tences to a video clip. Therefore, we propose to extend the
InfoNCE learning objective with the MIL-NCE (Miech et al.,
2020) learning objective, where MIL stands for Multiple In-
stance Learning. The MIL-NCE learning objective, denoted
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asLMIL−NCE , aims to align the visual latent vector χwith mul-
tiple Whisper latent vectors γm, as follows:

LMIL−NCE = −
1
B

B∑
i=1

log
∑M

m=1 exp(sim(χi, γ
m
i )/τ)∑B

j=1
∑M

m=1 exp(sim(χi, γ
m
j )/τ)

. (4)

Our final multiple text-views contrastive loss L combines
these two loss functions, LIn f oNCE and LMIL−NCE , scaled by
the weighting coefficients ϵ, as shown below:

L = ϵLIn f oNCE + (1 − ϵ)LMIL−NCE . (5)

In summary, the LIn f oNCE loss is responsible for aligning
surgery-specific terms from AWS sentences with video clips,
and the LMIL−NCE loss is responsible for addressing the mis-
alignment issue that the lecturers might talk about something
before or after they actually demonstrate it. Both loss func-
tions aim to maximize the alignment between positive pairs of
video clips and texts compared to random negative pairs in the
batch B.

3.4. Zero-shot transfer to downstream tasks
SurgVLP learns generic multi-modal representations from

different surgical procedures to correlate the semantically sim-
ilar video clips and texts. Therefore, in order to assess
its learned joint latent representations in handling the multi-
modal data, we introduce various vision-and-language sur-
gical tasks. These tasks include text-based video retrieval,
temporal activity grounding, and video captioning to serve as
comprehensive multi-modal benchmarks.

Furthermore, we investigate the zero-shot transferability of
SurgVLP to the traditional vision-only surgical tasks. This
evaluation is crucial to assess whether the learned joint
latent representations can effectively generalize to an un-
seen surgical dataset without using task-specific labels. We
evaluate SurgVLP on Cholec80 (Twinanda et al., 2016),
CholecT45 (Nwoye et al., 2022) datasets for surgical phase,
tool, and action triplet recognition. Below, we provide a
detailed explanation of both vision-and-language and vision-
only surgical tasks.

3.4.1. Vision-and-language surgical tasks
Text-based video retrieval. Given a textual query using

natural language, text-based video retrieval aims to retrieve
matched video clips from a large video repository. This task
allows users to search for videos using free-form language
queries, which is a flexible and intuitive way of querying. An
ideal retrieving system needs to handle novel queries that were
not seen during the training process. Also, text-based video
retrieval implies the degree of understanding across different
data modalities, i.e., video and text, which is a challenging
and important problem in surgical computer vision. In this
work, we perform this task in a zero-shot manner as eval-
uation methods relying on model fine-tuning or linear prob-
ing require task-specific labels and complex hyper-parameter
tuning, which may not directly reflect the true performance
of representation learning. We freeze the visual and text en-
coders after the pre-training. We use the visual encoder to

Training Inference

“Mesh positioning and fixation”

Visual 
Encoder

Text 
Decoder

Text 
Decoder

Text 
Encoder

“Small bowel exploration”

“Small bowel exploration”

Fig. 3: Text-only-training for video captioning: We use the learned joint em-
bedding space where text is encoded in a representation close to the ones of
its corresponding video clips. During training, we train the text decoder to
generate captions from text embeddings. During inference, the visual embed-
dings are fed to the visual encoder and then to the text decoder to generate the
text captions.

generate the visual latent vectors of the video clips from the
test database. Then, given a language query, we use the text
encoder to generate a text latent vector that is matched against
the visual latent vectors using cosine similarity. We retrieve
top-K highest-matched video clips.

Unlike the pre-training phase, where video clips of random
durations are generated, we follow a different process to gen-
erate video clips for evaluation. We manually correct Whisper
transcriptions on a subset of the dataset with the help of a clin-
ical expert. Subsequently, each individual sentence is aligned
with its corresponding video clip, ensuring a precise corre-
spondence between the textual description and the visual con-
tent. This process results in a video clip-text pair test dataset
that enables a proper multi-modal evaluation of SurgVLP.

Temporal activity grounding. Similar to the text-based
video retrieval task, temporal activity grounding is a retrieval-
based task. However, rather than retrieving from a large pool
of video clips, it aims to localize a given textual query to a rel-
evant segment within a video. It therefore requires more fine-
grained video text understanding and could be useful in many
applications, such as identifying critical events in a given sur-
gical video using textual queries and surgical video editing.
We perform the temporal activity grounding in a zero-shot
way by dividing a long lecture video into multiple video clips
and retrieving the relevant video clip based on the cosine sim-
ilarity with the given textual query. We utilize the same eval-
uation dataset as described in the previous section.

Text-only training for video captioning. The above
retrieval-based tasks essentially aim to measure SurgVLP’s
multi-modal representations by its ability to understand and
correlate the latent vectors of two different modalities, i.e.,
video and text. However, it is unknown if the learned rep-
resentations can be adapted to a textual generation task, such
as image or video captioning.

The traditional computer vision approaches for image or
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Table 1: Manually designed contextual prompts for the class names of the surgical phase and tool recognition tasks. The main action of scissors
is cutting, but this action can be performed by many other instruments, such as hook. Therefore, we use “I use scissors” as the context prompt
for the “Scissors” class.

Phase Labels Prompts Tool Labels Prompts

Preparation
In preparation phase I insert trocars to patient
abdomen cavity Grasper

I use grasper or cautery
forcep to grasp it

CalotTriangleDissection

In calot triangle dissection phase I use grasper
to hold gallbladder and use hook to expose the
hepatic triangle area and cystic duct and cystic
artery

Bipolar
I use bipolar to coagulate
and clean the bleeding

ClippingCutting
In clip and cut phase I use clipper to clip the
cystic duct and artery then use scissor to cut them Hook I use hook to dissect it

GallbladderDissection
In dissection phase I use the hook to dissect the
connective tissue between gallbladder and liver Scissors I use scissor

GallbladderPacking
In packaging phase I put the gallbladder into the
specimen bag SpecimenBag

I use specimenbag
to wrap it

CleaningCoagulation
In clean and coagulation phase I use suction and
irrigation to clear the surgical field and coagulate
bleeding vessels

Irrigator I use irrigator to suck it

GallbladderRetraction
In retraction phase I grasp the specimen bag
and remove it from trocar Clipper I use clipper to clip it

video captioning require paired visual and textual input to
train the model (Chen et al., 2020c). In this work, we however
propose to exploit the multi-modal knowledge of SurgVLP for
the task of video captioning by performing a text-only training
process. This approach requires the minimal modifications to
our pre-trained model and does not require any visual input
for training.

Our approach solely relies on textual data for training,
achieved through the construction of a trainable text decoder
(Nukrai et al., 2022). During the training phase, this text de-
coder is appended to the frozen pre-trained text encoder and is
trained as an encoder-decoder architecture to reconstruct the
textual sentences from the textual latent vectors, which are
generated from the SurgVLP’s pre-trained text encoder. Dur-
ing the inference phase, the visual latent vector from a given
video clip is generated using the frozen pre-trained visual en-
coder and fed into the trained text decoder to generate the cor-
responding text captions. Thanks to the multi-modal knowl-
edge learned through SurgVLP, it allows us to effectively pass
the latent vectors of video clips to the text decoder. The train-
ing and inference phase is illustrated in Fig. 3.

To generate meaningful captions for video clips, instead of
using inherently noisy transcribed textual sentences from pre-
training, we opt for using metadata sentences from the sur-
gical video lectures. These metadata sentences are uploaded
by the content creator and typically describe different phases
of the surgical procedure in a given video. These sentences
are shorter and more abstract such as “creation of the gas-
tric pouch” or “trocar and port placement” instead of a tran-
scribed sentence such as “I think the important thing is that
we have a good view at the beginning I perform the dissection
with electrocautery”.

These metadata sentences show a significantly different tex-
tual distribution than the pre-training sentences. Therefore,

using this task, we aim to assess the effective alignability of
our learned multi-modal representations into a different tex-
tual domain. We use the metadata sentences from the videos in
the pre-training dataset to train the text decoder; for the eval-
uation, we use a separate set of 100 videos containing video
clips and corresponding metadata sentences.

3.4.2. Vision-only surgical tasks
We evaluate our approach on traditional vision-only sur-

gical tasks using the Cholec80 (Twinanda et al., 2016) and
CholecT45 datasets (Nwoye et al., 2022). Through these eval-
uations, we aim to assess the domain generalization and ro-
bustness to distribution shift of SurgVLP, as these datasets
contain only laparoscopic cholecystectomy videos. In the fol-
lowing, we describe these tasks and outline our approach to
solving them without relying on any ground-truth labels, i.e.,
in a zero-shot manner.

Surgical tool, phase and triplet recognition. We evaluate
three recognition downstream tasks of different granularities:
surgical tool and phase recognition as coarse-grained tasks and
surgical action triplet recognition as fine-grained task.

SurgVLP is pre-trained to predict if a video clip and a text
snippet are paired together in the joint latent space. We reuse
this capability by processing the name of all classes as po-
tential text snippets and predicting whether a video clip and
class name are paired. Instead of feeding class names directly
to SurgVLP, we manually create contextual prompts for the
names of all classes in Cholec80 and CholecT45. Given the
contextual prompts, we compute their text latent vectors using
the frozen text encoder. We feed the input testing image to the
visual encoder to compute the visual latent vector and com-
pare it to the text latent vectors using cosine similarity. We
assign the most probable class to the image using the one with
the highest cosine similarity score, as shown in Fig. 2(c).
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The zero-shot evaluation on these datasets presents numer-
ous challenges. First, manually defining the class names for
a coarse-grained surgical phase introduces ambiguity. For ex-
ample, the Cholec80 dataset manually defines the class name
“clipping and cutting”, which does not accurately describe the
surgical definition. In the clipping and cutting phase, the sur-
geon uses the clipper to clip the cystic duct and artery, then use
scissors to cut them. Therefore, directly feeding class names
into our pre-trained model increases confusion and degrades
performance. Second, there exists a significant textual gap be-
tween the downstream and the pre-training datasets. Specif-
ically, annotators usually define class as a single word in the
downstream dataset. However, pre-training text transcriptions
are usually complete sentences. A video clip rarely accompa-
nies a single word in our pre-training dataset.

To address the above issues, we perform prompt engineer-
ing. We create contextual prompts from category names. For
surgical phase recognition, we create contextual prompts for
each phase label using a sentence describing the current phase,
which mainly includes instruments, anatomies, and actions,
as shown in Table 1. For surgical tool recognition, we cre-
ate a phrase for each label. The phrase describes the main
action performed by the instrument. For example, as shown
in Table 1, the category label “hook” in tool recognition is
transformed to “I use hook to dissect it”, the category label
“grasper” is transformed to “I use grasper or cautery forceps
to grasp it”, and so on. For surgical action triplet recognition,
we use a prompt template “I use {tool} to {action} {target}”,
where we replace the value in the bracket with corresponding
labels. For example, ⟨grasper, grasp, gut⟩ is transformed into
“I use grasper to grasp the gut”. These generated prompts
help bridge the textual gap between the pre-training dataset
and the downstream dataset.

4. Experiments

We first describe the implementation details of our method
in section 4.1 and the pre-training dataset to train our model
in section 4.2. We present the downstream tasks and datasets
used in our zero-shot evaluation in section 4.3. We then show
an ablation study emphasizing key ingredients of our approach
in section 4.4. We compare our SurgVLP approach to previ-
ous self-supervised methods in section 4.5. Finally, we show
the effect of contextual prompts and different text encoders in
section 4.5.3.

4.1. Implementation details

Feature extraction. We use the ResNet-50 network pre-
trained on ImageNet as the backbone of the visual encoder.
We uniformly sample T = 4 frames for each video clip. We
first extract the embedding vector for each frame and then ag-
gregate these vectors by temporal average pooling. Finally,
we obtain a d = 768 dimensional vector for each video clip.
For each sentence transcribed from ASR systems, we tokenize
it and then pad or truncate it to obtain the length N = 77. We
feed the tokenized sentence into the text encoder and generate
a d = 768 dimensional vector as the text embedding.

Hyper-parameters. We implement our method using the
Pytorch framework. We set the batch size as B = 80 and the
learning rate as 0.0001. The temperature parameter τ is set
to 0.3. We use 1 sentence from AWS and M = 2 sentences
from Whisper as corresponding texts for each video clip. The
coefficient weight for two loss functions ϵ is set to 0.5. The
pre-training takes approximately 3 days on four A100 GPUs.

4.2. Pre-training dataset
We propose the Surgical Video Lecture Pre-training dataset

(SVL-Pretrain) for multi-modal representation learning. The
SVL-Pretrain dataset contains large amounts of laparo-
scopic surgical video lectures. Specifically, we query the
videos based on keywords from three online platforms,
i.e., Websurg (Websurg, 2023), EAES (EAES, 2023), and
YouTube (YouTube, 2023). For Websurg, we use “interven-
tion” and “laparoscopic” as keywords to crawl 1, 124 sur-
gical lectures. They cover the five main categories, “Hep-
atobiliary and pancreatic surgery”, “General and digestive
surgery”, “Bariatric surgery”, “Hernia surgery” and “Col-
orectal, transanal and proctological surgery”. For EAES and
YouTube, we manually collect 202 surgical video lectures us-
ing manually designed keywords. Specifically, we compile
a list of surgical keywords for specific surgical procedures,
such as “laparoscopic cholecystectomy”, “hernia repairing”
and “gastric bypass”. Then we form text queries by adding
prefixes and suffixes to the keywords, such as “how to...” and
“:101”. We use these text queries to retrieve surgical video lec-
tures from EAES and YouTube. We keep the top 50 retrieved
results and exclude videos without any audio. We also remove
the video lectures that only contain slides and textbook im-
ages. In total, we collect 1, 326 lectures for the pre-training
set.

Text pre-processing. SurgVLP requires video clip-text
pairs for the training. Therefore, we use the AWS Medical
Transcribe (AWS, 2023) system and the Whisper (Radford
et al., 2023) model to transcribe audio into textual sentences
from the surgical video lectures. We apply pre-processing
strategies to remove noisy and unaligned texts. Specifically,
we first truncate the sentences based on the stop symbols, such
as “,”, “;” and so on. We then filter out sentences that do not
contain any noun or verb. Since each word transcribed from
AWS Medical Transcribe has a confidence score ranging from
0 to 1, we apply the confidence-based filter to remove sen-
tences with a low average confidence score. We set up the
threshold to 0.4. Finally, we apply a keyword filtering strat-
egy to remove sentences that do not contain any useful sur-
gical word for the downstream tasks. For the sentences tran-
scribed from Whisper, we follow the above strategy except
for the confidence-based and keyword-based filtering. This
difference makes the AWS sentences distribute more sparsely
than Whisper sentences, providing the rationale for our hyper-
parameter setup. For example, we select one AWS sentence
and M ≥ 1 Whisper sentences as correspondences. After
pre-processing, each surgical video lecture has multiple tran-
scribed sentences along the time axis. We then generate video
clip-text pairs as mentioned in Sec. 3.1. This results in 25, 578
video clip-text pairs for the pre-training set.
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4.3. Downstream datasets and tasks

To show the generalizability of our learned representations,
we perform the evaluation on five diverse downstream tasks
using four datasets described below.

4.3.1. Vision-and-language datasets and tasks
Text-based video retrieval. We construct a dataset, SVL-

Retrieval, to evaluate SurgVLP’s performance on text-based
video retrieval tasks. Specifically, SVL-Retrieval contains 20
surgical video lectures. Each video lecture is split into mul-
tiple video clip-text pairs, resulting in 537 pairs. The text
queries in SVL-Retrieval are initially transcribed from the
Whisper ASR system. Therefore, the transcribed sentences
are inherently noisy and miss surgery-specific terms. To make
a representative evaluation, our clinical collaborator has vali-
dated and cleaned the text queries by correcting the typos and
punctuation errors.

We follow the same evaluation protocol as described
in (Zhukov et al., 2019) to report the retrieval performance
using the Recall@K metric (with K = 1, 5, 10), which mea-
sures the percentage of correct video clips present within the
K top-ranked clips that were retrieved (the higher, the bet-
ter). We also report the median rank of the video clips in the
video pool. During the retrieval, each video clip in the SVL-
Retrieval dataset receives a ranking score that indicates how
close it is to the corresponding text query, compared to the
other video clips in the SVL-Retrieval dataset (the lower, the
better). The median rank score is the median of the ranks of
the ground truth videos across all text queries. A lower median
rank score indicates a stronger overall correlation between the
video clips and corresponding text queries, thus demonstrating
the effectiveness of the retrieval system.

Temporal activity grounding. We use the same SVL-
Retrieval dataset to evaluate the performance of temporal ac-
tivity grounding. We use the Recall@K metric (with K =
1, 5, 10) to report the performance. Here, we do not apply the
median rank in the temporal activity grounding task. This is
because temporal grounding is a video-specific task and does
not yield a large enough ranking list to represent the perfor-
mance of the method accurately.

Text-only training for video captioning. We create a
video captioning dataset, called SVL-Caption, to perform text-
only training for video captioning. The SVL-Caption dataset
is comprised of a training set with 9, 074 metadata sentences
obtained from the videos in the SVL-Pretrain dataset. The
testing set of SVL-Caption contains 734 video clip-caption
pairs from a separate set of 100 videos obtained using the
same collection process as described in section 4.2 but not
used during the pre-training. As explained in section 3.4.1,
the metadata sentences, which are uploaded by the video cre-
ator, describe different phases in the surgical video lecture.

We utilize BLEU (Papineni et al., 2002), METEOR (Baner-
jee and Lavie, 2005), and ROUGE (Lin, 2004) metrics to eval-
uate the quality of generated captions. The BLEU metric mea-
sures n-gram overlap, with higher scores for more matches.
The METEOR metric enhances this by considering synonymy,

stemming, and exact word matches. Finally, the ROUGE met-
ric evaluates n-gram overlap, longest common subsequence,
and skip-bigrams. All three metrics effectively assess the ca-
pability of the video captioning model to deliver concise, in-
formative summaries encapsulating key information.

4.3.2. Vision-only tasks
Tool recognition. We use the publicly available Cholec80

dataset (Twinanda et al., 2016) to evaluate the surgical tool
recognition. We use the test split of this dataset. We apply
the average precision (AP) to measure the recognition perfor-
mance for surgical tools as the area under the precision-recall
curve. We report the tool-wise AP and the average AP across
classes.

Phase recognition. We use the same Cholec80 dataset
test split as above to evaluate the surgical phase recogni-
tion. As precision and recall are commonly used in prior
works (Twinanda et al., 2016; Czempiel et al., 2020), we
choose F1-Score as the balanced metric for precision and re-
call for the phase recognition task. It ranges from 0 to 1, where
1 indicates perfect precision and recall.

Triplet recognition. We use CholecT45 dataset (Nwoye
et al., 2022) to evaluate the surgical action triplet recognition.
We use the test split of this dataset to make the comparison
to the prior fully-supervised and self-supervised works. In the
triplet recognition, we utilize the average precision (AP) met-
ric to recognize individual components, i.e., instrument (APi),
verb (APv), and target (APt). We also evaluate the perfor-
mance of instrument-tissue interactions by looking at the met-
rics for different sets of triplet components: the instrument-
verb (APiv), instrument-target (APit), and instrument-verb-
target (APivt).

4.4. Ablation studies

We perform our ablation studies on the following down-
stream tasks: phase recognition (Mean AP), triplet recogni-
tion (Mean AP), and text-based video retrieval (Recall@10).
This subset of downstream tasks has been chosen for their sim-
plicity of evaluation and because they cover a wide range of
tasks. As the hyper-parameter decisions, such as number of
text views, are made based on the results of the ablation stud-
ies, we conduct the evaluation on the validation subsets for all
these three tasks. In the following, we give the key takeaways
from our study.

Multiple text views introduce complementary knowl-
edge. Here, we remove one of the textual inputs from the
video clip-text pairs {vi, ai,wm

i }
K
i=1. When we train the model

with sentences transcribed only from the AWS system, we ob-
tain video clip-text pairs {vi, ai}

K
i=1. When we train the model

with sentences transcribed only from the Whisper system, we
obtain video clip-text pairs {vi,wm

i }
K
i=1, as shown in Table 2.

As mentioned in section 3.1, we hypothesize that com-
bining AWS Medical Transcribe and Whisper ASR systems
will introduce complementary knowledge. In Table 2, we
prove these hypotheses by showing that the model trained
from SurgVLP outperforms its counterparts in phase recog-
nition and text-based video retrieval tasks where the language
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Table 2: Ablation studies. We conduct three sets of experiments to demonstrate the effect of key designs in our approach, multiple text views,
clips of random lengths, and frame sampling from video clip. {vi, ai}

K
i=1: model trained with one AWS text view; {vi,wm

i }
K
i=1: model trained with

one Whisper text view; {vi, ai,wm
i }

K
i=1: model trained with both text views.

Phase Recognition Triplet Recognition Text-based Video Retrieval
Mean AP Mean AP Recall@10

Text Views
{vi, ai}

K
i=1 25.5 11.0 21.6

{vi,wm
i }

K
i=1 23.5 9.1 14.4

{vi, ai,wm
i }

K
i=1 26.7 10.3 25.1

Clip Length

2 seconds 20.0 9.4 19.1
4 seconds 24.1 9.2 21.6

10 seconds 17.3 9.0 18.8
Random 26.7 10.3 25.1

Frame Sampling
1 frame 19.7 9.5 18.1
2 frames 19.8 9.7 20.6
4 frames 26.7 10.3 25.1

Table 3: Comparison of different methods in text-based video retrieval and temporal activity grounding tasks.

Method Text-based Video Retrieval Temporal Grounding

R@1 (%) R@5 (%) R@10 (%) Median Rank R@1 (%) R@5 (%) R@10 (%)

Random 0.0 0.2 0.8 322 4.2 8.7 13.0
CLIP (Radford et al., 2021) 0.0 0.9 2.1 256 4.2 7.8 13.9

CLIP∗ 0.6 1.2 2.3 244 4.3 9.3 15.3
SurgVLP 2.8 11.8 16.1 70 8.6 19.9 29.7

and boundary information play the most important role. The
improvement can be attributed to the fact that sentences tran-
scribed by two ASR systems serve as two augmented ver-
sions of the “ground truth text”, helping the model to learn
transform-invariant textual features. We also find that a model
trained with sentences transcribed only by AWS leads to bet-
ter performance in action triplet recognition. We believe this
downstream task does not require sophisticated language un-
derstanding. Instead, detecting and matching the main key-
words is sufficient to solve this task.

Different clip lengths affect different granular-level
tasks. Here, we use both AWS and Whisper text views to
pre-train the model and demonstrate the effect of the differ-
ent lengths for video clip sampling. We conclude that dif-
ferent lengths of video clips affect the performance of differ-
ent downstream tasks. Also, randomly growing video clips
into different lengths provide better robustness to different
granular-level downstream tasks.

Among all three tasks, action triplet recognition is a fine-
grained task. Phase recognition and text-based video retrieval
are coarse-grained. As shown in Table 2, longer clip lengths
improve performance on coarse-grained tasks. For example,
the phase recognition and text-based video retrieval tasks are
significantly improved when the clip length is increased from
2s to 4s. However, extremely long clip lengths bring no ben-
efit and hinder performance. This is because longer clips pro-
vide more redundant frames that are not semantically corre-
lated with the texts, resulting in weakly aligned video clip-text
pairs. To cover the tasks with different granularities, we sam-

ple the video clips with different lengths (up to 10s), which
gives the best results for all three tasks. We fix the video
clip sampling strategy for the rest of the paper by growing
the video clips with random lengths.

More frames, the better. We continue to use two text
views and the video clips of random lengths to evaluate the
quality of our multi-modal representations trained with differ-
ent numbers of frames. As shown in Table 2, performance
is improved when the model includes more frames from the
clip. Specifically, the performance of triplet recognition in-
creases from 9.5 to 10.3 when three additional frames are used
in the pre-training. This suggests that including more visual
information from video clips could further improve the per-
formance of the joint representation. Given the limited com-
putational resources, we sample up to 4 frames for each video
clip in the current work.

4.5. Main results and comparisons

We build three baselines for comparisons with our SurgVLP
approach from different perspectives. One trivial system is a
randomly initialized SurgVLP, denoted as Random, to present
it as a lower baseline. We initialize it randomly 3 times and
present the average results. We also take the publicly avail-
able CLIP (Radford et al., 2021) model as a competitive base-
line because it is trained on 400 million of image-text pairs
and shows promising zero-shot image classification results on
the ImageNet benchmark. We further load the CLIP model’s
weight and fine-tune it with our SVL-Pretrain dataset. We de-
note the resulting model as CLIP∗.
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Fig. 4: Qualitative results of text-based video retrieval on SVL-Retrieval dataset using SurgVLP’s learned joint multi-modal representations. For each language
query, we retrieve 3 video clips from the repository. The ground truth video clip is framed in green. It is here always mentioned in the top-3 results.

“bipolar is very helpful in this task”

“bipolar is very helpful in this task and bloodless field could be obtained”

“bipolar is very helpful in this task and  bloodless field could be obtained”

Time

Fig. 5: Textual-visual activation maps from different sentence queries. The first row shows the ground truth. The second row shows the predicted activation map
along the time axis for the raw sentence. The third row shows the newly generated activation maps conditioned by modified sentences. When the whole sentence
is decomposed into sub-sentences, the SurgVLP approach generates a focused textual-visual activation map for the sentence with clear and less ambiguous words,
such as “bloodless” compared to “helpful” on the left. This shows that SurgVLP responds to specific surgical terms rather than general terminology.

4.5.1. Vision-and-language tasks
This section analyzes SurgVLP’s zero-shot transfer to mul-

tiple vision-and-language downstream tasks.
Text-based video retrieval. Quantitatively, as shown in

Table 3, SurgVLP surpasses the baselines by a large mar-
gin. Compared to the publicly available CLIP (Radford et al.,
2021) model, multi-modal representations from our SurgVLP
approach correlate the surgical narrative description to video

clips. It also links the instrument, action, and activity de-
scriptions of different granularities to the corresponding video
clips. Qualitatively, Fig. 4 illustrates the top three retrieved
video clips from our proposed SVL-Retrieval dataset. The
ground truth is framed in green. It shows that SurgVLP can
capture specific medical terms like bag and liver retractor.

Temporal activity grounding. We then evaluate our
learned multi-modal representations on the temporal activity
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Time

“The adhesion is free all around the defect”“sequential application of the bipolar cautery and cut with scissor”

Ground 
Truth

Single Text 
View

Two Text 
Views

Fig. 6: Textual-visual activation maps of our SurgVLP, computed on two language queries from SVL-Retrieval testing set. The language queries are shown at
the top of the figure, and the first row shows the ground truth activation map. The second row shows SurgVLP’s trained with one text view, i.e., AWS texts. The
last row shows that SurgVLP’s generates more concrete activation maps with less noise when trained on both AWS and Whisper texts.

Fig. 7: Qualitative results of temporal activity grounding. We show the grounding results of two videos with three language queries. Each set of images represents
a video clip. We show top-2 grounded clips for given text queries. Video clips framed in green are the ground truth to the given text. #1: top-1 grounded result.
#2: top-2 grounded result.

Table 4: Quantitative results of text-only training for video captioning. We report 6 conventional metrics to measure the similarity between
generated text and ground text. Our proposed SurgVLP significantly outperforms previous work, especially for ROUGE, which requires an
accurate representation of not only individual words but also their correct order.

Methods BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE

Random 0.19 0.02 0.01 0 0.04 0.22
CLIP (Radford et al., 2021) 0.21 0.04 0.02 0.01 0.04 0.24

SurgVLP 0.36 0.22 0.17 0.12 0.18 0.33

grounding task in Table 3. It shows that SurgVLP outperforms
the public CLIP model despite its use of 400 million images
for pre-training. We believe that this improved localization
ability is due to the fact that our model is trained on surgical
narrative descriptions with temporally grounded video clips as
opposed to image-level annotations in CLIP (Radford et al.,
2021).

Fig. 5 shows the impact of novel text queries on the tem-
poral activity grounding task. Specifically, we simulate the
open-vocabulary scenario by decomposing the sentence into
sub-sentence. For example, we remove the sub-sentence “and
bloodless field could be obtained” from the complete sentence

“bipolar is very helpful in this task and bloodless field could
be obtained”, resulting in a novel text query “bipolar is very
helpful in this task”. We plot the visual-textual activation
map by comparing the text embedding to all visual frame em-
beddings of the video. It shows that the model is triggered
by precise sentences, such as “bipolar is very helpful in this
task” rather than abstract or noisy ones, such as “bloodless
field could be obtained”. Therefore, removing a noisy sub-
sentence creates a more precise activation map. Fig. 6 also
demonstrates that SurgVLP with two text views generates a
focused attention map, highlighting relevant frames and ignor-
ing adjacent ones. This demonstrates that multiple text view
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Fig. 8: Caption results from text-only training for video captioning. Random: randomly initialized SurgVLP. CLIP (Radford et al., 2021): publicly available
joint embedding space from OpenAI pre-trained CLIP model. SurgVLP shows more reliable captioning results with more overlap to the ground truth sentence.
Also, the SurgVLP approach can generate detailed captions with the surgical instrument mentioned, e.g. “pledgets” in the top row last column.

supervision effectively connects the visual and the textual con-
tent.

We also show the qualitative results for the temporal activ-
ity grounding task. As shown in the first column of the top row
of Fig. 7, the system clearly understands the concept of “le-
sion” to locate the correct video clip. As shown in the second
column of the top row, it grounds the “seal” action correctly
but fails to ground the “coagulate” action.

Text-only training for video captioning. We conduct text-
only training for video captioning, demonstrating that the
model pre-trained from the SurgVLP approach can be ap-
plied for text generation tasks. We compare SurgVLP to two
baselines, the randomly initialized SurgVLP and CLIP. Here,
all methods are trained and evaluated using the SVL-Caption
dataset. As shown in Table 4, SurgVLP performs better than
the other baselines, as it is trained with surgical video clip-text
pairs. Random initialization yields the lowest results across
all metrics because the visual and textual embeddings are not
correlated. When a semantically similar video clip is given to
this model, the model does not align it to the corresponding
textual embedding, thus generating incorrect text output. Our
proposed SurgVLP approach scores highest in all the metrics,
suggesting the effect of its learned multi-modal embedding

space. We also show qualitative results in Fig. 8 to demon-
strate that SurgVLP can accurately generate abstract metadata
sentences from a given surgical video clip.

4.5.2. Vision-only tasks
This section analyzes SurgVLP’s zero-shot transfer to dif-

ferent vision-only surgical downstream tasks such as surgical
tool, phase, and triplet recognition on laparoscopic cholecys-
tectomy.

Tool recognition. As depicted in Table 5, SurgVLP exhibits
promising tool recognition performance, especially in identi-
fying tools with unique shapes like the T7 (specimen bag) with
a 64.9% average precision (AP). This zero-shot performance
is close to a fully supervised ResNet-50 model, as shown in the
first row. Nevertheless, there remains ample opportunity for
improvement in recognizing more challenging tools, such as
scissors and irrigators. These tools are rarely mentioned in the
SVL-Pretrain dataset. Also, we find that CLIP∗ gives a slight
improvement but still lags behind SurgVLP. This demonstrates
that multi-modal pre-training on natural images and texts ham-
pers surgical tool recognition tasks due to the large domain
gap between natural and surgical objects.

Phase recognition. As shown in Table 6, SurgVLP out-



16

Table 5: Zero-shot tool recognition on Cholec80. T1: grasper; T2: bipolar; T3: hook; T4: scissor; T5: clipper; T6: irrigator; T7: specimen bag.
Fully-supervised: ResNet50 model with full supervision.

Methods T1 T2 T3 T4 T5 T6 T7 Mean

Fully-supervised 86.9 79.6 99.2 81.2 94.9 61.3 93.8 85.3
Random 48.3 6.1 57.7 2.4 5.0 4.6 11.5 19.3

CLIP (Radford et al., 2021) 60.7 4.3 56.0 1.9 2.5 4.6 2.8 22.6
CLIP∗ 61.7 5.1 57.2 1.6 2.7 3.5 7.5 23.2

SurgVLP 55.2 21.3 61.4 7.8 16.2 7.9 64.9 33.3

Table 6: Zero-shot phase recognition on Cholec80. P1: preparation; P2: calot triangle dissection; P3: clipping and cutting; P4: gallbladder
dissection; P5: gallbladder packing; P6: cleaning and coagulation; P7: gallbladder extraction. F1-Score is used as the evaluation metric.
Fully-supervised: ResNet50 model with full supervision.

Methods P1 P2 P3 P4 P5 P6 P7 Mean

Fully-supervised 62.1 84.5 74.4 82.2 62.7 52.2 52.2 67.3
Random 5.6 0.3 4.7 3.4 6.5 1.0 4.4 1.8

CLIP (Radford et al., 2021) 10.3 38.0 0 20.1 0.3 3.7 0.4 10.4
CLIP∗ 9.0 38.7 0 20.3 2.3 3.6 14.7 11.5

SurgVLP 30.9 58.2 11.6 11.9 34.5 6.0 15.5 24.0

Table 7: Zero-shot triplet recognition results. We report the average precision for each component and the combination of the components. i:
instrument, v: verb, t: target, iv: instrument-verb, it: instrument-target, ivt: instrument-verb-target triplet.

mAP (%) i v t iv it ivt

Fully-supervised (Nwoye et al., 2022) 89.5 63.0 45.2 38.7 37.5 30.8
Random 22.7 14.9 10.9 5.0 4.3 3.2

CLIP (Radford et al., 2021) 24.4 15.3 10.3 7.2 4.0 3.1
CLIP∗ 25.7 15.8 11.0 7.7 4.9 3.7

SurgVLP 32.6 22.8 17.1 10.8 8.6 7.0

Fig. 9: Effect of our designed contextual prompts to the zero-shot transfer of vision-only downstream tasks. Our contextual prompts outperform their counterparts
by encoding more specific action and anatomy information, thus boosting phase recognition and instrument-verb recognition.

performs the baseline methods by a large margin. This in-
dicates that our surgery-specific pre-training method helps to
recognize surgical phases without explicitly training for them.
Also, SurgVLP and CLIP∗ largely outperform the vanilla
CLIP (Radford et al., 2021) at P7 (gallbladder extraction) and
P5 (gallbladder packing), which involves specimen-bag dur-
ing the operation. This is consistent with the improvement

in recognizing T7 (specimen bag), indicating that T7 contains
generic knowledge that can be transferred across different pro-
cedures.

Triplet recognition. As mentioned in (Cole et al., 2022),
contrastive learning lags far behind supervised learning on
fine-grained visual classification tasks. Therefore, we conduct
the action triplet recognition task to study a similar question
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Transcribed Sentences

Metadata Sentences

Fig. 10: Text architecture selection. We calculate the cosine similarity score
between the transcript texts from ASR and pre-segment texts from metadata
to measure which text encoder retains the semantic information between these
two texts.

Table 8: Cosine similarity scores comparison among different text en-
coders.

Models Similarity Score

Word2Vec Meanpooling 0.11
Word2Vec Maxpooling 0.56

Bert (Devlin et al., 2018) 0.63
CLIP’s Text Encoder (Radford et al., 2021) 0.69

SciBert (Beltagy et al., 2019) 0.80
BioClinicalBert (Huang et al., 2019) 0.86

for surgical computer vision. We aim to assess whether the
multi-modal features of SurgVLP are only effective for “easy”
classification tasks or are also useful for more challenging
“fine-grained” visual concepts. As shown in Table 7, SurgVLP
outperforms the baseline methods in zero-shot triplet recogni-
tion by enhancing the recognition of combinations of instru-
ments, verbs, and targets in cholecystectomy. Specifically,
we find that SurgVLP significantly improves verb and target
recognition performance. This suggests that the model effec-
tively learns better anatomical and action knowledge from our
SVL-Pretrain dataset and can transfer the learned knowledge
to procedure-specific downstream tasks. The zero-shot perfor-
mance is still lagging behind the fully-supervised method by a
large margin, and we expect this could be addressed by scaling
the dataset.

4.5.3. Text encoder and prompt analysis
Finally, we present the results of two experiments. First, we

conduct experiments to identify an appropriate text encoder by
exploring various text encoders for their ability to understand
surgery-specific texts. Second, we study the impact of dif-
ferent types of prompts on the vision-only downstream tasks
for zero-shot evaluations. In the following, we give two key
takeaways from these two experiments.

BioClinicalBert text encoder excels at encoding
surgery-specific texts. Conventional text encoders like
Word2Vec (Mikolov et al., 2013) show difficulties in han-
dling the out-of-vocabulary surgical terms. Also, a large

textual domain gap exists between the surgical datasets
and conventional computer vision datasets. Therefore, we
provide a study demonstrating which text encoders can
generate representative text embeddings for multi-modal
representation learning in the surgical field. Specifically, we
consider Bert (Lu et al., 2019) pre-trained on a large-scale
web corpus, SciBert (Beltagy et al., 2019) pre-trained on the
bio-medical scientific papers, CLIP’s text encoder (Radford
et al., 2021) pre-trained on large-scale natural image-caption
pairs, and Word2Vec (Mikolov et al., 2013) with different
pooling strategies, to compare with SurgVLP’s text encoder,
i.e., BioClinicalBert (Huang et al., 2019).

We select the video clips from the SVL-Caption dataset.
Each clip is associated with a metadata sentence. Given the
start and end timestamps of this sentence, we extract the tran-
scribed sentences within the video clip. We assume that the
metadata sentences and their corresponding transcribed sen-
tences are paired and have high similarity. Therefore, we feed
the sentences into the text encoders mentioned above to gen-
erate text embeddings. We then calculate the cosine similar-
ity score between the corresponding metadata and transcrip-
tion text embeddings, as reported in Table 8. Overall, Bio-
ClinicalBert achieves the best results compared to the other
text encoders. We show that the bag-of-words approach, e.g.,
Word2Vec, achieves the lowest score because transcribed sen-
tences from the SVL-Pretrain dataset require complex textual
understanding, which Word2Vec fails to capture. Also, as
CLIP’s text encoder is trained on a web corpus that contains
large amounts of natural texts, it shows the difficulty in han-
dling surgical-specific texts. We use BioClinicalBert in our
SurgVLP approach as it outperforms all other text encoders in
this experiment.

Contextual prompts aligned to downstream tasks result
in better performance. To bridge the textual gap between
the pre-training and downstream datasets, we manually design
the contextual prompts for class names. We use these prompts
as text inputs to perform the zero-shot transfer experiments
on vision-only downstream tasks. We compare our contextual
prompts, explained in section 3.4.2, to two variants: the tex-
tual form of the class names and CLIP’s default prompts. The
CLIP’s default prompt follows a template “the photo of {class
name}” where the class name is replaced with the phase, tool,
or triplet class name. As shown in Fig. 9, our designed contex-
tual prompts improve the performance on all three tasks. For
example, the P0 phase, which is “preparation”, is significantly
improved. Our contextual prompts also outperform CLIP’s
prompts in terms of instrument-verb, instrument-target, and
instrument-verb-target recognition. This shows that our pro-
posed contextual prompts encode more action and anatomi-
cal linguistic information to benefit fine-grained vision-only
downstream tasks.

5. Conclusion

The expensive and laborious process of creating manually
annotated datasets has been a main hindrance in developing
scalable surgical computer vision AI systems. In this work,
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we argue that surgical video lectures available through open
surgical e-learning platforms can provide a wealth of multi-
modal knowledge to train a scalable system for multi-modal
representation learning. We have harnessed this knowledge
by creating a multi-modal and multi-procedural dataset com-
prising 1.4k surgical video lectures. In order to derive effec-
tive supervisory signals without manual annotations, we uti-
lize the recent advancements in automatic speech recognition
(ASR) systems to transcribe the audio from these videos into
textual descriptions. This automated process has resulted in
a visual-textual multi-modal surgical dataset consisting of de-
scriptions of surgical events, instrument usage, and anatomical
status across various surgical procedures.

In order to tackle the surgery-specific linguistic challenges
inherently present in these videos, we utilize text transcrip-
tions from two complementary ASR models, namely Whis-
per and AWS. The AWS model understands specific surgi-
cal terms, whereas the Whisper model understands the overall
sentence structure. By combining the complementary knowl-
edge of these two systems, we overcome inherent limitations
and inaccuracies present in each ASR system. We then pro-
pose a novel contrastive learning objective for multi-modal
representation learning. Our approach, called SurgVLP, learns
effective multi-modal representations by bringing embeddings
of multiple text transcriptions and video clip to close proxim-
ity in the joint latent space.

To demonstrate the efficacy of the learned joint latent space,
we present a range of vision-and-language tasks tailored for
surgical computer vision. These tasks include text-based
video retrieval, temporal activity grounding, and video cap-
tioning, serving as benchmarks for evaluating the multi-modal
representation capability of SurgVLP. We demonstrate that the
learned multi-modal representations are not only useful for
these vision-and-language tasks but can also be seamlessly ap-
plied to traditional vision-only surgical downstream tasks. We
show promising results on these vision-only surgical tasks,
namely surgical tool, phase, and triplet recognition, without
using any manual annotations.
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