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Abstract

In this paper, we propose a method for constructing a neural network viscosity in order to reduce
the non-physical oscillations generated by high-order Discontiuous Galerkin (DG) methods. To
this end, the problem is reformulated as an optimal control problem for which the control is the
viscosity function and the cost function involves comparison with a reference solution after several
compositions of the scheme. The learning process is strongly based on gradient backpropagation
tools. Numerical simulations show that the artificial viscosities constructed in this way are just as
good or better than those used in the literature.

1 Introduction

In computational fluid dynamics, Discontinuous Galerkin (DG) methods can be used as an alternative
to finite volumes (FV) methods when a high order of convergence is desired. Indeed, by using polyno-
mials coupled with the weak form of the equation to approximate the solution, DG methods allow to
reach arbitrarily high orders of convergence [CS01, HWO07]. However, when the solution exhibits shocks
or strong gradients, these high order methods introduce non-physical oscillations, which can deterio-
rate the accuracy of the solution and lead to stability issues. Since shocks and strong gradients easily
appear in non-linear conservative systems, even from continuous initial conditions, countermeasures
are required to stabilize DG methods.

Classical approaches to reduce oscillations and stabilize DG methods are based on slope limiters,
filtering techniques or artificial viscosity methods. Slope limiter methods were initially developed for
FV methods and then adapted to DG schemes: they use a troubled-cell indicator to identify cells
with oscillations and then define fluxes at the cells interfaces with second order polynomial approxi-
mation and total variations diminishing property [CS89, CLS89]. An alternative is to consider WENO
(Weighted Essentially Non Oscillating) type reconstruction to take advantage of the full high-order
approximation in the identified troubled cells and their neighbours [ZS13, QS04, ZCQ20]. Regarding
filtering techniques, they involve applying a linear filter using the modal representation of the solution
locally in each cell to smooth out the solution [HKO08, Hes17]. Finally the artificial viscosity method
consists in adding a non-linear viscous term to the equation, which makes the solution smoother, thus
saving the DG methods from situations that they cannot handle correctly. The viscous term can then
be tuned with a local coefficient, which should only be activated in problematic areas and should vanish
as the characteristic length of the mesh tends to zero.

In this paper, we will focus on artificial viscosity methods. A few different approaches have emerged
to deal with different problems. For instance, the artificial viscosity can be function of the divergence of
the velocity field [MLMO09], function of the modal decay of the solution in each cell [PP06] or function
of the entropy production [GPP11]. A comparative study of some models has been carried out in
[YH20], and shows that these different models behave differently from each other, and that the most
suitable model may depend on the test case considered. In addition, each of these models relies on
some parameters that have to be adjusted empirically, making the process of finding the right viscosity
coefficient even more difficult.



A more recent approach consists in exploiting the capabilities of neural networks in pattern recog-
nition to design data-driven tools. In short, neural networks can be described as non-linear functions
with many parameters —from thousands to millions— that can be adjusted using gradient descent in
order to optimize a given criterion. Examples of this approach can be found in several related topics:
neural networks are used as troubled-cell indicator for high order schemes in [RH18], as classifiers
of functions’ regularity to control oscillations in spectral methods in [SRH21], or as predictor of the
degree of reconstruction for MOOD algorithm in [BLT20]. Last but not least, in [DHR20] the authors
design an artificial viscosity for DG methods using neural networks. In all these examples, the authors
use supervised learning, where the criterion to optimize is an error between the output of the neural
network and a given target. In [DHR20] for instance, for each test case of the training dataset, the
target is set to the artificial viscosity model (among a given set of options) that performs best for this
specific test case. This method makes the neural network converge toward a kind of good interpolation
between known models. However supervised learning in this way is not necessarily the best option, or
may not even be possible in some other contexts. Indeed, an appropriate target is not always available;
and when it is, as is the case in the example previously described, using it as a target will not allow
the neural network to explore new designs.

In this paper we use a different way to train parameterized functions in numerical schemes, that is
not bounded by these limitations. We train the neural network directly in the numerical scheme, and
compare the resulting numerical solution to a target solution, instead of considering the output of the
neural network itself. This approach relieves us from any prior expectation on what the output of the
neural network should look like and only focuses on the result, while having the additional advantage
to include effects of the neural network through many iterations of the scheme computing the gradient
by automatic differentiation framework. We speak about ”differentiable physic approach” [THM™21].
This approach have been very recently used to learn discretization [BSHHB19, DKNT22].

This approach can be see as an optimal control approach, which we design a closed-loop control
of the system to fit the reference solution. A comparable approach is reinforcement learning, which
is equivalent to optimal control without using the temporal transition scheme, but only examples of
transitions. To our knowledge, this approach has been used for the construction of limiters in [SKCB23]
and for adjusting the weights in WENO schemes [WSLD19].

One of the main ingredients of this approach is the use of deep learning frameworks (like TensorFlow
or PyTorch), not only for the implementation of the neural network, but extended to the implemen-
tation of the whole numerical scheme. Indeed, the optimization of the parameters is performed with
a gradient descent algorithm, which requires the computation of the gradient of the error. Since the
error involves the numerical solution produced through many iterations of the parameterized numerical
scheme, all the computations need to be differentiated. By implementing the numerical scheme in a
deep learning framework, the computation of this highly complex gradient can be fully automated,
making the optimization algorithm fairly easy to code. However, the complexity of the gradient is in
itself an obstacle to the proper functionning of the algorithm, both because of its high computational
cost and because of potential gradient instability. In this paper, we propose an algorithm to adress
both of these limitations, and provide results of this algorithm when applied to the design of a neural
network viscosity for DG schemes.

The remaining of this paper is organized as follows. In section 2, we introduce a general framework
for the approach we used in this work. In section 3, we describe in details our implementation of this
framework to the design of an artificial viscosity for DG schemes in 1D. Finally, section 4 gives numerical
results for the advection equation, Burgers’ equation and Euler’s equation, with considerations on the
influence of some parameters.

2 An optimal control method for parameterized schemes

In this section we describe the method we use to construct an artificial viscosity. Since this method
is not specific to this problem, we describe it in general terms, as a general framework to optimize
parameters in a numerical scheme for partial differential equations. In our application, these parameters
are the weights of a neural network designed to output the coefficient for the artificial viscosity.



2.1 Optimization problem

As an example, let us consider a general hyperbolic equation
U+ V- -F(U) =0,

with U : R% x R* — R® the vector of unknowns and F : R® — R**9 the flux of the equation. Let us
consider a given discretization of space (finite volumes, DG, WENO schemes, etc.) and time (explicit
Euler, Runge-Kutta, etc.), resulting in a numerical scheme of the form

Ut =S, m(U™) = S=(U"), (1)

where U™ is the approximation of the solution U at time t", S, is an iteration of the numerical scheme
on one timestep, and 7 is a part of the numerical scheme that can be modified to serve as a control
to the scheme. For instance, m could be a slope limiter for a finite volumes method, a process to
compute the weights of a WENO scheme, or —as in this paper— an artificial viscosity coefficient for
a discontinuous Galerkin method, among many other possibilities.

In order to express the problem as an optimization problem, we denote by V.V (U?) the quantity

VI(U®) = £(S:(U%), S3(U%), ..., ST(UY)), (2)
where S7' corresponds to n iterations of the scheme

S™M(U) = (Syo0---08,:)(U°),

n times

and L is a generic cost function. Thus V.V (U?) is a cost function depending on a discrete solution
made of IV successive iterations of the numerical scheme S;.. It can be for example an error committed
by the scheme compared to a reference solution a penalization of the control.

Since there is usually little hope to find a control 7 that minimizes V¥ (Up) for all possible initial
conditions Uy, we focus on a specific distribution of initial conditions P, and consider the following
optimization problem:

min / VN (Uy) dP(Up). (3)

T

In order to find a solution to this optimization problem, we choose to parameterize m with a set of
parameters 6, for instance by implementing my as a neural network. The optimization problem thus
becomes

min J(0) = min / VN (Uo) dP(Up). (4)
This problem is similar to the optimization problem solved by policy gradient methods in reinforcement

learning [SLHT14].

2.2 Gradient descent and back-propagation

Our approach to solve the optimization problem (4) is to use a mini-batch gradient descent algorithm,
relying on automatic differentiation for the computation of the gradient. The gradient descent algo-
rithm consists in starting from an arbitrary set of parameters, and iteratively improve it by performing
updates of the form

0+ 0—nVyJ(H),

or any other alternative, e.g with momentum, Adam, and so on. The mini-batch version of the
algorithm consists in replacing the gradient VyJ(6) by an approximation using a Monte-Carlo method,
meaning that the integral over the distribution PP of initial conditions is replaced by a sum over a sample
Up,...,UY) of P:

K
N (770
Vo (0) ~ Y VoV (UR).
k=1
In principle this approximation does not prevent the convergence of the algorithm while making it

much faster. In our case, if the distribution P is infinite, such an approximation is even required for
the computation of the gradient to be possible.



From here, the difficulty lies in the computation of VgVTr]Z (U°) for a given U°. Figure 2 shows the
computational graph of this quantity, from which can be derived the following formulae:

(VoV) = Z (VosSz,) (VurL),

(VoSz ™) = (Vo(Sx, 0 57,)) = (VoSi,) (VuSz,) + (VoSr,),
where, for any function g(z), the gradient Vg refers to the transpose of its Jacobian matrix. Assuming
that all these quantities are well defined, meaning that both £ and S, are differentiable, we thus obtain
a way to compute the gradient VoV, (U?).

In practice, all these computations are done automatically. Indeed, in the same way that deep
learning frameworks (e.g Tensorflow, Pytorch) allow to automatically compute the gradient of a neural
network w.r.t its parameters using the backpropagation algorithm, the same frameworks can be used
to compute the gradient of any parameterized numerical scheme S, w.r.t 6, provided that S, is
implemented using the differentiable functions of the framework. More than that, the backpropagation
algorithm can be applied to any number of iterations of the numerical scheme, and even to the complete
computational graph for Vﬂjz (U°) shown in Figure 2. In particular, this method illustrates one way
these deep learning frameworks can prove useful for optimization tasks in scientific computing.

Let us conclude this section with a few observations on this approach to solve problem (4). A
first advantage of this optimization algorithm lies in the fact that it does not require any reference ,
since the error is not computed on the output of 7y directly, but instead on the numerical solution
that stems from my. A second advantage is that the optimized function J(¢) can take into account
many iterations of the numerical scheme S;,, thus including effects of the control my that would go
unnoticed on shorter time scales. In our application to an artificial viscosity, these long time effect
would be the diffusion related to a too high viscosity, as opposed to the short term oscillations related
to a too low viscosity. Finally, note that this method contrasts with classical reinforcement learning
algorithms in that this method leverages our knowledge of the transition process between two successive
states, here U™ and U™*!. Indeed, classical reinforcement learning usually build implicitly (model free
approaches) or explicitly (model based approaches) an approximation of this transition process by
analyzing examples of transitions, whereas in our case the full knowledge of this transition process, ie
of the numerical scheme, can be used to compute the gradient of J(f) directly.

2.3 Optimization on sub-trajectories using the reference solutions

Let us mention two obstacles to the application of the method described above. The first one stems
from the depth of the computational graph when the number of iterations IV grows higher and higher.
Indeed, as NV increases, the computation of V@Vﬂlz becomes not only more and more expensive, but
also more and more subject to gradient instability issues, similarly to very deep neural networks. The
second obstacle is that although the algorithm does not require a reference control 7, it does rely on a
function £ that quantifies the error of a numerical solution, and which may not be easy to determine.

One way we have found to partially address both of these issues is to use a reference numerical
scheme S,.f, accurate and robust, and the reference solutions UL, ..., U, provided by it. First it helps
with the measure of the error committed by Uy, by providing an expected result to compare with.
But we can also use the reference solutions to limit the number of iterations the gradient actually goes
through to a given number m < N, by replacing problem (4) by:

min J(6) / Z Vi (Ufe) dB(Uo) = min / Z Vi (S7(Uo)) dB(U). )
n=

In this formulation of the problem, instead of minimizing the error on an entire trajectory with N
iterations, we minimize the sum of the errors on all the sub-trajectories with m iterations, starting
from a point in the reference solution. This process thus limits the size of the computational graph for
J(0), while still allowing the parameterized scheme Sy, to be trained on data at times arbitrarily far
from ¢ = 0, which would not be the case if we simply picked a small N. Note that for the computation
of VyJ(0) with this new formulation, the sum over the sub-trajectories is also approximated by a
Monte-Carlo method, similarly to the integral over the initial conditions. This approach does not
allow to capture very long time effects of the control but only on medium size time sequences. For a
number of applications such as the construction of limiters or viscosity this seems to be sufficient.



2.4 Algorithm

The whole method is described in Algorithm 1. Note that, as mentioned in the previous section, both
the integral over the initial conditions and the sum over the sub-trajectories of length m in (5) are
approximated by a Monte-Carlo method, resulting in a kind of double mini-batch gradient descent
algorithm. Something not mentioned in this algorithm for the sake of simplicity, but very useful to
track the progression of the training, is the computation of a validation loss at the end of each epoch,
consisting in the evaluation of J(f) on a set of sub-trajectories generated at the beginning of the
training. Also note that in this algorithm, S, and Siet could actually consist of several iterations of
the corresponding numerical schemes, so that the actual timestep At satisfies some stability conditions.
Equivalently, we could say that the error L(U™,--- ,U"*™) could be computed on a subset of instants,
thus lowering the memory requirements for the storage of the reference solutions.

Algorithm 1: training algorithm

1 Start from a random set of parameters 6
2 for each episode do

3 Generate random initial conditions (U}, ..., U%) ~ P

4 Compute reference trajectories from UY up to SN(U?) for all k € {1,...,K}

5 for each epoch do

6 Randomly select a set I of indices (k,n) € {1,..., K} x {0 ,N—m}

7 Compute sub-trajectories from S™:(UY) up to Sm (S (U?)) for all (k,n) el
8 Compute J(6) = >, nyer Vo (Ster(U r)

9 Update parameters 6 with V.J(6)
10 end
11 end

3 Design of an artificial viscosity for discontinuous Galerkin
schemes

This section is dedicated to our application of the method previously described to the design of an
artificial viscosity for discontinuous Galerkin schemes in one dimension. Sections 3.1 and 3.2 describe
the problem and the key elements of the method, like the numerical scheme, the control 7, the cost
function £. Then sections 3.3 to 3.3 give some details on the implementation.

3.1 Discontinuous Galerkin method and artificial viscosity

In this application, we are interested in using discontinuous Galerkin (DG) schemes to solve hyperbolic

equations of the form
0, U + 9,F(U) =0, (6)

with U : Ry X [Zmin, Tmax] — R® the conservative variables, and F : R® — R® the physical flux.

In order to discretize equation (6) with a discontinuous Galerkin method, we consider a spatial mesh
of the interval [Zmin, Tmax] made of n, cells of equal length Az, and introduce a basis of polynomials
(¢1,...,¢p) of degree at most p — 1 on the reference interval [—1,1]. Assuming that the components
of U are polynomials of degree at most p — 1 on each cell, with no constraint of continuity at the
interfaces of the cells, the i-th variable on the j-th cell can be written

P
=3 Uijr(t)ér(®), 1<i<s1<j<n,,
k=1

involving the change of variable to the reference interval: & = =142 ((x—Zmin) mod Az)/Ax € [—1,1].

Assuming that F(U) are also polynomials of degree at most p — 1 on each cell, it has a similar
decomposition with coefficients (F; ;). Then, integrating (6) against each of the ¢, leads to the



following semi-discrete weak formulation:

%M +(F* = FS) =0, (7)

where M = (f_ll ¢k¢[> e S = (f_ll gf);@%d)g)k g and F* involves the estimated values at the interfaces

of the cells, using a local Lax-Friedrichs flux. Here, the product %M is to be understood as

du aU; e
v} =S kg,
(dt )m 2 M

Finally, a Runge-Kutta method is used for the time integration of (7). We refer to [HWO07] for more
details.

An important benefit of discontinuous Galerkin schemes is that they can be made to converge
in O(AxP) for any arbitrary order p, by using polynomials of high enough degree (p — 1 in one
dimension). However, when the solution exhibits strong gradients or shocks, high-order DG schemes
produce oscillations as those shown in Figure 1, which can ruin the accuracy of the scheme and
produce fatal instabilities (e.g negative pressure in the Euler equations). For this reason, a method
that is sometimes used consists in adding an artificial viscosity term to the equation to solve, in order
to smooth out the solution:

U + 0,F(U) = 0, (p0,U). (8)

The artificial viscosity above depends on a coefficient u = u(x,t) € R that can locally increase or
decrease the amount of smoothing, and that is expected to vanish as the length Az of the cells tends
to zero to recover the original equation asymptotically. In practice, since the places where the viscosity
is needed depend on the solution, the viscosity coefficient is taken as a function of U:

w=m(U).

Denoting G = 10, U = n(U)0,U and (G, ;) its coefficients in the discontinuous polynomial basis,
the discontinuous Galerkin scheme now reads:

GM ==(U)(U* -US),

dUu N N

M+ (F*=FS)—(G*-GS)) =0.

where U* and G* involve the estimated values at the cells interfaces using a centered numerical flux.
After time discretization, still with a Runge-Kutta method, we have thus completely defined the
numerical scheme U™ = S, (U™).

Function 7 is the one that we intend to design with the use of the method described in the previous
section. As discussed in the introduction, some models for 7 can already be found in the literature,
and [YH20] compare some of them. In the result section, we compare our own viscosity to two of these
models, referred to as the derivative-based (DB) and highest modal decay (MDH) models respectively,
briefly described in appendix A.

3.2 Definition of the cost function

To design the cost function £ used to determine the control m, we compare the associated numerical
solution U, -+ UY (or of a sub-trajectory U™, --- ,U"T™) to a reference solution Uyct by summing a
local-in-time cost function C' over iterations:

N
LU,....,UN) =) _CU",Uk).
n=1
For the reference solution, we use the numerical solution of a second-order MUSCL scheme on a fine
grid, which ensures that the reference solution is both accurate and oscillation-free. The local-in-time
cost function C, also concerned with both the accuracy of the solution and the presence of oscillations,
is taken as a combination of three terms:

C(Una I:réf) = Wosc Cosc(Una :Z;f) + Wacce Cacc(Una rréf) + Wyisc Cvis(Un)'
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Figure 1: Example of oscillations with discontinuous Galerkin schemes. Linear advection with periodic
boundary conditions, solutions after one period. All solutions were obtained using a DG scheme of
order 4.

For simplicity, we give below the expression of each term in the scalar case. In case of a system, we
simply take the average cost.

The aim of the first term is to detect the numerical oscillations. After some testing, we have
obtained interesting results with the following W?2'! semi-norm:

Cosc (U™, Uleg) = A$lrcfz | Dza (Mot (U™))i — Daa( féf)z||1 )

where, for any approximate quantity V, V; refers to its value in cell ¢, IT,of(U™) is the projection of
the piecewise polynomial solution of the DG scheme on the fine mesh of the reference FV scheme,
and D,,(U); = ﬁ%(Ui,l — 2U; + U;41) a finite-difference second derivative. One can obviously use
other measures of oscillations or costs penalizing positivity losses or violations of the local maximum
principle.

The second term measures the accuracy of the scheme and is given by the discrete L' norm of the

difference between U* and fef:

Cacc(U", Ugeg) = A$refz [Meet(U™)i — (Ufer)illy »

We compare the two solutions on the fine grid in order to highlight the oscillations.
Finally, since the artificial viscosity is a non-physical process, it is natural to look for the smallest
viscosity which still allows to kill the oscillations. To do so, we use as the third term an L? penalisation:

Cois(U™) = ||mo (U™,

with the norm computed directly from the piecewise polynomial viscosity. This cost is standard in
optimal control problems.

Finally, a good starting point for the weights wosc, Wace and wyisc could be such that all three terms
contribute about as much to the overall error, but further empirical tweaking is necessary to get to
the best compromise between diffusion and oscillations, as illustrated in the result section.

3.3 Neural network viscosity function

To apply Algorithm 1, it remains to define the neural network used for the viscosity function 7y(U)
and how it is used in the scheme S.

Neural network architecture. In this work we use a residual neural networks (ResNet) as intro-
duced in [HZRS16], with adequate padding and no pooling so that the size of the output is the same
as the input. This is a standard architecture for deep convolutionnal neural network. The hyper-
parameters of this architecture are its depth, i.e. the number of blocks, its width, i.e. the number of
filters per convolution, and the kernel size of these convolutions. We got good results with a very
small version of it depicted in Figure 5: one block, width 16 and kernel size 3, for a total of about
2000 trainable parameters. We use the rectified linear unit (ReLU) activation function, except for



the last layer that uses the softplus activation function. Also the last layer is initialized with kernel
zero and constant bias —3 so that the initial output of the neural network is a constant vector with
value softplus(—3) ~ 0.02. The purpose of this initialization is to start the training with a reasonable
viscosity that makes the numerical scheme stable.

Pre-processing and post-processing The raw input for the neural network is the approximated
solution U™ at a given time, which comes as a tensor of values at each quadrature point of each
cell. The cells are of equal length but the quadrature points are not uniformly distributed across the
cells, which results in an overall non uniform discretization of the solution. Since convolutional neural
networks —as the one we use— are not adapted to non uniform discretization, the input needs to be
encoded in some way before being fed to the neural network. We opted for a concatenation between
the value of the solution at the quadrature point and the relative position of the said quadrature point
in the cell, in the form of a one-hot encoding: the first quadrature point of the cell is mapped to the
vector (1,0, ...,0) € RP, the second to (0, 1,0, ...,0) € RP, and so on, p being the number of quadrature
points per cell. Figure 4 gives an example of this encoding on a single variable.

Notably, the input of the neural network does not include information about the resolution of the
solution, and therefore the artificial viscosity produced by the neural network is only adapted to the
resolution the neural network has been trained with. In order to use the neural network with different
resolution, we multiply the ouptut by a scaling factor, the same way it is done in [DHR20]. This
scaling factor s is constant across each cell and involves the size of the cell Az as well as the jumps of
the solution at its interfaces [U]r and [U]g:

s = min{ Az, max{|[U] .|, [[U]r|}}

Also, this scaling helps the artificial viscosity getting closer to zero where the solution is smooth, which
prevents unnecessary diffusion. Figure 4 depicts the whole process for the computation of the viscosity
on a fictive cell.

Integration in the numerical scheme Since the evaluation of the neural network is relatively
expensive compared to the rest of the numerical scheme, we choose to compute the artificial viscosity
only once at the beginning of the timestep, as illustrated in Figure 3. Thus, we do not update its value
at each stage of the Runge-Kutta method. We found that this simplification allowed faster computing
with no perceptible loss of accuracy.

3.4 Training data

In this work we try and learn from initial conditions that have a general form, expressed as partial

Fourier series:
20

U%:2€[0,1] — Z n cos(2mna) + 2= sin(2mna), 9)
i=0
with coefficients a,, and b,, following a uniform distribution on [—1,1]*. Of course, it is possible to use
other type of dataset without difficulties. For instance, for the Euler equations (see Section 4.3), we
will use this kind of initialization on the primitive variables instead of the conservative ones. Positive
initial conditions can be necessary for some variables: in this case, we subtract to the above functions
their minima and add a small positive value ¢ = 0.1.

As the neural network is non-local, the learned viscosity may depend on the solutions generated
during the training. In particular, if the network is trained with one particular equation, it may not
perform as well on another equation. However, it would be possible to train the network directly on
several equations, even if it has not been done in this work.

4 Numerical Results

In the following three sections we give numerical results for three different equations : the advection
equation, Burgers’ equation and Fuler’s system respectively. We give some details regarding the
training and the influence of some parameters in the advection case, and then simply give the results
for Burgers and Euler.
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Figure 3: Computations graph for one iteration of the Runge-Kutta 4 scheme. The artificial viscosity
is computed only once and used at each step.
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Figure 5: The architecture we use to compute the artificial viscosity: a small ResNet with only one

block. Conv(w, k) represents a 1D convolution with w filters of size k.



In all the numerical results presented below, we use the following parameters unless stated other-
wise:

e DG scheme: order p = 4, Gauss-Lobatto quadrature points, 32 cells on [0, 1], timestep At = le—5,
RK4 discretization in time,

Reference FV scheme: order 2 (MUSCL), 2048 cells on [0,1], timestep At = 1075, RK2 dis-

cretization in time,

Entire trajectories of N = 4096 iterations, sub-trajectory of m = 512 iterations,
e K = 8 initial conditions per episode,
e 20 batches of size 16 per episode, arbitrary high number of episodes.

Values for the weights wogsc, Wace and wyise Will be specified for each test-cases.

4.1 Advection equation

We will start by validating the approach on the advection equation given by

{ dip+adyp =0,
p(t = O,LU) = PO(l')a

where p : Ry x [0,1] — R is the advected density and a € R is a constant velocity that we take equal
to 1. We consider periodic boudary conditions For the initial condition py, we test the viscosity on a
common composite function with different kinds of discontinuities:

e~ ((#=0125)/0.08)"  3f 4 < (.25,
1, if 5/16 < 2 < 7/16,
po(z) =14 1—|(x—2)x 16| if9/16 <z < 11/16,
1—(16x —14)2 if 13/16 < x < 15/16,
0 otherwise.

In order to notice the effects in long time of the different viscosities, we consider the solution after
two periods at ¢ = 2. We take advantage of the simplicity of the problem to discuss the effect of the
hyper parameters of the optimization problem, i.e. the weights wosc, Wace and wyisc involved in the
cost function and the size m of the sub-trajectories.

For simplicity we start by training an artificial viscosity using only two of the three terms in the
loss. Since the term in Cys. on the one hand and the terms in Cy.. and Cyisc on the other seem
adversarial, we consider using only Cyse and Clyise (Wace = 0), or only Cose and Chace (wyise = 0). Let
us consider the first case. Figure 6 shows a typical training in these conditions: at first, the neural
network greatly decreases the amount of viscosity, before adding some back in order to find a better
compromise between the two parts of the loss. In order to visualize the resulting viscosity and solution,
the neural network is applied with a specific test case, but note that the training was done with random
initial conditions as described in section 3.4.

An important factor in the equilibrium reached is the value chosen for the weights wesc, Wyisc and
Wace. Figure 7 illustrates this by showing the resulting solutions and viscosities when weg. is set to 107°
and when wyis. varies (wace still being set to zero). As expected, when the L? penalization increases,
the viscosity gets smaller and smaller, which results in less diffusion but more oscillations. Indeed, as
observed in Table 1, both Cosc and L error increases with wyis.. Figure 8 and Table 2 show what
happens when it is wyise Which is set to zero and waee Which varies, wesc still being set to 107°. The
results are similar, but show more diffusion overall.

Another important parameter of the algorithm is the number m of iterations in a sub-trajectory,
on which the gradient of the loss is computed. Picking a big value for m makes the computation
of the gradient more expensive, but allows to include more long-term effects of the viscosity. Figure
9 shows some resulting viscosities with different values for m. It would seem that as m increases,
the model becomes less and less diffusive, because more diffusion appears in longer sub-trajectories
and affect the gradient. In order to learn a minimal viscosity that will eliminate the oscillations it
is therefore important to optimize our network on long enough trajectories so that the effect of the
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Figure 6: (Advection) Top: Evolution of the validation loss during training. The contribution of the
different terms are shown in color. Middle and bottom: Solution (middle) and viscosity (bottom) on
a test case using the neural network viscosity at different points in its training. The test case uses
periodic boundary conditions and consists of two periods (ie final time t = 2).

H Model Wosc Wacc Wyisc C(osc Cacc Cvisc ‘ L2 Lee H
1075 0  2-10°7]9.32e+03 1.10e-01 1.73e-10 | 5.91e-02 5.26e-01
DG NN 1075 0 4-10% | 9.36e+03 9.32e-02 1.03e-10 | 5.95e-02 5.34e-01
107 0 6-10% | 9.41e+03 8.35e-02 T7.44e-11 | 5.97e-02 5.37e-01
107 0 8-10% | 9.45e+03 7.57e-02 5.85e-11 | 5.98¢-02 5.43e-01

Table 1: (Advection - variation wyis.) Errors for each model presented in Figure 7.

H Model ‘ Wosc Wacce Wyisc Cosc C(aucc CViSC L2 L> H
10°° 0.2 0 9.26e+03 1.38e-01 3.47e-10 | 5.86e-02 5.18e-01
DG NN 10°° 0.8 0 9.27e+03 1.28e-01 2.87e-10 | 5.88e-02 5.26e-01
107° 1.6 0 9.25e+03 1.28e-01 2.94e-10 | 5.88e-02 5.26e-01
1075 3.2 0 9.27e+03 1.19e-01 2.55e-10 | 5.89e-02 5.22e-01
Table 2: (Advection - variation wae.) Errors for each model presented in Figure 8.
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Figure 7: (Advection - variation wyisc) Solution (top) and viscosity (bottom) on a test case with neural
network viscosities obtained with different weights wyisc, the other two weights being set to wese = 107°
and waee = 0. The test case uses periodic boundary conditions and consists of two periods (ie final

time ¢t = 2).
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Figure 8: (Advection - variation wae) Solution (top) and viscosity (bottom) on a test case with neural

network viscosities obtained with different weights wacc, the other two weights being set to wose = 10-°
and wyisc = 0. The test case uses periodic boundary conditions and consists of two periods (ie final
time ¢ = 2).

diffusion is clearly visible in the cost functions. Otherwise, the method learns a too large viscosity since
its negative effect will not be visible enough in the cost functions. Also, a smaller m do not necessarily
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decrease the training time even if the computation of the gradient is cheaper since the number of steps
of gradient descent may be larger.

2 7 N\

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Exact m=232 m=128 m=256 —— m=>512

Figure 9: (Advection - variation m) Solution (top) and viscosity (bottom) on a test case with neural
network viscosities obtained using sub-trajectories with different length m. The test case uses periodic
boundary conditions and consists of two periods (ie final time t = 2).

Finally, we compare our viscosity to two reference viscosities: the ”derivative-based” (DB) viscosity,
and the "highest modal decay” (MDH) viscosity, described in appendix A. Figure 10 shows the result
with 32 cells for the discontinuous Galerkin scheme, which is the same resolution as the one used for
the training of the neural network. Interestingly enough, our viscosity generalises pretty well to other
resolutions, thanks to the scaling described in section 3.3. As an illustration, Figures 11, 12 and 13
compare the same three viscosities but used with 64, 128 and 256 cells respectively. Note that in these
three examples, the model DG NN” uses the same viscosity as in Figure 10, trained on 32 cells only.
The results on the different figures and given by Table 3 show that the neural network viscosity gives
the best compromise between accuracy and oscillations or between L? and L™ errors. Indeed, the
MDH method has a lower L? error but oscillates more and has a larger L> error. The DB approach
is clearly more diffusive for this long time problem.

4.2 Burgers equation

We now consider the Burgers equation given by

2

6tp + aﬂf p2) = 07

p(t =0,z) = po(),

with p : Ry x [0,1] — R and complemented with periodic boundary conditions. The network, the
hyper-parameters and the training process are exactly the same as for the advection equation, with
coefficients wace = 0.5, Wose = 107° and wyise = 5. In order to avoid any issues with non-entropic
solutions the DG scheme could converge to, we only consider positive functions in the dataset. The
remarks made on the hyper-parameters, the learning in the previous section on advection remains
valid here. We therefore propose to give direct results comparing a learned viscosity with classical
viscosities. To do this, we consider an initial condition that has not been used in the training phase of
the neural network viscosity:
po(z) = 1 +sin(2rx), =z €[0,1],
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Figure 10: (Advection - comparison with DB and MDH) Solution (top) and viscosity (bottom) on
a test case with different viscosities: no viscosity (DG), derivative-based viscosity (DG DB), highest
modal decay viscosity (DG MDH) and our neural network based viscosity (DG NN). The test case
uses periodic boundary conditions and consists of two periods (ie final time ¢ = 2).
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Figure 11: (Advection - comparison with DB and MDH) Solution (top) and viscosity (bottom) on a
test case with 64 cells instead of the usual 32. The different viscosities used are the derivative-based
(DB), the highest modal decay (MDH) and our neural network based viscosity (NN). The test case
uses periodic boundary conditions and consists of two periods (ie final time ¢ = 2).

with final time ¢ = 1.
On Figures 14 and 15, we observe as before that the classical DG method without viscosity term
generates large oscillations closed to the discontinuity. Contrary to the transport case, the MDH
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Figure 12: (Advection - comparison with DB and MDH) Solution (top) and viscosity (bottom) on a
test case with 128 cells instead of the usual 32. The different viscosities used are the derivative-based
(DB), the highest modal decay (MDH) and our neural network based viscosity (NN). The test case
uses periodic boundary conditions and consists of two periods (ie final time ¢ = 2).
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Figure 13: (Advection - comparison with DB and MDH) Solution (top) and viscosity (bottom) on a
test case with 256 cells instead of the usual 32. The different viscosities used are the derivative-based
(DB), the highest modal decay (MDH) and our neural network based viscosity (NN). The test case
uses periodic boundary conditions and consists of two periods (ie final time ¢ = 2).

method is here the more diffusive method. Note that the MDH viscosity acts at the beginning of the
simulation and then vanishes as the approximate solution becomes smooth. The neural network and
the DB methods gives very similar results with less numerical diffusion and small oscillations. Note
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H Model ‘ Cells ‘ Cose Clace Clise L? L H

32 | 9.97e+03 5.24e-02  0.00e400 | 9.03e-03  6.05e-01

el 64 | 9.89e+03 2.62e-02 0.00e4+00 | 4.71e-03  5.95e-01
128 | 1.01e+04 1.36e-02 0.00e4-00 | 2.52e-03 5.81e-01

256 | 1.05e4+04 7.23e-03 0.00e+00 | 1.37e-03  5.60e-01

32 | 9.18e+03 2.49e-01  3.30e-07 | 7.82e-02 6.04e-01

DG DB 64 | 9.18e+03 1.56e-01 6.11e-08 | 3.94e-02 5.10e-01
128 | 9.21e+03 8.57e-02  7.16e-09 | 1.86e-02 5.06e-01

256 | 9.22e+03 4.36e-02  6.94e-10 | 9.13e-03  5.02e-01

32 | 9.57e+03 5.94e-02 0.00e4+00 | 1.22e-02 5.57e-01

DG MDH 64 | 9.56e+03 2.49e-02 0.00e4-00 | 5.37e-03 5.57e-01
128 | 9.69e+03 1.26e-02 0.00e4-00 | 2.75e-03  5.50e-01

256 | 1.00e+04 6.60e-03 0.00e+00 | 1.45e-03 5.37e-01

32 | 9.41e+03 8.35e-02  4.76e-09 | 1.78e-02 5.37e-01

DG NN 64 | 9.30e+03 4.14e-02  3.96e-10 | 8.48e-03 5.22e-01
128 | 9.27e4+03 2.20e-02  2.86e-11 | 4.98e-03 5.08e-01

256 | 9.34e+03 1.28e-02  3.00e-12 | 3.11e-03  4.94e-01

Table 3: (Advection - comparison with DB and MDH) Errors for each model presented in Figure 10.

that the neural network is slightly less oscillating at the bottom of the discontinuity. In conclusion,
this test-case shows that the neural network viscosity still provides good results for such a non-linear
equation with generates discontinuities.

4.3 Euler system

Finally we present results for the Euler system:

Oep + 0z (pu) = 0,
O (pu) + 9, (pu? +p) =0,
O E + 0, (Fu + pu) = 0,

where p : R; X R — R denotes the density, u : Ry x R — R the velocity, p : R, x R — R the pressure
and F : Ry x R — R the energy. The system is completed with a perfect gas law, resulting in the
following relation :
=Py
v—1 2

where + is the adiabatic constant taken equal to 1.4 here. Once again we use the same parameters as
before, the only difference being that my now has three inputs, one for each conservative variable. The
output is still a single viscosity coeflicient u(x), since the same viscosity is applied to each equation.
The neural network is trained using the coefficients wace = 0, Wose = 107° and wyise = 102 in the loss.
The training dataset is made using initial conditions with the three variables p, u, p chosen according
to (9) with the correction to ensure the positivity of the density and the pressure.

We compare the different viscosity approaches on two classical test cases: the Sod problem and the
Shu-Osher problem. In these test cases the DG scheme without viscosity is unstable and therefore is
not presented.

The Sod test-case uses the initial condition

( () = (1,0,1), ifx <0.5
Po, %o, Po){T) = (0.125,0,0.1). otherwise

on the interval [0, 1] with final time ¢t = 0.2. We consider also Dirichlet boundary conditions. On Figure
16, we compare the different schemes associated with the different viscosity models on a mesh with
100 cells. As for the Burgers equation, the MDH viscosity provides the worst results. This problem
can be explained by the fact that the hyper-parameters of the MDH method, taken from [YH20], may
not be optimized to this specific test-case. The result between the DB model and the neural network
model are close. Our approach seems better in the contact wave and a little bit more oscillating on
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Figure 14: (Burgers - comparison with DB and MDH) Solution (top) and viscosity (bottom) of different
models for Burgers equation with 32 cells
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Figure 15: (Burgers - comparison with DB and MDH) Solution (top) and viscosity (bottom) of different
models for Burgers equation with 64 cells
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Figure 16: (Euler - Sod) Sod test case, 100 cells

the shock. On a grid with 200 cells 17, the neural network viscosity seems slightly more accurate for
all the different components of the solution. It is confirmed by the errors presented in Table 4, which
both L? and L* errors are smaller on the two meshes.

H Model ‘ Cells ‘ Cosc Clace Clisc L? L H
DG DB 100 | 3.13e+02 2.47e-03  2.04e-08 | 3.36e-05 5.08e-02
200 | 3.04e+02 1.12e-03  2.48e-09 | 1.03e-05 3.93e-02
DG MDH 100 | 2.86e+02 2.88e-03 0.00e+00 | 5.27e-05 5.43e-02
200 | 3.00e+02 1.24e-03 0.00e+00 | 1.27e-05 3.90e-02
DG NN 100 | 3.30e+02 1.36e-03 4.97e-09 | 1.48e-05 4.21e-02
200 | 2.94e+02 5.86e-04  7.09e-10 | 2.92e-06 3.11e-02

Table 4: Errors for each model on the Sod test case.

The second test case is the Shu-Osher test case, whose initial condition is given by:

( )(z) = (3.857143,2.629369,10.333333) if x < —4
Po, %o, Po){T) = (14 0.2sin(5x),0,1) otherwise ’

on the interval [—5, 5] with final time ¢ = 1.8. The solution is composed of several smooth oscillations
and a discontinuity. As before, we compare the different approaches on a given mesh with 200 cells.
The results in Figure 19 and Table 5 shows that our model and the DB model gives very similar results
with a slight advantage for the DB model.

5 Conclusion

In this paper, we propose an optimal control approach to optimize a parametric numerical scheme based
on its effect after several iterations. The method is a simple gradient method to optimize a given cost
function, where the gradient is calculated across a large number of iterations by automatic differenti-
ation. We apply it to the construction of an artificial viscosity for DG methods for one-dimensional
hyperbolic equations. The numerical results on different simulations show that the obtained neural
network viscosities result in equivalent or better results compared with classical artificial viscosities
(Derivative Based or Highest Model Decay viscosities).
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Figure 19: (Euler) Shu-Osher test case, 200 cells

H Model ‘ Cells ‘ Cosc Cace Clisc L? L> H
DG DB 100 | 2.47e+03 4.09e-01 1.73e-04 | 1.01e-01 1.18e+00
200 | 2.40e4+03 1.61e-01 2.16e-05 | 2.92e-02 1.08e+00
DG MDH 100 | 2.37e4+03 5.76e-01 1.98e-05 | 1.79e-01  1.31e+00
200 | 2.25e+03 2.53e-01 6.00e-13 | 5.21e-02 1.25e+4-00
DG NN 100 | 2.38e+03 3.49e-01 5.46e-06 | 8.24e-02 1.22e+400
200 | 2.42e4+03 1.71e-01  5.29e-06 | 2.95e-02 1.23e+00

Table 5: (Euler) Errors for each model on the Shu-Osher test case.

There are several possible ways to extend this work. First, non-physical oscillations have so far
been detected with the semi-norm W21 of the error with respect to the reference solution. Another
possibility would be to design a data-driven detector of the non-physical oscillations like in [BZSF20].

It will also be naturally important to extend this work to 2D/3D problems. Note however that
a major difficulty comes from the number of iterations taken into account in the computation of the
gradient. In our one-dimensional problem, we succeed in considering up to 1000 time steps. However,
this was possible because of the coarse meshes and small networks. For two-dimensional problems,
the sizes of the mesh and the network may be larger and the memory resources may be saturated. To
overcome this difficulty, the method could be coupled with a reinforcement approach [WSLD19] or a
neural ODE method [CRBD18], for which the gradient are computed by duality.

Finally, the same methodology could also be applied to other problems like estimating optimal
slope limiters or WENO stencils.

A Reference artificial viscosity models

In the result section, we compare our viscosity to two models of reference, that we briefly describe here
in the context of a discontinuous Galerkin scheme of order p in one dimension.
The first one is the simplest one, refered to as the derivative-based (DB) model in the comparative
study [YH20], and reads
Az
1

7"'DB([I) = min(ﬂﬁaﬂmaX)v up = Cﬁ(pf)QlaﬂcuL Hmax = CmaprTml Hcljlx |5|a
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where u is the unique variable in the scalar case and the velocity for the Euler equation, s is the local

wave speed,

and cg and cpax are empirical parameters, set to 1 and 0.5 respectively.

The second one is refered to as the highest modal decay (MDH) model in [YH20] and was first
proposed in [PP06]. In this model, the viscosity is computed from the variable p which refers to the
unique variable in the scalar case, and to the density for the Euler equation. The MDH model relies
on a modal expansion of p in each cell,

p—1
plx,t) = Z Pk ()i (z), 1r Legendre polynomials on the cell considered,
k=0

and more specifically on the ratio between the norm of the highest mode and the overall norm:

||ﬁp711/’p71H%2

r=lo
10 ),

The viscosity is then taken smoothly increasing with r from 0 to pimax as follows:

0 ifr<ryg—cg
WMDH(U):MmaX %(1+Sinﬂ-(gci_;0)) ifrg —cxg <r<rg+ck
1 otherwise

The threshold rg depends on the order p as

ro = —(ca + 4logyo(p — 1)),

and c4 and ck are empirical parameters set to 2.5 and 0.2 respectively. These computations give a
value for the viscosity coefficient on each cell, which is interpolated by a polynomial of degree 2 that
has this value in the middle of the cell, and the average value between the two cells involved at the
interfaces, resulting in a continuous function.

References

[BLT20]

[BSHHB19)

[BZSF20]

[CLSS9]

[CRBD18]

[CS89]

[CS01]

[DHR20]

A. Bourriaud, R. Loubere, and R. Turpault. A priori neural networks versus a posteriori
MOOD loop: a high accurate 1D FV scheme testing bed. J. Sci. Comput., 84(2):1-36,
2020.

Y. Bar-Sinai, S. Hoyer, J. Hickey, and M.P. Brenner. Learning data-driven discretiza-
tions for partial differential equations. Proceedings of the National Academy of Sciences,
116(31):15344-15349, 2019.

A.D. Beck, J. Zeifang, A. Schwarz, and D.G. Flad. A neural network based shock de-
tection and localization approach for discontinuous Galerkin methods. J. Comput. Phys.,
423:109824, 2020.

B. Cockburn, S.-Y. Lin, and C.-W. Shu. TVB Runge-Kutta local projection discontinuous
Galerkin finite element method for conservation laws III: one-dimensional systems. J.
Comput. Phys., 84(1):90-113, 1989.

R.T.Q. Chen, Y. Rubanova, J. Bettencourt, and D.K. Duvenaud. Neural ordinary differ-
ential equations. Advances in neural information processing systems, 31, 2018.

B. Cockburn and C.-W. Shu. TVB Runge-Kutta local projection discontinuous Galerkin
finite element method for conservation laws. II. General framework. Mathematics of com-
putation, 52(186):411-435, 1989.

Bernardo Cockburn and Chi-Wang Shu. Runge-Kutta discontinuous Galerkin methods
for convection-dominated problems. J. Scient. Comput., 16:173-261, 2001.

N. Discacciati, J.S. Hesthaven, and D. Ray. Controlling oscillations in high-order Discon-
tinuous Galerkin schemes using artificial viscosity tuned by neural networks. J. Comput.
Phys., 409:109304, 2020.

21



[DKN+22]

[GPP11]

[Hes17]

[HKOS]

[HWO7]

[HZRS16]

[MLMO09]

[PPO6]

[QS04]

[RH18]
[SKCB23]

[SLH*14]

[SRH21]

[THM*21]

[WSLD19]

[YH20]

[ZCQ20]

[ZS13]

Gi. Dresdner, D. Kochkov, P. Norgaard, L. Zepeda-Nunez, Jamie A Smith, M.P. Brenner,
and S. Hoyer. Learning to correct spectral methods for simulating turbulent flows. arXiv
preprint arXiw:2207.00556, 2022.

J.-L. Guermond, R. Pasquetti, and B. Popov. Entropy viscosity method for nonlinear
conservation laws. J. Comput. Phys., 230(11):4248-4267, 2011.

J.S. Hesthaven. Numerical methods for conservation laws: From analysis to algorithms.
SIAM, 2017.

J.S. Hesthaven and R. Kirby. Filtering in Legendre spectral methods. Mathematics of
Computation, 77(263):1425-1452, 2008.

J.S. Hesthaven and T. Warburton. Nodal Discontinuous Galerkin methods: algorithms,
analysis, and applications. Springer Science & Business Media, 2007.

K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), June 2016.

A. Mani, J. Larsson, and P. Moin. Suitability of artificial bulk viscosity for large-eddy
simulation of turbulent flows with shocks. J. Comput. Phys., 228(19):7368-7374, 2009.

P.-O. Persson and J. Peraire. Sub-Cell Shock Capturing for Discontinuous Galerkin Meth-
ods. In 44th AIAA Aerospace Sciences Meeting and Exhibit. American Institute of Aero-
nautics and Astronautics, 2006.

J. Qiu and C.-W. Shu. Hermite WENO schemes and their application as limiters for
Runge—Kutta discontinuous Galerkin method: one-dimensional case. J. Comput. Phys.,
193(1):115-135, 2004.

D. Ray and J.S. Hesthaven. An artificial neural network as a troubled-cell indicator. J.
Comput. Phys., 367:166-191, 2018.

A. Schwarz, J. Keim, S. Chiocchetti, and A. Beck. A reinforcement learning based slope
limiter for second-order finite volume schemes. PAMM, 23(1):¢202200207, 2023.

D. Silver, G. Lever, N. Heess, T. Degris, D. Wierstra, and M. Riedmiller. Deterministic
policy gradient algorithms. In Eric P. Xing and Tony Jebara, editors, Proceedings of the
31st International Conference on Machine Learning, volume 32 of Proceedings of Machine
Learning Research, pages 387-395, Bejing, China, 22-24 Jun 2014. PMLR.

L. Schwander, D. Ray, and J.S. Hesthaven. Controlling oscillations in spectral methods
by local artificial viscosity governed by neural networks. J. Comput. Phys., 431:110144,
2021.

N. Thuerey, P. Holl, M. Mueller, P. Schnell, F. Trost, and K. Um. Physics-based deep
learning. arXiv preprint arXiv:2109.05237, 2021.

Y. Wang, Z. Shen, Z. Long, and B. Dong. Learning to discretize: solving 1D scalar
conservation laws via deep reinforcement learning. arXiv preprint arXiv:1905.11079, 2019.

J. Yu and J.S. Hesthaven. A study of several artificial viscosity models within the Dis-
continuous Galerkin framework. Communications In Computational Physics, 27(5):1309—
1343, 2020.

Z. Zhao, Y. Chen, and J. Qiu. A hybrid Hermite WENO scheme for hyperbolic conserva-
tion laws. J. Comput. Phys., 405:109175, 2020.

X. Zhong and C.-W. Shu. A simple weighted essentially nonoscillatory limiter for Runge—
Kutta discontinuous Galerkin methods. J. Comput. Phys., 232(1):397-415, 2013.

22



	Introduction
	An optimal control method for parameterized schemes
	Optimization problem
	Gradient descent and back-propagation
	Optimization on sub-trajectories using the reference solutions
	Algorithm

	Design of an artificial viscosity for discontinuous Galerkin schemes
	Discontinuous Galerkin method and artificial viscosity
	Definition of the cost function
	Neural network viscosity function
	Training data

	Numerical Results
	Advection equation
	Burgers equation
	Euler system

	Conclusion
	Reference artificial viscosity models

