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Abstract

The numerical simulation of space launchers combustion chambers is a topic of increasing interest, as it may help
the development of safer and more efficient designs. Understanding fuel injection is a particularly severe challenge.
The liquid oxygen is injected by a round orifice surrounded by an annular gaseous stream of fuel, leading in sub-critical
conditions to a two-phase assisted atomization process. The result of this process is a very dense and polydisperse
two-phase flow, which strongly influences the behaviour of the chamber. Experimental investigation of this flow is
difficult due to the axisymmetric geometry and the dense characteristic of the spray. Neither RANS nor Large Eddy
Simulation (LES) do possess reliable models able to reproduce the smallest scales of atomization, one of the reasons
being the lack of relevant experimental data. The objective of this work is therefore to provide detailed information
on the atomization process using Direct Numerical Simulation. This paper presents a DNS simulation of a coaxial
liquid-gas assisted atomization in the typical fiber-regime encountered in cryogenic injectors. The objective of this
study is to better understand the liquid topology evolution, and to extract relevant information which may help the
development of larger scale models. The simulation realised on more than 80 000 cores, allowed the resolution of
structures as small as 1/80 of the jet diameter. The flow was analysed at first in terms of topology statistical data,
using a dedicated detection and classification algorithm able to characterise the individual liquid structures. These
include the main liquid dart, the ligament created during primary atomization and the spherical droplet obtained at the
end of the atomization process. Subsequently, a more global statistical topology indicator was investigated, namely
the interface density distribution. This quantity is nowadays used in larger scale RANS or LES models to predict the
smallest scales of atomization, and it is therefore of the utmost importance to understand its behaviour on a realistic
case. The interface density distribution was correlated to the global jet behaviour and the liquid topology data obtained
by the detection algorithm. The results showed, in particular, a strong correlation between the initial increase of liquid-
gas interface density with the generation of ligaments and between the continuous decrease of the interface density
during droplets formation and stabilization.
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surrounded by an annular, high-speed gaseous fuel (hy-
drogen or methane) flow. The interaction between these
flows triggers two-phase instabilities, which lead to lig-

1. Introduction

Liquid rocket engines rely on high-energy assisted

atomization to produce the best oxidant-fuel mixture
for optimal combustion. When sufficiently low tem-
perature and pressure conditions are encountered in the
chamber, the oxygen is injected as a liquid phase, while
the fuel is injected in the gaseous form. These condi-
tions are called sub-critical” and are typically encoun-
tered during engine’s ignition, for specific permanent
regimes of the low thrust engines, and during low thrust
phases of more powerful throttleable engines. The in-
jection system consists of a round liquid oxygen jet,
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uid breakup, and subsequent atomization.

Two main stages can be distinguished in the assisted
atomization process [1]. The first occurs near the ori-
fice, here, the liquid becomes subject to longitudinal in-
stabilities ([2], [3], [4], [5]), which are the results of
the shearing effect triggered by the interaction between
the liquid and gas flows. The instabilities involved in
this phase are the Kelvin-Helmholtz, induced by the
interfacial shearing, and the Rayleigh-Taylor, induced
by the heavy liquid acceleration [5]. Both sheared lig-
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Nomenclature

(o) Temporal average

(®)g  Azimuthal average

J Momentum Ratio

Re, Gas Reynolds number
We,  Gas Weber number

Re; Liquid Reynolds number
We, Liquid Weber number
U, Gas injection Velocity

U, Liquid injection Velocity
Py Gas density

01 Liquid density

o Surface tension

h3 Liquid-gas interface density
VOF  Volume of fluid

1) Level-set

O Vorticity length

dso Liquid structure characteristic diameter
Olip Lip length

D, Liquid injector diameter

hyg Gas injection gap

uid round jets at low Weber numbers and sheets main
bodies present a similar flapping motion in this zone,
as reported by [6], [7] and [8]. This zone usually ex-
tends up to several diameters from the nozzle, where
the main breakup point is reached. The liquid forms at
this point a population of individual structures, in par-
ticular elongated stream-wise ligaments. All these phe-
nomena make up primary atomization. The secondary
atomization occurs when the released liquid structures
are in turn affected by the shearing gas flow, in a con-
tinuous fragmentation in smaller and smaller structures
up to the final spray under the Rayleigh-Plateau insta-
bility ([9], [10], [11]). Coaxial jet atomization regimes
can be classified in function of the aerodynamic We-
ber number. [12] described five regimes: axisym-
metric Rayleigh breakup, non-axisymmetric Rayleigh
breakup, membrane breakup, fiber breakup, and super-
pulsating breakup, in function of the gaseous Weber
number and the liquid Reynolds number. In [13] the
momentum flux ratio M was added as a relevant non di-
mensional number to the Weber and Reynolds numbers.
More recently, four breakup regimes were distinguished
by [14]: first-wind induced breakup regime (We, = 9),
second-wind induced breakup regime (We4 ~ 50), bag
breakup regime (We4 ~ 150) and the fiber-type atom-
ization (We, ~ 500). This last regime is common in
liquid rocket engines. In this regime, the liquid core
stretches under the gaseous stresses, and periodically re-
leases large liquid blobs in the stream. The instabilities
growing on the liquid core develop in many stream-wise
thin ligaments, which subsequently undergo Rayleigh-
Plateau breakup. This mechanism generates a complex

two phase flow within a few jet diameters from the in-
jection point, in which the liquid core coexists with
large liquid structures, ligaments and the first droplets.

The assisted atomization is believed to play a signifi-
cant role in the global behaviour of the chamber. In par-
ticular it may participate, together with the thermal and
acoustic behaviour of the thrust chamber, to the devel-
opment of combustion instabilities. The prediction and
control of combustion instabilities is still a very chal-
lenging task, as several complex mechanisms may in-
teract. The experimental approach is a meaningful way
to better study the instability onset and development.
However, full-scale engine tests are very expensive, and
the measurement systems face severe restrictions in the
operating conditions of a combustion chamber. Atom-
ization poses the particular challenge of a dense liquid-
gas zone investigation: even with available optical ac-
cess, the liquid topology is unavailable near the injec-
tor. Peripheral droplets populations can be detected and
measured, but there is little information about their for-
mation mechanisms.

Direct Numerical Simulation (DNS) can provide use-
ful information about primary atomization. Appropri-
ate numerical methods have been developed in the last
decades to simulate the complex two-phase flows of at-
omization. The Level-Set approach and its variant, the
Conservative Level-Set (CLS), were employed at first
to simulate low density ratio diesel jets and liquid jet
in cross-flow (LJICF) ([15] and [16]). The Volume-of-
Fluid (VOF) approach was used to simulate the break-
up of a liquid jet by a high-speed coaxial gas-jet ([17],
[18]). The two approaches were coupled by [19] in the



Coupled Level-Set/Volume of Fluid method, and used
to simulate turbulent jet atomization ([20], [21], [22]).
CLS and CLSVOF were used to simulate the primary
atomization of a gas sheared liquid sheet by [23] and
[24], albeit with reduced density ratios. In [25], [26]
and [27] DNS simulations of air-assisted thick film at-
omization were performed. The results were analysed in
terms of interfacial waves development, turbulence and
two-phase mixing layer development, two-phase flow
turbulence.

Numerical simulation of a coaxial air-water jet was
performed in [28] using a CLSVOF approach, making
use of a modified extrapolated liquid velocity field to
ensure proper liquid kinetic energy preservation and a
LES approach for both liquid and gas flow. The consid-
ered ambient pressure air-water configuration was taken
from [29]. The OpenFOAM VOF approach was used
in [30] to perform simulations of the primary breakup
of high-viscosity glycerol-water-mixture using an exter-
nal mixing twin fluid nozzle. Compressible large eddy
simulations (LES) were performed to capture the mor-
phology of the primary breakup as well as the important
flow field characteristics. The VOF approach was used
to track the unsteady evolution and breakup of the lig-
uid jet. This work reported good agreement with respect
to breakup frequency, velocity fields and morphology of
the liquid jet. The low Weber regime was however un-
favourable for atomization, and the liquid jet showed
mostly large scale deformations only induced by pulsat-
ing and flapping instabilities. In [31], an extensive study
of primary atomization behaviour of high-viscous liquid
(glycerol-water mixture) jets was performed again with
the OpenFOAM VOF approach. Different gas pressures
were investigated. The simulations showed a pulsating
mode instability of liquid jet, along with a fiber-type dis-
integration. This study focused on the very dense zone
of primary atomization in terms of liquid core length
and kinetic energy distribution. However, the analysis
did not extend to the atomised liquid. Moreover, in that
case, the viscosity ratio u;/u, is very high around 5500,
giving liquid Reynolds number of the order of 35, far
from the case that interests us. It should be noticed that
all these LES approaches for atomization simulations
did not take into account subgrid scale modelling of sur-
face tension force. Indeed, as they work with a one-
fluid approach for interfacial flow, this LES modelling
must be understood as dealing only with the velocity
field. Besides interface capturing methods described
above, other so-called multi-fluid approaches are often
used to simulate multiphase flows in a context of com-
pressible flows, contrary to the previous ones mainly
used for incompressible flows. These approaches can

be classified in the family of diffuse interface methods,
since the interface is no longer captured or tracked, but
rather represented by the volume fraction of each phase
in each computational cell which is transported by the
local velocity field. It should be noted that although this
method, for the same mesh size, is less accurate than
an interface capturing method, it is easily generalized to
the case of unstructured meshes. Indeed, this method
was successfully employed by [32, 33] to catch the pri-
mary atomization of an airblast atomizer at room condi-
tions in the framework of large-scale LES-like simula-
tions. In order to simulate, in an industrial context, the
two-phase flow from the injection system to the com-
bustion of the final spray, it is not realistic to envisage
direct simulations. On the other hand, a multi-fluid ap-
proach for the primary atomization coupled with a dis-
persed phase approach for the secondary atomization
seems to be a good candidate. Using this strategy, full
multi-scale LES simulations of a sub-critical cryogenic
LOX-GH2 fiber-regime jet were performed in [34] and
[35] by explicitly coupling a multi-fluid diffuse inter-
face method ( for the dense zone or primary atomization
zone) with an Eulerian dispersed phase solver ( for the
remaining dispersed zone). However in the transition
zone between dense and dispersed ones, the size and
velocity of droplets were estimated as a function of the
injected propellant properties and imposed as a bound-
ary condition and not deduced from the dense zone. One
way to overcome this shortcoming is to use an elsa-type
model initially developed in a RANS context [36] and
[37], to apply it here in an LES context. As in turbulence
RANS modelling, an additional quantity is followed in
time, namely the liquid-gas interface surface area per
unit of volume. This quantity can statistically represent
the dispersion of the liquid in the local volume of con-
trol. The general form of the corresponding equation is
a transport-diffusion, with multiple source terms repre-
senting production by turbulent mixing between liquid
and gas, mean shear stress, break-up, and destruction by
coalescence or evaporation. Despite the several proposi-
tions of source terms closure in RANS ([38], [39], [40])
and LES formalism ([41], [42], [43]), it remains difficult
to understand the actual behaviour of this quantity: the
validation is often realised by comparing the final out-
come of atomization, i.e. the final droplet size, with ex-
periments. Indeed, in particular for the coaxial jet con-
figuration, the experimental investigation are strongly
limited by the density of the produced cloud of liquid
structures, mainly along the jet centerline: superposi-
tion of the liquid structures hampers in this region the
visual detection techniques, so that the only available
data involves the more dilute small droplets population



on the jet periphery.

2. Numerical tools

2.1. Physical model

ONERA has been developing its in-house two-phase
flow Direct Numerical Simulation solver, called DY-
JEAT, since 2004 [44]. DYJEAT was successfully em-
ployed to simulate complex two-phase flows. [45] sim-
ulated low to high speed droplet impacting a either dry
or wet solid wall. DYJEAT reproduced the assisted at-
omization of a liquid sheet ([24, 46]) and a high den-
sity ratio liquid jet in cross-flow ([47]). DYJEAT model
involves the direct numerical resolution of the incom-
pressible Navier-Stokes equations. A one-fluid sharp
interface method is used to simulated two non-miscible
phases. The interface is tracked in space and time in or-
der to define the local properties of the fluid by a Level-
Set function, coupled to a Volume-of-Fluid approach to
ensure mass conservation. The liquid and gas proper-
ties will be respectively referred to with the subscripts
. and .g. The two-phase incompressible Navier-Stokes
equations read:
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Where U is the velocity vector, p the density and f the
external body forces such as gravity. ¢ is the Level-Set
function, C the liquid volume fraction in each cell. The
stress tensor is modeled as follows:

T=-pl+D (5)
D =pu(VU +(VU)") (6)

Here p represents the hydrodynamic pressure, u the
dynamic viscosity and D the viscous stress tensor.
Jump conditions across the interface are set as follows.
The normal velocity is conserved across the interface
U;-n = Ug-n. Viscous and pressure effects are bal-
anced by the surface tension effect and velocity no slip
condition, :

[p] —n-[2VU] -n =0k @)
t-[2VU] -n=0 ®)

Where o is the surface tension, « the local curvature,
t and n the tangential and normal unit vectors oriented

from gas to liquid. The symbolic [.] represents the jump
across the interface, (.); — (.),-

2.2. Numerical model

Level-Set and Volume-of-Fluid are widely spread in
literature for two-phase flow simulations. The Level-
Set function allows for accurate computation of inter-
face properties at the expense of mass conservation is-
sues, whereas the VOF method ensures mass conser-
vation. For theses reasons, the Coupled Level Set-Vof
method has been developed by [19] and [20]. This ap-
proach uses both Level-Set and VOF functions to track
the liquid, providing an accurate and reliable method to
simulate two-phase flows. The Level-Set function, ¢,
represents the signed distance between any points in the
domain and the interface. It is a scalar field driven by
the scalar transport equation (1).

The interface location is provided by the zero level
curve of ¢. Interface properties are calculated by :
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The Level-Set loses its properties of distance function
during its advection. That loss is minimized by the
redistance algorithm [48] which updates the Level-Set
field’s till the ||V¢|| = 1 is discretely satisfied while
keeping the zero level curve untouched. A reinitializa-
tion step is performed at each timestep.

The color function C in the VOF method is defined
for an incompressible flow as the volume fraction of lig-
uid in each cell as:

Vi
Clx) = 1
(x) V. (11)
Vi=Vii+ Ve, (12)

with i the cell index and V; its volume. The color func-
tion is a scalar field driven by a conservation equation
reading:

oc

5 tVCcn=0 (13)

The interface is approximated in each cell by a plane,
the so-called PLIC reconstruction from [49]. The nor-
mal vector components are inferred from the surround-
ing Level-Set values whereas the plane itself is shifted
to ensure that the bounded volume corresponds to the
VOF value. The VOF PLIC allows for geometrical flux



computation [19], requiring a directional splitting algo-
rithm. Once the VOF is advected, the Level-Set function
is locally shifted to be consistent with the local VOF
value, thus ensuring mass conservation. The freeware
VofTools library from [50] has been used to deal with
the geometrical computations involving the interface re-
construction.

Momentum conservation considerations led the au-

thors to develop the corresponding energy preserving
algorithm, called Conservative Momentum scheme, in
[47]. The CMOM approach involves the use of the
PLIC fluxes to compute momentum fluxes and solve a
conservative form of the momentum equation. Using
the mass fluxes (pU) in both mass and momentum equa-
tion ensures consistency between mass and momentum,
and global preservation of each phase energy. The re-
sulting scheme dramatically improves the solver robust-
ness and accuracy when dealing with high flows at den-
sity ratio and large phase velocity differences.
The Ghost-Fluid method [51] allows for subgrid ac-
curate computation of the pressure and stress tensor
jumps. The continuous solution is extended on the two
sides of the interface, and a corresponding source term
is added in the numerical discretization.

2.3. Liquid structures detection

As presented in the introduction, the massive disper-
sion of various multi-scale liquid objects in atomization
processes makes the study of their distribution a very
complex subject. In order to obtain statistics on the dis-
tribution, shape and size of the liquid structures gener-
ated in a spray a new detection algorithm was developed
in the DYJEAT platform [52]. This new tool, called Al-
goDetect, can detect, classify and characterise individ-
ual liquid structures into a parallel computing environ-
ment. The detection and characterisation is performed
at runtime, so that it is not necessary to store a huge
amount of time solutions, and the temporal resolution
can be arbitrarily chosen inf unction of the timestep.

The detection provides information about each liquid
structure, such as the centre of mass position, its extent
in each direction, its surface area, or its volume. The
output is consequently light in terms of storage. This
tool allows the code to analyse full 3D fields without any
significant impact on the runtime or the storage needs:
without this innovative tool, many of the analyses pre-
sented below would have been prohibitively expensive
or simply impossible.

The CPU cost of detection depends strongly on the
number of droplets and their spatial distribution, but in
this case, the detection time is between 8 and 10 times

the iteration time. Detection is then only performed ev-
ery 250 iterations in order to limit the computing re-
sources added to the simulation. Observations of the
detection revealed that more frequent detection of struc-
tures is not necessary as visual tracking of drops is al-
ready possible at this frequency.

The algorithm is built to perform structure detection
and classification. This means that, once the raw data
have been collected, the liquid shape is analysed and the
structure is tagged in one of the following categories:

e Droplet: this category contains all the structures
which can be considered as spherical droplets,
which are unlikely to undergo further breakup un-
less submitted to extreme shearing;

e Ligament: these particular structures are the typi-
cal elongated structures generated in many assisted
atomization regimes, in particular the fiber regime
which is the focus of the current work. Ligaments
are highly unstable structures as they rapidly un-
dergo Rayleigh-Plateau instability and transform
in several child droplets;

e Liquid core: this is the main body, attached to the
liquid injection hole.

o Liquid Structure: in this work, liquid structure is
a generic term referring to any of the detected iso-
lated liquid structures, including Droplets and Lig-
aments, minus the Liquid Core.

3. Simulated configuration

This paragraph details the physical and numerical
configurations for the simulation presented later in this
paper. A schematic representation of the coaxial injec-
tor geometry modelled for the simulation is shown in
Figure 1. This configuration was chosen to reproduce
the case simulated by Rutard [53] in his thesis. The
case is a reproduction of an experimental case used in
the CORIA laboratory [54, 55].

The computational domain consist in a rectangular
box of sizes [ Ly X Ly X L; | = [ 18.6 X 5.8 X 5.8 ] X D;.
With L, and L, the width and depth of the simulation
and L, the simulated domain’s length plus the injector’s
length. The injector is modelled using immersed inter-
face method [56] and the mesh refinement is analysed in
detail in the following section. In addition, the resolu-
tion is also sufficient to correctly represent the lip of the
injector, with several points in the lip length 6;;,. The
mesh size is imposed to dx = 0.17 6y,
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Figure 1: Scheme of the injector geometry

The fluids are injected in the lower x face of the cube
by a Dirichlet inflow condition on the velocity, VOF,
and ¢ fields. The liquid is introduced in the central part
of the injector and the gas in its outer ring around the
liquid jet with a high velocity compared to the liquid.
Non-turbulent uniform velocities profiles are imposed
in the boundary condition, although the simulation do-
main includes a small portion of the injector of length
Linj = 1.8 D;. The injector help establish realistic injec-
tion conditions in the gas and liquid. On all the walls of
the back-plate of the injector, a no-slip boundary condi-
tion is imposed, and on all other faces outflow boundary
conditions are considered. Finally, the time step is im-
posed so that the CFL number does not exceed 0.5 in all
the domains. This condition provides a time step around
1.8 x 1077 s after the transient regime.

It is important to notice that for numerical reasons,
the pressure is imposed at 10 bar to reduce the density
ratio between the two phases. Consequently, the gas
density has been multiplied by 10 compared to Rutard
[57]. Therefore, other physical parameters (gas velocity,
gas dynamic viscosity, and surface tension) of the typ-
ical air/water configuration of [57] have been tweaked
to conserve the characteristic adimensionalized values:
Reynolds number ie. Re; ~ 10* and Weber number ie.
We, = 490 calculated with the liquid velocity and liquid
diameter. The resulting momentum ratio is J =~ 4. The
operating point is still in the fiber regime by referring
to the qualitative graph of regime repatriations given by
[13].

4. Mesh and temporal convergence analysis

4.1. Mesh refinement study

The spatial resolution required to perform a direct
numerical simulation is a crucial point in the setup of
a massive simulation like the present DNS. In single-
phase flow, it is well established that the Kolmogorov
micro-scale evaluates the universality of turbulence dif-
fusion scales, so that mesh convergence can be consid-
ered as achieved once the mesh size is able to capture
this scale. However, in multi-phase flow, this topic is
still an open question. The unknown is in this case the
size of the smallest physical droplet created during the
atomization process. On the other hand, it can be ar-
gued that it would probably not be necessary to capture
these smallest scales if the associated liquid mass is a
negligible fraction of the total liquid mass.

In the present work, a preliminary assessment of the
encountered droplet sizes was made. This estimation
was performed using an empirical correlation available
in the literature, namely, the average ligament “size”
(Dy) given by Marmottant et al. [5] :

(Do) = 0.234r , (14)
with:
1/3
Ar = 2.86,We; '3 (&) : (15)
8 pg
dy = 5.6h,Re;'* (16)

where the Reynolds and Weber numbers defined from
the gas are defined by:

hou
Re, = 227818 a7
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and We;s, = . (18)
o

Using the physical characteristic chosen for the present
simulation, the resulting non-dimensional numbers
would be Re, =~ 10* and Wes, = 7.8, resulting in a
size of the atomised ligaments around (Dg) = 0.55 dyp,.
Exploiting the available computing resources, a regular
Cartesian grid composed of 2.8 billion points distributed
as [ Ny X Ny X N; | = [ 3072 x 960 x 960 ] allowed a
spatial resolution of dx = 0.17 ¢;;,. Considering this re-
sult, the mesh size of dx = 0.17 ;;, would be sufficient
to impose 3 points in the main structures of the primary
atomization process.

On the other hand, it is difficult to assess the actual
number of grid points needed to resolve a given lig-
uid structure. In consequence, a mesh de-refinement



study was carried out, in order to compare the char-
acteristics of the scales resolved with each mesh level.
Two more simulations were performed using reduced
cell sizes. Besides the main simulation using a cell
size of dxfine = 0.17 6j;5, a second one employed a
cell size of dxpigare = 0.255 0y;p, while a third one em-
ployed a cell size of dxcoarse = 0.34 6. To quantita-
tively compare the performances of the three meshes,
the global distribution density functions (pdf) of the di-
ameter dso = VVy, where V, is the droplet volume, were
extracted from the three simulations. The probability
density functions were built using a Gaussian kernel es-
timation with the following function :

1 < - X;
pdfi, (0 = — ZK(xhx) .19
s 0 s

where 7 is the number of droplet considered, A, the
smoothing parameter and K the Gaussian kernel func-
tion. In the estimation, the smoothing parameter of each
density is imposed at iy = 0.0075 ¢y, resulting in a
good trade-off between the smoothing and the resolu-
tion of the pdf of the three cases considered. The re-
sults are plotted in Figure 2.

The difficulty in comparing pdf estimated with dif-
ferent mesh resolutions is the inherent normalisation of
pdf that keeps their integral equal to 1. Figure 2 a)
compares the pdfs from the three mesh configurations
using directly the equation (19). The shapes of the dis-
tributions are similar, with a peak value near 2 dx ., rens
where dx ., en: 1 the cell size of the relative case. How-
ever, the absolute values of the pdfs are different: this
difference is due to the number of droplets changing
drastically between cases. Therefore, considering that a
coarse and a fine mesh should simulates the same struc-
tures as long as they are resolved on both mesh, Figure 2
b) now compares the pd f's normalised by the ratio of the
drops number of the finer mesh 7;,, over the number of
drops of the current mesh n.

This last comparison shows clearly that once nor-
malised, the middle and coarse cases distributions fit
very well up to the resolution limit of 2 dxren;- Hence,
we can conclude that the middle and coarse case can
well reproduce the droplets diameter distribution up
to this value. Transposing this conclusion to the fine
case means that the proposed DNS simulation can cor-
rectly describe the droplet diameter distribution up to
the peak of the distribution corresponding to 2 dxfiy.
i.e. 0.34 6;;,. This conclusion is coherent with the typ-
ical Nyquist criterion reasoning that says it must be at
least three points i.e. two cells in each direction to re-
solve a droplet correctly.
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Figure 2: Comparison of probability density function with different
mesh resolution. a) pdf estimation using the formula (19), b) pdf
with a scaling factor (n/n fin,).

To comfort this argumentation, the pdf in Figure 3
were made using only the resolution threshold of the
coarser grid. It is important to notice that no scaling
were performed on those pdf, only a selection of the
considered structures. Using this selection method, the
three pdfs superpose again very well. To conclude the
convergence study, an estimation of the spatial accuracy
of the atomization simulation could be obtained, with a
spatial “confidence” threshold on the simulated droplet
size. The analysis proposed in the paper will be there-
fore performed on the ’physical” structures larger than
the threshold, while the smaller ones will be discarded
as numerical artefacts.
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Figure 3: Comparison of probability density function with different
mesh resolution considering in each case only droplets bigger than
the resolution threshold of the coarser grid.

4.2. Convergence of time-averaged quantities

The present configuration is highly unsteady. There-
fore, the record of time-averaged value is necessary to
extract valuable results of this DNS in order to calibrate
models used in future LES calculations. Due to the
tremendous amount of computational resources neces-
sary in this simulation, the transient regime of the flow is
simulated without recording the means variables to save
storage and CPU resources. Consequently, some careful
effort has been made to estimate the beginning of the es-
tablished regime. However, in a complex dynamic flow
like assisted atomization, evaluating some flow-through
time or transient-time is not an easy task. The most
straightforward idea is to calculate the transient-time us-
ing a characteristic speed in the flow. However, fluid
velocities change rapidly in the flow, yet neither the gas
nor the liquid injection velocities are good candidates
for a characteristic velocity. The gas is indeed rapidly
slowed down by the shear with the liquid, and the ac-
celeration of the liquid by the gas strongly depends on
the droplet diameter formed in the flow. The velocity
proposed in equation (20) is used to take the differences
in fluid momentum into account, in which J is the mo-
mentum ratio of the gas and liquid.

U, +JU;
YTo1+d
Using this definition the characteristic velocity is
equal to V,, = 5.78 m/ s, the corresponding flow-through
time can be evaluated as 7,, = L,/V,, = 0.018 s. In un-
steady simulations, the common idea is to perform sev-

(20)

eral flow-through times to evacuate the transient region.
Once again, due to the high computational resources
needed in this simulation, only two flow-through times
are considered to evacuate the transient regime. That
brings the end of the transient at r = 0.036 s.

Besides this qualitative evaluation, other quantities
have been monitored to confirm the evacuation of the
early transient part of the simulation. The first quantity
is the evolution of the continuous liquid core presented
in Figure 4. At t = 271,,, represented by the solid vertical
line in the figure, the liquid core has already shot two
large structures as the rapid drops around ¢ = 0.024 s
or t = 0.032 s indicates. After that, the liquid core os-
cillates around its mean value and seems roughly es-
tablished. The second quantity, presented in Figure
5, is the evolution of the number of small droplets ie.
with a characteristic length /L,L,L; € [0, 5dx] (where
L,,L,,L, are respectively the length of the structures in
the direction x, y and z). The estimated transient time is
also represented in this figure with the vertical solid line.
This second quantity is interesting because it greatly
represent the main goal of this work that is simulating
the atomization process. Furthermore, this quantity is
a good indicator of the global flow establishment be-
cause small droplets are distributed over all the domain,
as shown in figure 6. At r = 27, the stabilization of the
number of small droplets per iteration also confirms the
evacuation of the transient regime.

Consequently, the temporal mean values have been
recorded from ¢ = 27,, = 0.036 s until this end of the
calculation ie. between ¢ = 0.036 s and # = 0.073 s. The
averaging time is below the necessary time to achieve
a perfect convergence of the means values, although
the calculation will be continued in future works. The
recorded temporal averaging quantities are the three ve-
locity components, VOF, Z, and the fluctuations of
those variables.

5. Analysis of the liquid flow topology

5.1. Global description of the flow solution

The configuration of an assisted atomization jet in the
fiber regime exhibits a complex dynamic with multi-
scale structures. A global visualisation of the simulated
flow is proposed in Figure 6 in which the iso-contour
¢ = 01is displayed in yellow, representing the liquid in-
terface. In addition, the transverse plane z = 0 is colored
in grey-scale with the velocity magnitude to materialise
the gas injection in the chamber. The dark-grey left-
most plan is the iso-contour ¢, = 0 representing the
solid surface of the injector. In the center of this plan,
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Figure 4: Continuous liquid core evolution and the estimated
transient time (solid vertical line).
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Figure 5: Evolution of the total number of droplet with
L LyL. € [0,5dx] and the estimated transient time (solid ver-
tical line).

the beginning of the gas injector is noticeable, and the
liquid interface covers the liquid part of the injector.
The flow structure is very complex, with many in-
tricate multi-size structures spread all over the domain.
The first feature to be described is the liquid core, num-
ber 1 in Figure 6. In this zone the liquid core shows
the development of the streamwise instabilties, which
deform the interface. The second one is the location of
the primary atomization, with the development of many
ligaments of different shapes and sizes. The third one
presents a polydispersion of large liquid detached lig-
aments and droplets, which assume a spherical shape
under the effect of surface tension. These three zone
are investigated in detail in the following sections. The
analysis will be based on the results of the detection and
classification algorithm, which allows a quantitative de-

scription of the local flow in terms of topology. Figure
7 shows a classification result on a snapshot of the lig-
uid field. The liquid core, in yellow, extends from the
injector to about one-third of the domain, with an in-
creasingly complex shape due to the formation of lig-
aments. The detached ligament, in red, are found in
consequences from the periphery of the main jet, and
travel downstream under the convective flow. Droplets
are mainly generated from the breakup of the ligaments,
and become predominant far from the injector.

5.2. Destabilization of the liquid core

The spray caused by the atomization takes its origin
in the liquid core oscillations generated by the fast sur-
rounding gas jet. This section analyses some essential
features of the liquid core to understand the genesis of
the atomization process in zone 1. In Figure 6, longitu-
dinal instabilities appear as soon as the liquid jet leaves
the injector. In the close instantaneous view in Figure
8 a) lots of early destabilization waves are visible on
the liquid core generated by the rapid gas flow. Those
waves seem to be caused by the vortex shedding build-
ing up in the gas downstream the injector outlet. In this
area, two different structure types are noticeable. The
first ones are small ripples on the surface only visible in
the vicinity of the injection, identified on Figure 8 b) by
red circles. The second ones seem more energetic but
they are hard to observe in 3D visualisations of the lig-
uid core. Those structures are only visible on slices of
the interface, as in Figure 8 b), identified by blue circles.

In order to further characterise the structures just de-
scribed, a frequency analysis of the interface displace-
ment is developed in the following. For three different
locations away from the back plate, the position of the
liquid core interface is recorded in the four cardinal di-
rections. The four directions are denoted in the follow-
ing as Y* Y~ Z* and Z~ and the three positions corre-
spond to x/D; = 0.5, x/D; = 1 and x/D; = 1.5. At each
x location, Fourier transform analysis is performed on
each recorded signal and the four spectra are averaged
to bring out the principal structure frequencies. These
averaged spectra are plotted at the three x locations in
the figure 9.

This frequency analysis clearly shows a significant
amplification of structures between 302 and 357 Hz.
This spike frequency matches the energetic structures
identified by the blue circles in Figure 8 b). Besides this
large spike, around 350 Hz, smaller peaks are visible
between 500 and 700 Hz. These could correspond to
the smaller structures identified using the red circles in
Figure 8 b).
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Figure 6: Global visualisation of an iso-contour of the interface in yellow together with a slice of velocity magnitude in black and white in the
middle plane of the domain. Three zones can be distinguished in the flow : 1) the destabilization zone, 2) the atomization zone, 3) the stabilization

zone.

The origin of those specific frequencies is not clear
and their genesis of the instabilities could be assessed
using the frequency content of sensors in well chosen
locations in the gas. Unfortunately, during the main
simulation ie. dxfine = 0.17 63, the recording of high
frequency sensors was not yet implemented. In the mid-
dle resolution case however, the velocities have been
recorded in some locations. This information give some
clues in understanding the behaviour of the gas flow
and the origin of the frequency found on the interface
displacement. At three x locations, the streamwise ve-
locity has been recorded at a frequency of around 165
kHz by 8 sensors shared around a circle whose radius
is equal to (D; + hg)/2 + &y, the middle of the injector
gas channel. Averaged spectra given in Figure 10 are
obtained at x = 0.5 D; and x = 1 D; from these sen-
sors. They confirm the building up of specific frequen-
cies in the gas and the major amplification is observed
for 309 Hz. This frequency perfectly corresponds to
the large structures previously described in the inter-
face displacement. The spectra also depict smaller am-
plification of frequencies between 350 Hz and 890 Hz.
These structures are also consistent with the small rip-
ples described in the previous paragraphs. Those two
observations indicate that the disturbances seen on the
interface come from the turbulence and vortex shedding
of the gas injection.
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5.3. Droplet creation mechanism

To properly study the droplet creation mechanism,
the central location of the atomization must be correctly
located. As can be observed visually in the Figure 6,
zone 2 seems to have the highest droplet concentration.
In order to provide quantitative data and refine the loca-
tion of this area, some spatial statistics have been per-
formed using the individual droplets information pro-
vided by the AlgoDetect tool. As analyzed in section
4.1, the droplets are correctly resolved if they have an
equivalent diameter d3y > 2 dx. The following analy-
ses therefore exclude drops smaller than this resolution
criterion.

As the individual droplets detected by the algorithm
are identified by their center of mass, the numerical
domain was discretized in a large number of macro-
cells, each macro-cell spanning several mesh cells in
each direction. The macro-cells constitute therefore a
regular Cartesian grid, each macro-cell having a 800um
size. The valid liquid droplets are then regrouped into
the macro-cells according to the position of their cen-
ter (clustering). Finally, to take in account the three
dimensional distribution of the droplets, the clustered
distributions have been averaged in the azimuthal direc-
tion (in a similar way than Figure 15). In the follow-
ing, all quantities that have been averaged azimuthally
will be noted with (e),. Those statistics used all 420
snapshots of the ¢ equally spaced in time from 0.0331 s



Liquid core
|

Ligaments

Spherical droplets  Unresolved

Figure 7: Visualisation of the core, the ligaments and spherical droplets detected in a snapshot of the flow.

to 0.0728 s in the simulation. The acquisition time
tace = 0.0728 — 0.0331 = 0.0397 s is used in all the
following to adimensionalized the different analyses.

The first and more straightforward analysis done us-
ing this procedure is counting all the valid droplets, i.e.
which are not excluded by the resolution criterion. The
resulting distribution is presented in Figure 11, super-
posed to the same zone 2 boundaries as in Figure 6.
Drops stuck on the back plate are not taken into account
in the count because their behaviour is not of interest
here. The distribution shows maximum values located
in the middle of zone 2, confirming the location of the
dominant atomization process in this zone. An interest-
ing remark can be made on the distribution by qualita-
tively comparing the present results with Le Touze et al.
[35]. The model used in [35] predicts a strong formation
of fine drops very close to the injection, on the contrary
here zone 1 shows a large area in which almost no drops
are observed. is necessary for the formation of the first
drops. However, this comparison should be taken with
caution as there are significant differences between the
conditions considered in [35] and the present simula-
tion.

The surface instabilities which develop on the lig-
uid core generate large pockets of liquid. With the ac-
tion of the fast flow of gas, these large pockets expand
to their point of rupture, where they become elongated
structures called ligaments. The ligaments rapidly un-
dergo Rayleigh-Plateau breakup, splitting themselves in
many droplets. At the end of the breakup, the liquid
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has reached a stable state where all the resulting struc-
tures are spherical droplets, which do not undergo fur-
ther atomization unless they are submitted to a renewed
high shearing effect. A visual example of a break-up
chronology of a ligament just detached from a pocket
is presented in Figure 13. Figure 13 a) presents a long
ligament just detached from the core. Then, in the fol-
lowing Figures 13 b) and c), the structures generated by
this ligament are tracked. These three figures illustrate
the typical break-up mechanism and stabilization into
spherical droplets occurring in the fiber regime. Fig-
ure 12 depicts similarly the average characteristic liquid
structure size distribution

The calculation of the average diameter over a cluster
is therefore weighted using the volume of each struc-
ture to counteract this bias. The average characteristic
diameter D, is then defined as follows:

b, = ZosVs o
2V

where the sums consider each structure of a cluster, V),
is the volume of a structure, and d3p ), = \3/Vp is a char-
acteristic diameter often used in the literature to study
atomization. . These plots confirm the characteristics of
the flow depicted in figure 7: a large number of smaller
droplets are visible near the primary atomization zone,
while a population of larger droplets, coming from the
stabilization of the larger axial ligaments, characterize
the second half
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Figure 8: a) Focus on the destabilization wave on the liquid core.
b) Instantaneous slice (z = 0) with the liquid phase in black. The
red circles locate the tiny ripples, and the blue ones are the energetic
structures strongly destabilising the core.

5.4. Ligament characteristics

The process of atomization depicted in Figure 13 is
directly due to the shear stress of the gas. It is well de-
scribed in Dumouchel et al. [58] and defined as tex-
tural atomization. The creation of droplets seems to
first spend most of the time through the formation of
detached ligaments, so their detection is a good indica-
tor of the progress of this textural atomization. There-
fore, detached ligament identification is made in post-
processing using the data available after the AlgoDe-
tect procedure. Two geometrical criteria are defined by
equations (22) and (23) to detect ligaments structures:

Max(L,,L,,L;)
_—_— >

Cy, 22
Min(Lo L, L) ' 22
\%
and  ——— <Gy, 23)
ZLLL,

where L,, L, and L, are the dimensions of the rectan-
gular box containing the liquid structure, V its volume,
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Figure 9: Frequency analysis of the interface displacement at three
axial positions.
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Figure 10: Frequency analysis of turbulent energy on the middle case
i.e. dxpmiqale = 51 pm.

and C; and C, constants wisely chosen to select the de-
sired structures. In the following, those constants have
been imposed at C; = 1.6 and C, = 0.5. The first crite-
rion defined in equation (22) measures the aspect ratio
of the bounding box of the structures. It therefore ac-
curately detects elongated structures in the direction of
the mesh, as shown in Figure 14 a). However, this cri-
terion does not detect ligaments when they are diagonal
to the mesh, as in Figure 14 b), because their bounding
box is almost cubic. In this case, it is mandatory to have
another criterion in order to detect these ligaments. The
second criterion defined in equation (23) compares the
volume of the structure with the volume of an ellipsoid
contained in the same box as the structure. These cri-
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Figure 11: Distribution of droplet count gathered in all snapshots recorded in the DNS adimensionalized by acquisition time.
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Figure 12: Averaged structure size distribution recorded in all the snapshots of the simulation.

teria are therefore complementary and allow the detec-
tion of most ligament structures as shown in Figure 7.
Spherical droplets are remaining resolved liquid struc-
tures that are not detected by the criterion (22) and (23).
Unresolved structures are liquid structures with a size
under the resolution limit characterized in section 4.1.

Those criteria allow the detection of most ligaments,
however, it is hard to predict the behaviour of ligaments
because of their various shapes and sizes. The early
stage of atomization generates many very small liga-
ments. These structures quickly transform into numer-
ous very small droplets. Downstream, ligament struc-
tures are still present but they are significantly larger.
Those larger ligaments seem to come from two differ-
ent sources. The first ones, as early small ligaments,
come from pockets of textural atomization [58] occur-
ring later in the flow where the gas no longer has enough
energy to strongly disrupt them. The second ones are
structures coming directly from the center of the liquid
core named structural atomization in [58]. Those two
last types have a much longer stabilization time and do

not produce many child structures or spherical droplets.

All those observations demonstrate the central role of
the ligaments in the atomization process. The direction,
velocity, and sizes of the final droplets seem to derive di-
rectly from the characteristics of ligaments. Moreover,
their large ratio of surface over volume could strongly
impact the averaged surface density. The relation be-
tween ligaments and surface density must be clarified
because many authors directly use the surface density
to model atomization without considering the presence
of ligaments in the process. Therefore, Figure 7 per-
fectly highlights their possible small dimensions, and in
some LES frameworks, those ligaments could easily be
unresolved.

6. Interfacial surface study

The following analysis focuses on the interface sur-
face. In the interface density models, this quantity is
used to statistically describe the dispersion of the local
liquid mass, its topology being unknown. Using the re-
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Figure 13: Tracking of structures coming from a ligament just de-
tached from a liquid pocket in three subsequent snapshot.

solved DNS fields, the spatial distribution of the com-
puted surface can be extracted and correlated to the local
physical phenomena occurring during primary atomiza-
tion. Appropriate models can therefore be developed
upon this knowledge.

6.1. Average surface density behaviour

The interfacial area density is computed in each cell
by the ratio between the surface and the volume of the
liquid :

s SpLIC ,

Vcell

with S pjc the area of the interface plane from the PLIC
reconstruction (see section 2.2) and Ve the volume of
the cell. The (24) quantity was computed in all the sim-
ulation domain for all the available time-steps, and these
fields were averaged in time and in space, in the az-
imuthal or streamwise direction to obtain the axial pro-

24)
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Figure 14: Examples of ligaments in different configurations a)
aligned in the direction of the mesh b) diagonal to the mesh direc-
tions.
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Figure 15: Integral along the x axis of the time-averaged sur-
face density X

file, plotted on Figure 15, and the radial profiles, on Fig-
ure 16.

The shape of the axial profile of interfacial area den-
sity (fig. 15) shows that it rapidly grows downstream
the injector to be the highest in the upstream zone of the
spray (zone 2 fig. 6). Downstream, it slowly decreases
as the flow goes far from the injector. Radial profiles of
interfacial area density are plotted on Figure 16 at loca-
tions highlighted on Figure 6. Upstream, they show that
a narrow region around the liquid jet concentrates the
liquid-gas interface (x = 0.5 D;). This can be easily ex-
plained by the low amplitude movement of the interface
in this area that concentrates the ¥ in the mean-field.
Downstream, profiles become more and more wider as
the gas-liquid mixing layer thickness increases. It is
worth noting that profiles of Figures 15 and 16 provide
a perfect data set to evaluate and validate future simula-
tions that would use models to predict the evolution of
%
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Figure 16: Radial profiles of spatial- and time-averaged surface
density (X)g.

In order to understand the consequences of atomiza-
tion on the surface density it is interesting to corre-
late the map of the identified liquid structures and their
classification with the surface density field. Figure 17
shows the averaged surface density near the injector
plane along with the iso-contours obtained from the de-
tection and classification of the detached structures pre-
sented in the previous section.

6.2. Mechanisms of surface density production

The mean field X is correlated with the map of the
identified liquid structures and their classification on
Figure 17, that shows the time-averaged interfacial area
density in the upstream zone of the domain along with
iso-contours obtained from the detection and classifica-
tion of the detached structures presented in the previous
sections. In this representation are displayed two types
of iso-contours, the green represents the number of lig-
aments and the blue the number of spherical droplets
detected as explained in section 5.4. For those two
last quantities the same procedure of counting and az-
imuthal averaging has been performed as for Figure 11.
The values have also been adimensionalized by the ac-
quisition time of those quantities 7.

The atomization scenario proposed in the previous
section is confirmed by Figure 17. The ligaments ap-
pear only after a destabilization distance of the injection
plane. Indeed, the ligaments detach massively from the
liquid core only around the abscissa x/D; = 1. Spheri-
cal droplets resulting from ligament rupture appear fur-
ther downstream in the flow than do ligaments. This ob-
servation confirms the scenario where atomization first
passes over a ligament phase to generate droplets. Fi-
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nally, the global shape of the spherical droplet contours
in blue suggests a propagation of these structures due to
the expansion of the spray.

Figure 17 illustrates the complexity of working with
surface density. Indeed, the highest values of X visible
are near the injection plane, where almost no structure
exists. These high values are due to the slow move-
ment of the interface which concentrates the instanta-
neous value of . After this early stage, the jet expands
and the ¥ increases as the ligaments form. Then, the
Y seems to decrease as the spherical structures grad-
ually replace the ligaments. This observation is very
interesting because spontaneously one could think that
the ¥ will increase with the creation of a large number
of small spherical droplets. However, an easy expla-
nation for this decrease could be the minimisation of
the surface when the liquid structures are in the form of
spheres.

To visualise the evolution of £ more precisely, Figure
18 a) shows the evolution of the integral of X along the
x axis together with the integral of the number of liga-
ments and spherical droplets. The interfacial area den-
sity seems well correlated with the number of ligaments.
Upstream, the location of maximal number of detached
ligaments is the location of the peak of interfacial area
density. Downstream, as ligaments are fast atomized
and replaced by spherical droplets, the profile of X re-
mains correlated with the destruction of ligaments and
not to the creation of spherical droplets.

To go further into the understanding of interfacial
area creation and destruction phenomena, Figure 18 b)
(resp. c)) shows the evolution of the integral of the sur-
face (resp. the volume) of the liquid core, detached lig-
aments and spherical droplets. The surface evolution
shows that the liquid core concentrates most of the in-
terfacial area upstream in the domain. The reason is
that strong ripples and elongated structures are formed
on the liquid core before they detach from it and are de-
tected as detached ligaments and, under strong atomiza-
tion, as spherical droplets. Downstream this zone, from
x = 6D, volume of ligaments and spherical droplets
remain similar but the surface of spherical droplets is
twice or more greater than the surface of ligaments,
while the interfacial area density continues to decrease.
It means that when the surface tension forces increase
compared to viscous forces, liquid structures become
more spherical and that tends to decrease the interfacial
area density.

These graphs also confirm once again the evolution of
the liquid structures deduced from Figure 13. The struc-
tures break up like ligaments and then rapidly transform
into numerous small spherical drops. First, the sur-
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Figure 17: Half-cut of median plane colored by the spatial- and time-averaged surface density using a logarithmic scale, together with isolines of
the number of ligament in green and isolines of the number of spherical structures in blue. The number of structures are adimensionalized by the

acquisition time #4cc.

face created by the ligaments suddenly reaches a plateau
around the abscissa x/D; = 2.5. Secondly, this loca-
tion corresponds to the peak of X and ligaments num-
ber, meaning the ligaments start to disappear in this lo-
cation. Finally, the location also corresponds to a strong
increase in the number of spherical droplets because the
ligaments are massively transformed into droplets at this
location.

Downstream the abscissa x/D; = 5, the decrease of
surface density is still induced by stabilising ligaments
in spherical droplets, but another phenomenon seems to
contribute to the decrease of X. As the flow progresses,
fewer and fewer structures are present in the area while
they become larger on average. The overall enlargement
of the structures is visible in Figures 18 a) and c) as the
overall volume increases while the number of structures
decreases, especially for ligament structures. Indeed, in
zone 3, atomization creates larger structures coming di-
rectly from the core with a low velocity aligned with
the x-axis, so these structures remain in the field longer
than tiny droplets. Dumouchel et al. described this phe-
nomenon as structural atomization.

It is worth noting that a deeper analysis of interfacial
area on the liquid core could allow to better understand
the interfacial area density spatial evolution in the do-
main. Some methodologies, proposed for example by
Dumouchel ef al. [58], are very promising for study-
ing the local topology of large structures like the liquid
core.
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6.3. Mechanisms of surface density reduction

In the previous section, the results in Figures 18 b)
and c¢) showed a constant increase in the total volume of
droplets with the distance from the injector. Conversely,
the corresponding surface presented an initial increase
up to a peak, and subsequently a decline. These results
may suggest that the detached liquid structures tend to
stabilise and become more spherical with the distance
from the injection. This last section therefore focuses
on the stabilization achieved by the liquid structures and
on the characterisation of their average sizes at the end
of the domain.

The evolution of total volume structures in Figure 18
c) shows a sort of plateau after x/D; = 7, especially
for the detached ligaments. At the same time Figure 18
b) shows a decrease in the global surface. These two
remarks combined show that liquid structures tend to
stabilise into more spherical structures. To highlight the
stabilization and quantify the characteristic size of the
liquid structures across the domain, Figure 12 shows
the local size distribution of the structures. The same
methodology of clustering and azimuthal average (as
in Figure 11) is employed here to make the Figure 12.
However, in this figure, the numbers of structures are
not simply added together but their characteristic diame-
ters are averaged in each cluster. Using a simple average
of droplet diameters in each cluster is not a really rele-
vant option because it introduces a strong bias towards
structures smaller than the cluster size. This is because
several tiny droplets can fit into one cluster at a time,
whereas a single structure fits into a cluster smaller than
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its own size.

cite eq d30

The D, distribution has many features that can be dis-
cussed. First it confirms the conclusion made in the pre-
vious sections, the intense atomization in zone 2 gen-
erates very small droplets while the structures further
downstream are much larger. Later on, the distribution
shows a very high point around the abscissa x/D; = 5
corresponding to large structures detaching from the in-
tact core. As can be seen in the Figure 4, the location of
this point corresponds rather well to the average length
of the intact liquid core after the transient phase. In the
following, the quantitative evolution of the characteris-
tic diameter D, will be evaluated with the help of profile
extractions at certain locations, these are plotted in Fig-
ure 19. The locations of the extractions are indicated
using the vertical dashed lines in Figure 12. A great
deal of information can be deduced from these extrac-
tions, so lets go through these profiles from the closest
to the injection to the furthest.
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Figure 19: Radial profiles of characteristic diameter D,,.

First of all, the profiles at the locations x/D; = 0.5
and x/D; = 1 show no sign of atomization. Indeed,
the only liquid droplets present after the core emphasis
come from the recirculation zone. Only droplets with a
characteristic size around 0.5 ¢;;, are small enough to be
conducted by the recirculation flow. No droplets are di-
rectly created by the core in those locations, confirming
the delay observed in the atomization process. Their av-
erage size below 0.5 6y, is a direct consequence of the
threshold of 2 dx = 0.34 §j;, chosen to consider a liquid
structure in the statistical analysis. The profile located
at x/D; = 2 is way more interesting in term of atom-
ization. Located upstream in zone 2, it shows clearly
the consequence of atomization. The droplet created by



the atomization in this location shows a constant char-
acteristic diameter D, around 1.0 d;;,. After the radius
r/D; = 2, the size of the liquid structures decreases and
the profile matches the first two profiles. This indicates
the end of the predominance of atomization coming di-
rectly from the core. The droplet size of about 0.5 d;;,,
clearly indicates that the recirculation zone is driving
the structure size in this area. The following profile,
located at x/D; = 4, is the end of the strong atomiza-
tion zone. This profile depicts two different phenom-
ena. First, the average diameter increase in the spray
passing from 1.0 6;;, in the profile x/D; = 2 to 2.0 ¢y,
in this one. Secondly, as in the previous profile, the av-
erage size of the liquid structures decreases but this time
much further away from the axis. Using the beginning
of the decrease in size in the different profiles, it is pos-
sible to identify clearly the extent of the spray generated
by the primary atomization. Finally, the domain is not
large enough to completely reach the end of the spray
emphasis in this profile. This explains why the droplet
size does not collapse with the three previous profiles
at large radial distances from the axis. The profile at
x/D; = 8 shows the largest structures with a strong peak
near the axis. The peak corresponds to large structures
released from the liquid core by textural atomization.
After that, a trend similar to all previous profiles is visi-
ble with a decrease in size away from the axis. Finally,
the last profile, located at x/D; = 10, also shows a peak
near the axis with a similar trend of decrease away from
the axis. The particular observation here is the overall
decrease in size compared to the x/D; = 8 profile. This
decrease in size could be explained by the global stabi-
lization of the structures. Atomization would no longer
play a determining role here and the structures would
become more and more spherical decreasing their char-
acteristic size.

To conclude and summarise all the observations made
in this section, an attempt will now be made to highlight
the overall trends. First of all, a clear correlation can be
established between the position considered and the size
of the structures. The average characteristic size of the
structures is larger as you move away from the injection
plane. Nevertheless, the overall size finally stops in-
creasing in the area where atomization no longer plays
a major role. The size of the structures even tends to
slightly decrease at the end of the domain as the struc-
tures become more spherical. Secondly, after the profile
x/D; = 2 the trend in the structure size is to decrease
going away from the axis. A clear difference can be
observed in the profiles at x/D; = 2 and x/D; = 4 com-
pared to the two last profiles located at x/D; = 8 and
x/D; = 16. The first two are characterised by textu-
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ral atomization, in which very small droplets are cre-
ated on the sides of the liquid core. The last two are
characterised by structural atomization in which large
structures, mainly small liquid core parts, are concen-
trated on the axis. However, the transition between these
two regimes does not appear to be sharp. In textural at-
omization, the droplet size seems to be relatively con-
stant and only correlated to the distance from the in-
jection, the decrease in size only occurs at the exit of
the spray influence. Whereas in structural atomization,
large structures seem to be more concentrated near the
axis with a continuous decrease in structure size away
from the axis.

It is important to note here that the definition chosen
for the characteristic size in equation (21) could play a
major role in the conclusion made in this section, espe-
cially in absolute value given for specific sizes. Further
more, as the velocity decreases rapidly with the distance
from the injection, a large structure with a larger inertia
can be taken into account several times in the same clus-
ter, artificially increasing the local D, value. However,
this formulation was a better compromise than an un-
weighted formulation that would give excessive impor-
tance to small droplets, which would hide the very pres-
ence of large liquid structures in some locations. The
best tool to asses the stabilization of structures in the
flow would be the individual tracking of the structures.
It would make it possible to specifically identify the lig-
uid structures resulting from the atomization of attached
ligaments but also to follow the evolution of the charac-
teristics of liquid structures such as the Weber number.

7. Conclusion

This paper presents, to the best of the authors’ knowl-
edge, the most resolved simulation to date in a round
coaxial injection configuration in fiber regime. A rapid
gas flow is injected around a slow liquid flow. The fiber
regime’s high-velocity difference between gas and lig-
uid creates an intense atomization process. After the
global description, a specific effort was made to jus-
tify the numerical refinement of the calculation and the
physical time considered. The analysis is organised fol-
lowing the flow progression. First, a frequency analysis
was performed on the liquid core to investigate the ori-
gin of the atomization process. After that, the new de-
tection algorithm named AlgoDetect is used to analyse
the main atomization. The ligaments structures are put
into perspective in the atomization process, and the re-
lation with the evolution of the liquid-gas interface den-
sity were analysed. Finally, the focus was made on the



droplet’s characteristic size in the spray and the stabi-
lization of liquid structures in spheres. The analysis of
the flow made it possible to specify the scenario occur-
ring during atomization in the fiber regime. The use
of AlgoDetect, the algorithmic detection of the droplet,
made this whole study possible. It provides tremen-
dous new and valuable data allowing the exploration of
characteristic size or shape characterisation of the liquid
structure. First of all the distribution of droplets result-
ing from the detection showed a zone near the injection
where the liquid core is not perturbed enough to produce
droplets. The atomization only starts after a delay, and
nearly no droplets are formed in this area. The delay
area is a zone where the ripples visible on the core since
the injection start to grow. The analysis of the core rip-
ples in this first zone brings to light a specific frequency
amplified in the flow, which is undoubtedly the main
origin of the whole atomization process of this regime.
At some point in the liquid core, the interface ripples
become large enough to create large pockets of liquid
together with elongated structures attached to the core.
After that, the atomization of those large structures cre-
ates a population of elongated detached ligaments. Very
quickly, these detached ligaments are also atomised into
numerous spherical droplets. The resulting droplets are
finally too small to be significantly affected by the at-
omization.

The primary atomization just described is only ob-
served in a fairly restricted area, not too close to the
injection, to allow time for the disturbances to develop,
but also not too far away, as the gas rapidly loses its
kinetic energy by interacting with the liquid. The de-
tached ligaments structures are a very good indicator
of the progress of the atomization process. However,
the analysis also showed that the major part of the sur-
face causing the atomization is still attached to the core.
Only a tiny part of the total liquid results in detached lig-
aments in a specific snapshot, mainly because the atom-
ization of these structures is very fast. The liquid core is
therefore an extremely complex structure to study, with
one area quite smooth and another with many long at-
tached structures. The complete analysis of the liquid
core, which is not discussed in this article, is a very good
avenue for future research on the subject. In addition to
the primary atomization scenario just discussed, this ar-
ticle presents for the first time a detailed description of
the liquid-gas interface density in assisted atomization
configuration. Despite the difficulty of interpretation of
this quantity, a relation between the structure evolution
and this surface density is carefully made. It also de-
scribes the global growth of surface density that evolves
counter-intuitively, with a strong peak of surface density
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around the ligaments and a progressive decrease when
the structures become spherical. The surface density
profiles provided in this work will be essential for val-
idating future LES simulations using the surface den-
sity as a model at the sub-grid scale. These data will
be particularly relevant when considering the influence
of elongated structures on the surface density model at
the sub-grid scale. The last significant assessment of
this work is about the evolution of the global droplet
size. A strong correlation seems to link the location
of the creation and the resulting characteristic size of
structures. The droplets created at an early atomization
stage are much smaller than those created later in the
flow. In addition, due to their small inertia, the smaller
droplets quickly follow the gas motion away from the
axis. Those two observations induce a gradual replace-
ment of the small structures and an increase of the aver-
age structure size in the domain.

The continuous growth of high performance comput-
ing allows the simulation described here, which can de-
scribes a flow as complex as coaxial atomization in fiber
regime. Until recently, experimentation was the only
way to gather data to validate the models used for the in-
termediate fidelity simulation. However, the experimen-
tation has some limitations. In the zone where the lig-
uid is still dense i.e. where atomization is taking place,
only visual access is possible. Visual observations intro-
duce a strong bias, firstly because of the superposition
of structures in the field of view, and secondly because
the measurement of structure size is only possible in the
dispersed phase, far from the atomization site. This sec-
ond type of measurement allows only an indirect valida-
tion of the resulting droplet size of the atomization. The
DNS calculation presented in this article is a new and
promising way to collect data for the validation of atom-
ization models. For future studies, some improvements
in post-processing should be made to help better under-
stand the mechanism observed in atomization. The first
point is tracking the evolution and displacement of indi-
vidual structures. Structure tracking algorithms are al-
ready available in DYJEAT framework and could easily
be applied in this type of simulation, but their cost is
currently prohibitive in this configuration. Furthermore,
the resulting relation tree analysis between the struc-
tures is not trivial. This type of analysis could allow
a better understanding of the correlation between the
place of creation and the size of the drops. Secondly,
the article demonstrates that many valuable pieces of
information are hidden from the current methodology
because it does not study the fine structure of the en-
tire liquid core. More advanced analysis of this central
structure could provide a large amount of helpful infor-



mation.
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