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ABSTRACT

Monitoring migratory fish species provides a good indica-

tor for rivers’ health. Migratory fish as alosa (Alosa fallax

also known as twait shad), swims up the rivers to repro-

duce if the dam infrastructure allows it. During spawn-

ing, some species of alosa produce during a few seconds a

characteristic splash sound, that enables them to perceive

their presence. Stakeholders involved in the rehabilitation

of freshwater ecosystems rely on staff to aurally count the

bulls during spring nights and then estimate the alosa pop-

ulation at different sites. In order to reduce the human

costs and expand the scope of the analysis, we propose

a deep learning approach for audio event detection from

dozens of GB of audio files recorded from the riverbanks.

An automatic detection system consisting of a Recurrent

Convolutional Neural Network (CRNN) is presented. En-

couraging results enable us to aim for an automated im-

plementation on sites.

Keywords: bioacoustics, deep learning, freshwater,

audio event detection

1. INTRODUCTION

In recent years, the conservation of biological diversity

and specific species has become a global priority due to

the decline in wildlife populations [1]. To support these
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initiatives, it is crucial to accurately measure species abun-

dance and quantify the rate of change in order to as-

sess their conservation status. In the field of bioacous-

tics [2] and ecoacoustics [3], passive acoustic monitor-

ing has emerged as a non-intrusive method for gathering

community-level information. Freshwater ecosystems,

characterized by the gradual transition between terrestrial

and aquatic environments, host a diverse array of organ-

isms, including birds, frogs, fish, and insects, creating a

rich and complex acoustic landscape.

One species of particular interest is the migratory fish

known as alosa (Alosa fallax or twait shad), which breeds

in rivers after spending most of its life in the sea. However,

the construction of infrastructure such as power plants and

dams since the mid-20th century has impeded the move-

ment of alosa and contributed to its declining population

throughout Europe. Consequently, alosa has been pro-

tected under the Berne Convention since 1979, and efforts

have been made to improve longitudinal continuity and

establish fish passes and sluices to facilitate upstream and

downstream migration.

Monitoring the yearly upstream movement of alosa

serves as an indicator of the efficiency of these infrastruc-

ture projects and provides insights into the abundance of

this species, which is susceptible to overfishing, pollution,

and the degradation of spawning habitats. Interestingly,

the migration of alosa, one of the largest species in these

freshwater streams, is primarily monitored through sound

rather than visual observations. During spawning, male

and female fish engage in a distinctive surface behavior,

where they revolve around each other while making vigor-

ous splashing sounds known as ºbullsº [4]. These acoustic

events are indicative of the fish’s presence and breeding

activity (see Figure 1).
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Currently, manual counting of these acoustic events

is labor-intensive and costly, requiring dedicated person-

nel to spend nights along the riverbanks. To address this

challenge and enable automation, we propose a Convo-

lutional Recurrent Neural Network (CRNNs) method for

the automated detection of bull sounds in field recordings.

By developing an efficient and accurate model, we aim to

contribute to the automation of alosa migration monitor-

ing, enabling the expansion of monitoring points and the

implementation of more objective procedures. Ultimately,

this automation has the potential to inform river rehabilita-

tion policies and support the preservation of biodiversity.

In this paper, we present the details of our CRNNs

approach for bull sound detection, discussing the architec-

ture, training methodology, and performance evaluation.

Figure 1: Splashes called ªbullº form migratory fish

during spawning in rivers.

2. RELATED WORKS

In previous studies focused on alosa fish monitoring, lim-

ited attention has been given to the automated detec-

tion of the fish’s specific spawning behaviors [5, 6]. In

the field of automatic Audio Event Detection (AED),

various approaches have been proposed utilizing super-

vised classifiers such as Gaussian mixture model hid-

den Markov models, fully connected networks, convolu-

tional neural networks (CNN), and recurrent neural net-

works (RNN). For instance, in the context of bird au-

dio detection (BAD) [7], a method was introduced for

identifying bird sounds in audio recordings. This ap-

proach utilized CNNs to extract higher-level features and

RNNs to capture longer-term temporal contexts within

the audio signals. Similar approaches combining CNNs

and RNNs have been successful in speech recognition

(ASR) [8] and music classification [9]. In a previous work

focused on fish migration monitoring using audio detec-

tion, deep learning models were employed [10]. Specif-

ically, two different CNN models, namely AlexNet and

VGG-16, were implemented and tested. Building upon

these findings, this paper presents a novel approach utiliz-

ing CRNNs for bull sound detection in a freshwater envi-

ronment. By leveraging the combined power of convolu-

tional and recurrent neural networks, our method aims to

capture both the spectral features and temporal dependen-

cies inherent in the bull sounds produced during alosa fish

spawning.

3. MATERIALS AND METHODS

3.1 Data

Audio recordings are made at night from river banks in

different parts of France, mostly from the Rhone Basin

(Ceze and Vidourle rivers), and from the ocean side (Char-

ente and Loire rivers). Our dataset is composed of 73

recordings (mono, 16 bits, sr=44.1k) for a total duration

of 354 hours.

3.2 Preprocessing

The audio recordings are split into 15 sec segments, with 5

sec overlap (see Figure 2). Each segment is labeled as bull

if it contains a part of bull event and no bull otherwise. It

results that the dataset is imbalanced, with 179k segments

labeled as no-bull and 5k labeled as bull.

Figure 2: Audio segmentation with 5 sec overlap-

ping. Here only four segments are labeled as bull.

3.3 Model

Inputs of the model are mel-spectrogram 1 that are resized

into 128x646 images. One mel-spectrogram is time x fre-

quency representation of a 15 sec segment of audio. In

1 n fft=4096 (Fast Fourier Transform size), hop length=1024

(number of samples between consecutive frames), f max=22050

(maximum frequency)
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this way our sound event detection task becomes image

classification task.

The architecture of the deep learning model was de-

signed by combining CNN and RNN networks to cre-

ate a CRNN. For CNN we used a pretrained model

called VGG-16 [11] to extract complex features from

images. A Bidirectional-Long-Short-Term-Memory (Bi-

LSTM) layer is used for the recurrent part.

Figure 3: Architecture of CRNN model by combin-

ing VGG16 model and Bi-LSTM recurrent layer.

The proposed hybrid network for bull detection is il-

lustrated in Figure 3. The network architecture is based

on VGG-16 and Bi-LSTM layer. The first three layers

are used to change the input shape of mel-spectrogram so

that it is consistent with the VGG-16’s initial inputs. To

adapt it for our task, we modified the pretrained VGG-16

by removing the last dense layers. The modified model

consists of 17 layers: 13 convolutional layers and 4 pool-

ing layers. After VGG-16 a max-pooling layer, with 2x2

kernels, is employed to reduce the dimensions of the in-

put image. The output shape is determined to be (8, 20, 4,

512), where 8 represents the batch size used for training

and testing the model. In the latter part of the architecture,

the feature map is passed to a bidirectional LSTM layer to

extract temporal information. After the Bi-LSTM layer,

the output is flattened and passed through a linear layer.

A dropout layer is applied to prevent overfitting. Finally,

another linear layer with 100 input features and 2 output

features is used to produce the final classification scores.

3.4 Metrics

We use the classical precision (pre), recall (rec) and F1

score as evaluation metrics [12]. Moreover, as we worked

toward a semi-automated method where detected bulls

will be verified by human hearing, our main objective

is to lower the number of missed bulls, while reducing

the amount of audio segments that need to be listened

by humans (predicted bulls). Therefore, we introduce a

new metric that we call Weighted Harmonic F1 (WF1) to

favour recall over precision.

F1 score = 2 ∗ (pre ∗ rec)/(pre+ rec)

WF1 = (a+ b)/((a/pre) + (b/rec))
(1)

We used a = 0.2 and b = 0.8 for the weighted harmonic

coefficients, in order to give the recall greater weight.

4. EXPERIMENT

We conducted a series of experiments to evaluate the per-

formance of the CRNN architecture for bull detection.

Our experiments were implemented using the Pytorch

framework [13], which provided a flexible and efficient

platform for training and evaluating deep learning models.

To process the audio data, we utilized the librosa library,

a popular choice for audio processing tasks. Our dataset

has been separated into training and test sets with a ratio of

90:10, respectively. We used a pretrained VGG-16 model.

We adopted the Adam optimizer with a learning rate of

0.0001 and a cross-entropy loss function to optimize the

CRNN model. The model was trained during 6 epochs.

4.1 Results

The evaluation of our model yielded the following results

(Table 1). The recall score (63.74%), indicates that almost

two third of the targeted bull events have been recovered

by our model. The precision score (43.95%), indicating

that the model had a lower ability to limit false positives.

The F1 score (52.02%) combines the model’s precision

and recall values and provides an overall measure of its

performance. Furthermore, we assessed the model’s per-

formance using our own metric, the weighted F1 score

(58.47%) defined earlier, that favor recall over precision.

Table 2 shows the confusion matrix which provides a

detailed overview of the model’s predictions based on the

actual labels.

These results suggest that further optimization and re-

finement of the model are required to improve its overall
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accuracy and generalisability. Future listening to the re-

sults will enable us to identify the strengths and weak-

nesses of in-context prediction.

Table 1: Results of the bull detection on the test set

for each metric respectively.

Metric\Model CRNN

Recall 63.74

Precision 43.95

F1-score 52.02

Weighted-harmonic-F1 58.47

Table 2: Confusion matrix on the test set with CRNN

model.

Actual\Predicted Bull No-bull

Bull 195 111

No-bull 249 17299

5. CONCLUSION

In this work, we proposed a convolutional recurrent neu-

ral network for audio event detection in the context of

monitoring migratory fish called Alosa. By leveraging the

power of PyTorch and the librosa library, we developed

and evaluated a CRNN model on sound event dataset.

Through our experiments, we achieved an accuracy of

58.47% for bull event detection. We conducted our confu-

sion matrix, which provided insights into the model’s per-

formance for bull event. Even though the results are not as

we expected, we can say that those are acceptable consid-

ering the challenges that we faced with a very imbalanced

dataset (2.8% positive samples), also various background

noises in field recordings (wind, rain, vocalization of birds

and frogs, etc.) that leads in more false positive bulls de-

tected.

To improve our model, we may consider in the fu-

ture the use of strong labels for segments with consider-

ing the start and end of each bull instead of labels that

tag all the segment [14], or incorporating attention mech-

anism [15] for CRNN network. Balancing the data by ran-

domly selecting an equal number of negative samples as

positive ones can also be beneficial. This ensures that the

model receives sufficient exposure to both classes, pre-

venting biases and promoting better generalization. Fi-

nally the achieved results and insights pave the way for

further advancements in this field.
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