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ABSTRACT:
Noise generated by wind turbines is significantly impacted by its propagation in the atmosphere. Hence, for

annoyance issues, an accurate prediction of sound propagation is critical to determine noise levels around wind

turbines. This study presents a method to predict wind turbine sound propagation based on linearized Euler

equations. We compare this approach to the parabolic equation method, which is widely used since it captures the

influence of atmospheric refraction, ground reflection, and sound scattering at a low computational cost. Using the

linearized Euler equations is more computationally demanding but can reproduce more physical effects as fewer

assumptions are made. An additional benefit of the linearized Euler equations is that they provide a time-domain

solution. To compare both approaches, we simulate sound propagation in two distinct scenarios. In the first scenario,

a wind turbine is situated on flat terrain; in the second, a turbine is situated on a hilltop. The results show that both

methods provide similar noise predictions in the two scenarios. We find that while some differences in the propaga-

tion results are observed in the second case, the final predictions for a broadband extended source are similar

between the two methods. VC 2023 Acoustical Society of America. https://doi.org/10.1121/10.0020834

(Received 13 April 2023; revised 26 July 2023; accepted 14 August 2023; published online 6 September 2023)

[Editor: Vladimir E. Ostashev] Pages: 1413–1426

I. INTRODUCTION

The noise produced by wind turbines is one of the main

constraints for the installation of new wind farms. It can

also entail curtailment plans when annoyance issues emerge

after the construction of the farm, leading to energy produc-

tion loss of up to 70% during the night (Dumortier et al.,
2015). Therefore, accurate prediction tools are needed to

assess the wind farm noise during the development and

operational phases. The modeling of the aerodynamic noise

sources and the propagation of sound in the atmosphere are

two critical fields of study for the prediction of wind turbine

noise. Several models for the noise emitted by a wind tur-

bine have been developed in recent years (Barlas et al.,
2017a; Cott�e, 2019). These models aim at capturing both the

mean sound pressure level (SPL) emitted by the source and

the amplitude modulation (AM) induced by the rotation of

the blades. The unsteady nature of the source is considered

to be one of the main annoyance causes as the global SPL is

usually quite low (Hansen et al., 2019). To predict the SPL

field around the turbine, outdoor sound propagation models

need to consider ground effects, atmospheric absorption,

and refraction induced by the variability of wind and tem-

perature within the atmospheric boundary layer (ABL). The

effect of the ABL flow on wind turbine sound propagation

has been extensively studied (Barlas et al., 2018; Heimann

and Englberger, 2018). The evolution of the temperature

and wind speed gradients during the day modifies the sound

propagation and, hence, the SPL around the wind turbine.

Furthermore, the presence of the wind turbine creates a

wake that acts as a waveguide and tends to increase the SPL

at a specific location downwind of the turbine (Barlas et al.,
2017b). Finally, topography was also shown to play a signif-

icant role in wind turbine sound propagation (Heimann

et al., 2018; Sessarego and Shen, 2020; Shen et al., 2019).

Various numerical methods have been used to calculate

wind turbine sound propagation. Engineering tools based on

simple empirical models are more suited for operational pur-

poses. Methods based on ray acoustics can consider atmo-

spheric refraction (Heimann and Englberger, 2018;

Prospathopoulos and Voutsinas, 2007). However, they are

usually less precise in terms of SPL and rely on a high-

frequency approximation. The parabolic equation (PE)

methods have been used extensively both for their gooda)Email: jules.colas@ec-lyon.fr
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accuracy at long range and for their low computational cost

(Gilbert and White, 1989). They consist in solving a one-

way-wave equation in the frequency domain usually in a

two-dimensional (2D) geometry, although the formulation

holds in three dimensions (3D). PE methods have, thus,

become the state of the art for wind turbine noise propaga-

tion (Barlas et al., 2017b; Kayser et al., 2020). Nevertheless,

they suffer from several limitations. First, the solution is

only valid for propagation angles close to the main propaga-

tion direction. Second, the one-way wave equation neglects

backscattering. This could lead to inaccuracies in the pres-

ence of topography with steep slopes. Finally, approxima-

tions are usually made in order to consider propagation in an

inhomogeneous moving medium. The most common

approach is to consider an atmosphere at rest with an effec-

tive sound speed that includes the effect of both the temper-

ature and the wind velocity gradient. This approach can be

inaccurate if the wind speed is too high or if its vertical com-

ponent is not negligible (Dallois et al., 2001). Improved PE

methods consider the effect of the ABL on sound propaga-

tion by including the mean flow terms when deriving the

one-way wave equation (Dallois et al., 2001; Ostashev

et al., 2020). The range of application of PE methods for

wind turbine noise has already been investigated in several

studies, by comparing PE results to analytical solutions or

measurements (Kayser et al., 2023; Lee et al., 2016; Nyborg

et al., 2022). However, validation against analytical solu-

tions is restricted to simple cases. In addition, outdoor

experiments are not perfectly controlled, as, for instance, the

wind field is only known partially, or the wind turbine noise

sources have to be modeled. Comparison against measure-

ments remains, thus, overall limited.

A more advanced sound propagation method is to solve

the linearized Euler equations (LEE) directly. This method

is also widely used for outdoor propagation (Blumrich and

Heimann, 2002; Dragna and Blanc-Benon, 2014; Salomons

et al., 2002; Van Renterghem, 2014). It takes the effect of

the mean flow on sound propagation accurately into account.

In particular, it considers the vertical component of the wind

speed, which is neglected in the effective sound speed

approach. The LEE method overcomes the PE limitations,

which include restricted angular validity and restrictions on

backscattering. In addition, as a time-domain method, it pro-

vides a broadband solution and can be used to consider

unsteady effects. The main drawback is the higher computa-

tional cost of the LEE compared to the PE method, which

explains why it has not yet been considered for wind turbine

noise propagation.

The objectives of this paper are to introduce a LEE

model for wind turbine noise propagation and to assess the

advantages of using a LEE model with respect to state-of-

the-art PE methods. The LEE model can account for topog-

raphy, ground impedance, and inhomogeneous mean flow.

For comparison, two different PE implementations are con-

sidered: a vector PE able to handle strong wind variation but

limited to flat terrain and a PE formulation able to consider

topography and wind gradients through an effective sound

speed approach. We compare the results of the LEE and PE

approaches for two realistic cases: first a wind turbine on

flat ground and second a wind turbine located on top of a

steep hill. For both cases, the mean flow in which the sound

propagates is obtained from previously computed large eddy

simulations (LES) by Liu and Stevens (2020), and an

extended moving source model based on Amiet’s theory

(Cott�e, 2019) is used.

The paper is organized as follows. In Sec. II, the com-

plete methodology for the wind turbine noise prediction is

described, including the LEE and PE methods. Then Sec. III

details the two cases studied. In Sec. IV, the SPL and AM

obtained with both methods are compared for the two cases.

Finally, concluding remarks are given in Sec. V.

II. METHOD

A. General methodology

The general framework used to compute wind turbine

noise at a receiver location is summarized in Fig. 1. It is

based on the coupling of three different models: a LES code

used to obtain the mean wind velocity in the ABL, a source

model based on Amiet’s theory, and a propagation model.

The propagation models studied in this work are then

detailed in Sec. II B.

First, the LES code is used to compute a realistic ABL.

The interaction between the flow and the wind turbine is

modeled with an actuator disk method. This code has been

extensively tested both for the computation of realistic

atmospheric boundary layers (Gadde et al., 2021) and for

the simulation of wind farm flow, with or without topogra-

phy (Gadde and Stevens, 2021; Liu and Stevens, 2020).

Although the simulations are unsteady, only the mean veloc-

ity fields are used in the following. By doing so, the turbu-

lence scattering is not considered in this study, although it is

known to have an impact on the propagation of wind turbine

noise (Barlas et al., 2017b). The flow data are then fed into

FIG. 1. (Color online) Diagram of the complete prediction methodology.
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an extended source model and a propagation model based

on either the LEE or the PE.

The source model derives from Amiet’s strip theory:

Each blade is divided into several segments, considered as

uncorrelated sources. For each segment, the turbulent inflow

and trailing edge noise are computed using the model devel-

oped by Tian and Cott�e (2016). The resulting SPL in free

field, denoted SPLff, depends on the wind turbine geometry

(chord length and type of the blade segment) and on the

incoming velocity profile and turbulent spectrum.

Additionally, to determine the propagation effects, such as

ground reflection or atmospheric refraction, the SPL relative

to the free field, denoted DL, must be computed for each

source-receiver pair.

Finally, source and propagation effects are considered

by computing the SPL at a receiver produced by one seg-

ment i at a given angular position of the blades b such that

SPLiðx;x; bÞ ¼ SPLi
ffðx;x; bÞ

þDLiðx;x; bÞ � aðxÞR; (1)

where x is the receiver coordinates, x the angular frequency,

a the atmospheric absorption coefficient, and R the distance

from source to receiver. The contributions of each segment

are combined to obtain the total SPL at the receiver,

SPLðx;x; bÞ ¼ 10 log10

XNs

i¼1

10 SPLiðx;x;bÞ=10

 !
; (2)

where Ns is the number of segments used to discretize the

three blades. The overall sound pressure levels (OASPLs)

are then computed by summing the SPL over x for a given

angular position of the blades. In addition, amplitude modu-

lation can be quantified by measuring the difference

between the minimum and maximum OASPL values during

one rotation of the blades. This method can become very

expensive as the number of propagation simulations is pro-

portional to the number of receivers, angular positions, and

blade segments.

To limit the computational cost, the method proposed

by Cott�e (2019) considers a number of fictive source heights

distributed over a vertical line in the rotor plane, as depicted

in Fig. 2(a). The propagation simulations are performed

only for these fictive sources. Subsequently, the SPLi in Eq.

(1) is computed using the value of DL corresponding to the

closest fictive source [see Fig. 2(b)]. Note that the number

of propagation simulations is reduced by considering a small

number of source positions and by positioning all fictive

sources in the same propagation plane. Hence, the same DL
results are utilized to compute SPL for all receivers in this

plane. This method is based on the assumption that the

dimension of the wind turbine rotor is relatively small in

relation to the propagation distances. To use this method, it

is also important to ensure that the number of fictive source

heights is sufficient to obtain convergence of the results, i.e.,

that the average SPL and AM during a rotation do not

depend on the number of sources used. In Cott�e (2019), it

was shown that a minimum of seven source heights is neces-

sary to obtain this convergence in the downwind direction.

B. Acoustic propagation simulation

In this section, the models used to predict the sound

propagation in the ABL are introduced. First, the LEE

model developed for this study is presented, and then the PE

implementations are described.

1. LEE

a. Acoustic model. This propagation model is based on

the finite-difference solution of the LEE in a curvilinear

mesh (Dragna and Blanc-Benon, 2014). Thus, the acoustic

field is solved separately from the mean flow field and does

not affect it. The LEE are derived from the conservation of

mass, momentum, and energy for atmospheric propagation

by neglecting terms of order ðjV0j=c0Þ2 (Ostashev et al.,
2005),

@p

@t
þ ðV0 � rÞpþ q0c2

0r � v ¼ 0 ;

@v

@t
þ ðV0 � rÞvþ ðv � rÞV0 þ

rp

q0

¼ 0; (3)

where t is the time; p and v ¼ ðu;wÞ are the acoustic pres-

sure and velocity; and q0, c0, and V0 ¼ ðu0;w0Þ are the

mean density, sound speed, and velocity. The 2D LEE in the

(x, z) plane can be written in conservative form as

FIG. 2. (Color online) (a) Calculation of the SPL at a receiver due to one

blade segment. (b) Total SPL from all segments is determined using the

closest fictive source to compute the DL.
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Ut þ Ex þ Fz þH ¼ 0; (4)

where U ¼ ½p; q0u; q0w�T is the vector of unknowns; the par-

tial derivatives are denoted ij ¼ @i=@j; and E, F, and H are

the Eulerian fluxes defined as

E ¼ u0pþ q0c2
0u; u0q0uþ p; u0q0w

� �T
;

F ¼ w0pþ q0c2
0w;w0q0u;w0q0wþ p

� �T
;

H ¼ �p r � V0ð Þ; q0ðv:rÞu0; q0ðv:rÞv0

� �T
: (5)

The acoustic source is a pulse with a Gaussian spatial distri-

bution, introduced via the initial conditions of Eq. (4),

Uðx; z; t ¼ 0Þ ¼ S0 exp �R2

B2

� �
; 0; 0

� �T

; (6)

where R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ ðz� zSÞ2

q
; B2 ¼ ð3DxÞ2= log ð2Þ, zS is the

height of the center of the pulse, S0 ¼ 1 Pa is the amplitude

of the source, and Dx is the streamwise grid spacing. This

source aims to represent a broadband monopole, with fre-

quency content up to f ¼ 0:6c0=B; see Eq. (A22).

b. Curvilinear transformation. To take into account a

ground profile h, a transformation of the coordinate system

is applied from Cartesian coordinates (x, z) to curvilinear

coordinates ðn; gÞ such that

xðn; gÞ ¼ n;

zðn; gÞ ¼ hðnÞ þ g
zmax

zmax � hðnÞ½ �; (7)

where h(x) is the terrain elevation, and zmax is the maximum

height of the domain. Hence, Eq. (4) becomes

U

J

� �
t

þ nxEþ nzF

J

� �
n
þ gxEþ gzF

J

� �
g
þH

J
¼ 0; (8)

where J ¼ jnxgz � nzgxj is the Jacobian of the transforma-

tion. This transformation was proposed by Gal-Chen and

Somerville (1975) to recover a flat top boundary.

c. Numerical scheme. The formulation in Eq. (8) can

be written as

Ut ¼ FðUÞ; (9)

where F is a function of U and its spatial derivatives. A

fourth-order six-step Runge–Kutta (RK) algorithm (Berland

et al., 2006) is used to integrate the solution from UðtnÞ to

Uðtnþ1Þ with tn the discrete time. The spatial derivatives

needed at each step of the RK algorithm are computed using

a fourth-order 11-point stencil finite-difference centered

scheme (Bogey and Bailly, 2004) whose coefficients are

optimized to minimize the dispersion error over a large

range of wavenumbers. For the points near the boundary,

non-centered 11-point stencil schemes are used (Berland

et al., 2007). Selective filters are also applied to remove

grid-to-grid oscillations.

d. Moving frame. A moving frame method (Dragna and

Blanc-Benon, 2014) is used to keep an affordable computa-

tional cost for long range propagation. In this method, the

distance between the wavefront and the right boundary of

the domain is computed at each iteration, and the acoustic

variables are shifted to maintain this distance constant

throughout the simulation (see Fig. 3). This approach allows

for a large reduction of the computational domain size.

Thus, in the simulations, a 300 m� 300 m moving frame is

used to calculate the sound propagation in a 3000 m� 300 m

domain, which reduces the computational cost by one order

of magnitude.

e. Boundary conditions. A broadband impedance con-

dition is used at the bottom boundary of the domain to

model realistic ground absorption. The impedance condition

is developed in the time domain (Rienstra, 2006) such that it

writes as a convolution. By taking the surface impedance as

a rational function of the frequency, it is possible to substi-

tute this convolution by additional differential equations that

can be solved along the RK scheme (Troian et al., 2017).

This saves computational resources while preserving high-

order accuracy. In this work, the method was not imple-

mented on the impedance but on the reflection coefficient

for stability reasons.

At the top of the domain, a perfectly matched layer

(PML) is implemented to simulate unbounded atmosphere.

Inside this layer, the derivative in z in Eq. (4) is modified

such that

@

@z
! 1

jþ r=ix
@

@z
; (10)

with

r zð Þ ¼ r0 z� zPMLð Þ=L
� �3

;

j zð Þ ¼ 1þ j0 � 1ð Þ z� zPMLð Þ=L
� �3

;
(11)

where zPML is the coordinate at the bottom of the layer, and

L is its thickness. As for the impedance condition, this trans-

formation can be written in the time domain as a convolu-

tion that is integrated along the RK scheme with additional

FIG. 3. (Color online) Snapshots of the moving frame at three different

instants in time as the wave propagates inside the domain.
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differential equations (Cosnefroy, 2019; Komatitsch and

Martin, 2007).

Finally, on the left side of the domain, the waves must

also leave the computational domain without producing any

reflections. To achieve this, the sound speed is gradually

reduced in a thin layer to ensure that potentially reflected

waves move slower than the domain, which is moving at the

speed of sound. Hence, they cannot re-enter the domain

(Cosnefroy, 2019).

f. Post-processing. During the computation, pressure

time signals p(t) are recorded at several receiver locations.

Then the Fourier transform p̂ðxÞ of each signal is computed,

and the relative sound pressure is retrieved by dividing p̂ðxÞ
by the solution for a Gaussian pulse in free field,

DLðx;xÞ ¼ 10 log10

jp̂ðx;xÞj2

jp̂ffðx;xÞj2

 !
; (12)

where p̂ff is given by

p̂ffðx;xÞ ¼
pk0B2S0

4c0

exp
�k2

effB
2

4

� �
H
ð1Þ
0 ðk0RÞ; (13)

H
ð1Þ
0 is the zeroth order Hankel function of the first kind, k0

is the wave number, and keff ¼ k0=ð1þMÞ with M ¼ u0=c0

the Mach number at the wind turbine hub’s height. The term

keff accounts for the effect of the flow on the source which

induces a shift in frequency. The derivation of this correc-

tion term can be found in the Appendix.

Once DL is computed, it can be used in the SPL predic-

tion methodology explained in Sec. II A.

2. PE method

a. PE formulations. Two 2D PE formulations are

implemented. The first one is a curvilinear formulation of

the wide-angle PE with the effective sound speed approxi-

mation (WAPEtopo). It is derived from the methodology

described by Sack and West (1995) for the generalized ter-

rain parabolic equation (GT-PE), but with the coordinate

transformation shown in Eq. (7). The WAPEtopo allows us to

consider topography with slope that does not exceed around

30� (Salomons, 2001). The moving atmosphere is modeled

by defining an effective sound speed profile such that

ceffðx; zÞ ¼ c0ðT0ðx; zÞÞ þ u0ðx; zÞ; (14)

where c0 is the sound speed that depends on the mean tem-

perature T0. It is worth mentioning that the WAPEtopo is

equivalent to the classical effective sound speed WAPE for-

mulation for flat ground. The accuracy of the WAPEtopo

strongly depends on quantities computed at the ground

(ground profile and its derivatives, ground surface imped-

ance, etc.), where small numerical errors can appear and

accumulate (Sack and West, 1995). Errors can also arise

from the effective sound speed approach with phase errors

accumulating over the distance.

The second PE is a wide-angle vector PE formulation

(WAPEvec), that incorporates a vector wind field and is valid

for arbitrary high Mach numbers. It is presented in Sec.

VI A of Ostashev et al. (2020). Here, the velocity field is

considered with fewer assumptions. However, it was not

derived in curvilinear coordinates and, hence, cannot con-

sider topography. While WAPEvec can consider both the

vertical and horizontal components, only the horizontal

component of the wind velocity u0 is considered in our

implementation.

The two methods employ second-order finite-difference

schemes in the z-direction and a Crank–Nicolson algorithm

to advance the solution to xþ Dx from the solution at x.

Numerically, this involves inverting a tridiagonal matrix at

each step of the resolution, which is done efficiently using

the Thomas algorithm. The starting field is the second-order

starter presented in Salomons (2001), which represents a

monopole source.

b. Boundary condition. At the top of the domain, a

PML is implemented (Collino, 1997) by modifying the par-

tial derivative along the vertical coordinate as for the LEE

method [see Eq. (10)]. At the bottom of the domain, an

impedance boundary condition is used. The implementation

of the boundary conditions leads to modifications of the

matrix coefficients, while conserving the tridiagonal shape.

The boundary conditions are similar for the two PE formula-

tions, but, because of the differences in the equations, the

resulting modifications of the matrix coefficients are not

identical.

III. CASES STUDIED

The study examines two scenarios: one with a wind tur-

bine on a flat surface and one with a wind turbine positioned

on a hilltop. The latter scenario is particularly relevant, as

wind turbines are often installed on hills to maximize energy

output. Therefore, it is crucial to accurately model sound

propagation in such complex settings. For both cases, LES

results from Liu and Stevens (2020) for a truly neutral ABL

are used. The mean flow fields from these simulations are

normalized by the friction velocity u� and by the diameter

of the wind turbine. In this work, the wind turbine hub

height and diameter are both set to 100 m. The friction

velocity is set to u� ¼ 0:512 m s�1 to get a wind velocity

equal to 10 m s�1 at the hub height. For simplicity, the tem-

perature and the sound speed are assumed constant, which is

a valid assumption when considering a neutral atmosphere

but would not be for a stable or unstable one. For the second

case, the hill is defined such that

hðxÞ ¼ hmax cos2 px

2l

� �
for� l < x < l; (15)

where h(x) is the terrain elevation, hmax ¼ 100 m, and

l ¼ 260 m is the half-width of the hill. The mean axial

velocity component is plotted for both cases in Figs. 4(a)

and 4(b). A velocity deficit can be observed just after the
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turbine in both cases. In the first case, a ducting effect is

expected due to the wind turbine wake (Barlas et al., 2017b).

The acoustic waves are trapped inside the wake and then redir-

ected toward the ground when the unperturbed ABL is recov-

ered. This generates a focusing zone at the ground with high

SPL. Ducting in the presence of the hill is expected to be stron-

ger as the wake is more pronounced and more directed toward

the ground. The vertical component of the wind speed, plotted

in Fig. 4(c), is small in the flat case (less than 4% of u0), so

that the vector PE and the LEE are expected to produce similar

results. In the case with topography, the hill induces a vertical

component of the wind speed just before the wind turbine of a

few meters per second, shown in Fig. 4(d), which is not taken

into account by the WAPEtopo. This difference of a few meters

per second upstream of the hill could introduce some discrep-

ancies between the LEE and WAPEtopo methods in the final

OASPL. In addition, errors could arise for both cases due to

the one-way approximation and the angular validity of the two

PE methods.

The variable porosity model (Attenborough et al.,
2011) is used with a flow resistivity of 50 kN s m�4 and a

porosity change rate of 100 m–1 to model a grassy ground.

The PE simulations are performed for a set of frequencies

used to compute third octave band spectrum between 50 Hz

and 1 kHz. Values of DL for the same frequencies are

extracted from the broadband results of the LEE simulation

for comparison. These frequencies are gathered in Table I.

For all simulations, the numerical parameters are set to

obtain accurate results up to 1 kHz and 3 km downwind of

the turbine. For the LEE, this implies setting a grid size of

0.05 m and a CFL of 0.5, which corresponds to 127 000 time

iterations to complete the simulation with a computational

moving domain of 36� 106 points. The computational time

for one simulation is approximately 1200 central processing

unit (CPU) hours, which is equivalent to 3 days on a 16-core

machine. For WAPEvec and WAPEtopo, the grid size

depends on the computed frequency. For the flat case, con-

vergence was reached for Dx ¼ Dz ¼ k=10, which requires

1 CPU hour to compute the results at all frequencies. The

hill case requires a higher resolution to capture sharp gra-

dients, and convergence is reached for Dx ¼ Dz ¼ k=50,

which leads to an increased computational time of 30 CPU

hours.

The source model used for the wind turbine is the same

as described in Tian and Cott�e (2016). The only difference

is that the wind turbine is scaled up to be 100 m in diameter

instead of 93 m. The blade is decomposed into eight seg-

ments, and 36 angular positions are considered for one rota-

tion of the blades. Finally, it was found by Cott�e (2019) that

seven fictive source heights are sufficient to obtain a conver-

gence on SPL and AM for the flat case at ground level using

the approach described in Sec. II A. However, for the case

with a hill, 30 source heights are required for convergence.

This significant increase in the number of sources needed to

achieve convergence can be explained by the strong depen-

dence between the focusing pattern and the source height in

the presence of the hill. Thus, changing the source height by

a few meters can affect the position of the focusing zone at

the ground of more than 100 m. Therefore, it is necessary to

reduce the step between the simulated source heights.

IV. COMPARISON

A. Over flat ground

1. Relative SPL

The value of DL represents the effect of the ground

absorption and the mean flow on the propagation with

respect to the solution in the free field. The DL fields are

depicted in Fig. 5 for LEE and WAPEvec at 100 Hz for three

source heights corresponding to the highest (142 m) and

lowest (58 m) fictive sources and to the fictive source at hub

height (100 m). The results for the WAPEtopo are not plotted

as they are almost identical with those of the WAPEvec.

FIG. 4. (Color online) Mean axial velocity field u0 for the two cases of

interest: (a) a wind turbine over flat ground and (b) on top of a hill. Mean

vertical velocity field w0 for (c) a wind turbine over flat ground and (d) on

top of a hill.

TABLE I. Frequencies f used to compute the third octave band spectrum with the PE methods. fc is the central frequency of each band.

fc (Hz) 50 63 80 100 125 160 200 250 315 400 500 630 800 1000

f (Hz) 50 63 80 100 125 160 192 241 297 373 467 588 741 926

208 260 315 391 489 616 770 962

334 409 512 645 800 1000

429 536 675 831 1039

864 1080
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In this case, the two main effects are the occurrence of con-

structive and destructive interference patterns due to ground

reflection and the ducting of acoustic waves by the wake of

the wind turbine. In particular, note the large increase in DL
at x¼ 1.7 km at the ground for the source at 142 m height. It

is clear that the same interference patterns and the same

ducting are obtained in the WAPEvec and LEE results. The

influence of the wind speed gradient and of the wake length

and intensity on the propagation for different source heights

is well captured with both methods as the DL levels are sim-

ilar. Still, a small difference between the two methods can

be observed at the very beginning of the domain

(x < 100 m). For the LEE method, the moving frame does

not allow the reflected wave to reach the top of the domain

close to the source, leading to a zone without any interfer-

ences and a value of DL close to 0. In the case of PE, the

classic cone due to the angle of validity of the method can

be seen at the very beginning of the domain. Hence, the two

methods do not produce the same results in the near field.

The relative SPL is plotted for a line of receivers 2 m

above the ground in Fig. 6 for three different frequencies. At

all frequencies, a strong peak is visible at 1.7 km, which

corresponds to the distance where the focused wave hits

the ground. The values of DL obtained with WAPEtopo

and WAPEvec methods are compared with the LEE results.

The curves are almost identical for the three methods. The

difference between the DL obtained with the three methods

does not exceed 0.5 dB for x > 1 km. At 512 and 1000 Hz,

a small shift is found between the position of the peaks in

the WAPEtopo and WAPEvec results. The latter seems, as

expected, to better account for the wind field, and the results

are closer to those of the LEE. For other source or receiver

heights (not plotted here), it was observed that the difference

between WAPEtopo and LEE results tends to increase with

distance. It was also seen that as the interference pattern

gets more complex, the difference is more visible.

The average difference of DL is plotted in Fig. 7 to

quantify the error made with PE formulations. This differ-

ence is defined with

� ¼ 1

Nf

XNf

i¼1

jDLLEEð fiÞ � DLPEð fiÞj; (16)

with Nf the total number of frequencies computed. To assess

the effect of the mean flow on the results, an additional sim-

ulation for an atmosphere at rest is performed for all three

methods. The difference for the atmosphere at rest is shown

in Figs. 7(a) and 7(c). Note that the error is almost identical

for the WAPEvec and the WAPEtopo. The error is very large

close to source due to the angle of validity of the PE and can

FIG. 5. (Color online) DL computed with LEE (left) and WAPEvec (right) at 100 Hz for several source heights (circles): 142 m (top), 100 m (middle), and

58 m (bottom).

FIG. 6. (Color online) DL computed for a source at 142 m and a receiver at 2 m for three different frequencies.
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even go above 3 dB. Further away, the propagation angle

lies within the angle of validity of the WAPEtopo, and the

error reduces to less than 0.5 dB. The introduction of a mean

flow does not significantly modify the error for the

WAPEvec [Fig. 7(b)]. The effect of the flow is very well

accounted for in this method, as expected. On the contrary,

for WAPEtopo, the addition of a mean flow [Fig. 7(d)]

greatly increases the error. The difference is not only signifi-

cant in the near field but in the entire domain with differ-

ences going above 3 dB. It can be observed that close to the

ground, the error is still relatively small, which corresponds

to the case presented in Fig. 6. It is worth noting that,

because we are considering a flat ground, the error in the

WAPEtopo method is only due to the effective sound speed

approach.

2. SPL

In this section, the SPLs obtained by combining DL
with the source model described in Sec. II A are compared

for the LEE and the two PE methods. The OASPL field for

one angular position of the blades obtained from the LEE

and WAPEtopo methods is presented in Fig. 8. It corresponds

to the contribution of all blade segments for one angular

position (here b ¼ 0�, i.e., for one of the three blades point-

ing upward) summed over the frequency bands between

50 Hz and 1 kHz. The results from WAPEvec are omitted as

they are again almost identical with those of WAPEtopo.

Several zones of large OASPL produced by the different

sources distributed along the blades can be observed in both

cases. The OASPL obtained from the WAPEtopo and the

LEE methods for several positions of the blades is available

in Mm. 1. As the position of the blades changes, different

DL calculations are activated, leading to distinct focusing

zones on the ground. This mechanism is responsible for the

amplitude modulation in the far field (Barlas et al., 2018).

Hence, it is not expected that strong discrepancies would

appear as the error observed in Fig. 7 would tend to average

out with an extended broadband source.

Mm. 1. Evolution of the OASPL with the angle b, in the

flat case for the WAPEtopo and the LEE methods.

The mean OASPL over one rotation for receivers

located 2 m above the ground is shown in Fig. 9(a). The

minimum and maximum values reached during the rotation

are also delimited by color patches. The mean OASPL

obtained with the three methods is very similar. The peak

FIG. 7. (Color online) DL difference computed between the LEE and [(a)

and (b)] WAPEvec and [(c) and (d)] WAPEtopo for [(a) and (c)] an atmo-

sphere at rest and [(b) and (d)] an ABL profile with 10 m s�1 at hub height.

The results are averaged over Nf¼ 35 frequencies (see Table I) and are

computed for flat terrain.

FIG. 8. (Color online) OASPL at b ¼ 0� for the flat case computed using

(a) LEE and (b) WAPEtopo.

FIG. 9. (Color online) (a) Averaged OASPL over one rotation computed

with the three propagation methods, minimum and maximum delimited

with color patches. (b) Averaged spectrum obtained over a full rotation of

the turbine blades for receivers at a height of 2 m, positioned at distances of

x ¼ 500 m, x ¼ 1:5 km, and x ¼ 2:9 km downstream of the turbine (listed

from top to bottom).
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observed 1.7 km from the source is well captured by both

PE methods. The small phase shift in DL observed for the

WAPEtopo is still present in the OASPL prediction but is

less pronounced. The two amplitude modulation zones from

1.25 to 1.9 km and from 1.9 to 3 km are similar with all

methods. They correspond to the areas where the SPL varies

due to the motion of the blades.

The narrowband spectrum at three downstream loca-

tions is shown in Fig. 9(b) for the LEE and the two PE for-

mulations. Spectra are nearly identical over the considered

frequency range. The dips induced by ground absorption are

equally captured. The error does not increase with frequency

or distance, which shows the good convergence of the three

methods for this frequency range and domain length.

B. On top of a hill

1. Relative SPL

The presence of the hill influences sound propagation by

its geometry and by inducing a more complex mean flow,

which changes the refraction of acoustic waves in the ABL.

This refraction pattern is shown in Fig. 10 for the LEE and the

WAPEtopo methods and for three source heights. As for the

flat case, different focusing zones can be identified depending

on the source height. The presence of a caustic at the bottom

of the hill can also be observed. The interference dips look

more pronounced for the WAPEtopo, and the levels are slightly

higher for the LEE. Furthermore, important differences can be

seen in the results, especially at 100 Hz, for a line of receivers

at 2 m height and for a source at 242 m (Fig. 11). These large

discrepancies are due to a combined effect of the hill and of

the mean flow. In fact, the steep slope of the hill is the main

cause of the error in this case as discrepancies were already

visible without any mean flow (not shown here). The maxi-

mum slope of the hill (reached at x¼ 130 m) is equal to 31�,
which is at the limit of the WAPEtopo validity range

(Salomons, 2001). It is worth noting that the regularity of the

ground profile and the precision with which its derivatives are

calculated are not issues here as they are analytical. The mean

error in the whole domain for all frequencies is between 3 and

4 dB for all heights, which is 2 dB higher than for the flat case.

Still, it can be observed that the effect of the hill and the mean

flow is the same for the LEE and WAPEtopo. Thus, the shape

of the peak at 1.8 km is similar for both methods at 512 and

1000 Hz. Even if the WAPEtopo introduces errors in this case,

the effects of the ABL and the hill remain well captured in

terms of both amplitude and position of the focusing.

2. SPL

As for the flat terrain case, the OASPL map depicted in

Fig. 12 corresponds to the superposition of SPL from the

FIG. 10. (Color online) DL computed with LEE (left) and WAPEtopo (right) at 100 Hz for several source heights (circles) 242 m (top), 200 m (middle), and

158 m (bottom).

FIG. 11. (Color online) DL computed for a source at 242 m and a receiver at 2 m for three different frequencies.
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different sources distributed along the blades. The caustic

observed at the bottom of the hill in Fig. 10 is still present,

as well as several sound focusing zones. A notable differ-

ence from the flat terrain case is that the focusing is signifi-

cantly stronger. Additionally, as discussed in Sec. III, the

presence of the hill results in greater amplitude modulation

due to blade movement. This can be observed in Mm. 2, and

it is clear that both methods capture this phenomenon.

Mm. 2. Evolution in the hill case of the OASPL with the

angle b for the WAPEtopo and the LEE method.

To further investigate the discrepancies between the

LEE and WAPEtopo methods, the mean OASPL over one

rotation is plotted in Fig. 13(a) along with the minimum and

maximum OASPL for a line of receivers at 2 m height. The

burst in mean OASPL at 1.8 km is similar for the two meth-

ods as well as the maximum of amplitude modulation with a

strong peak at 2.5 km. Hence, it is clear that the same propa-

gation effects are captured with both methods. However, the

OASPLs computed with LEE are slightly higher than those

computed with the WAPEtopo (less than 1 dB). Finally, SPL

spectra at three receiver positions are presented in Fig.

13(b). The figure demonstrates that WAPEtopo and LEE

exhibit excellent agreement over the entire frequency range

at x¼ 1.5 km and x¼ 2.5 km downstream of the turbine.

However, for the receiver situated close to the turbine (at

500 m downstream), WAPEtopo slightly underpredicts the

SPL compared to LEE.

V. CONCLUSION

The use of a new method based on the LEE for predicting

wind turbine noise propagation was investigated. The method

includes a flow model based on LES and an extended source

model based on Amiet’s theory. Comparison with the state-of-

the-art PE methods (WAPEvec and WAPEtopo) was performed

for two cases: a baseline case with a wind turbine over flat

ground and a more complex case where the wind turbine is

positioned at the top of a hill. For the baseline case, the SPLs

relative to the free field and the OASPL are almost identical

when using LEE and the WAPEvec. It was noticed that, as

expected, the WAPEtopo introduces phase errors due to the

effective sound speed approach. However, this has a minor

impact on the prediction of the SPLs at the ground and of

OASPL. It is worth noting that the WAPEvec is still preferable

as it is derived with fewer assumptions and that it could be

improved further by considering the vertical component of the

wind speed. In the case with topography, the WAPEtopo gener-

ates a noticeable error in the relative SPL computed for a

given frequency (on the order of 3 dB). This is due to the steep

slope of the hill. Nevertheless, the OASPL and AM obtained

with the WAPEtopo remain very close to those obtained with

the LEE method. The main effects of the flow on the propaga-

tion are still well simulated by the WAPEtopo, and the shifts in

the interference pattern observed at each frequency tend to

average out for the prediction of overall levels.

Hence, we find that for situations with topography, PE

methods in general and WAPEtopo in particular provide a

suitable first approach to determine sound propagation from

wind turbines. It is still worth noting the advantages of using

LEE. First, a time-domain solution is obtained, which allows

one to compute a broadband SPL spectrum. The flow is

taken into account with fewer assumptions, and higher wind

speed can be considered without introducing errors due to

the effective sound speed approach. The main drawback of

this method is its computation cost, especially when numer-

ous source heights must be considered.
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APPENDIX: CALCULATION OF THE NOISE LEVEL
RELATIVE TO THE FREE FIELD FOR THE LEE

This appendix details the derivation of the formula in

Eq. (12) for calculating the noise levels relative to the free

field from the LEE solution.

A. Analytical derivation

We first derive the analytical solution in the frequency

domain and in far field for an impulsive source in a 2D

homogeneous uniformly moving medium and in free-field,

as sketched in Fig. 14. The derivation closely follows that

presented in Ostashev et al. (2005) for the case of a mono-

chromatic point source.

1. Solution as a convolution

A Cartesian system of coordinates x ¼ ðx; zÞ is used. A

moving homogeneous atmosphere with a constant mean

flow V0 ¼ ðu0; 0Þ is considered. The initial conditions are

pðx; t ¼ 0Þ ¼ SðxÞ and vðx; t ¼ 0Þ ¼ 0, and the source spa-

tial distribution SðxÞ is centered at the origin. Incorporating

the initial conditions as source terms, the LEEs in Eq. (3)

are written as

@p

@t
þ u0

@p

@x
þ q0c2

0r � v ¼ SðxÞdðtÞ; (A1)

@v

@t
þ u0

@v

@x
þ 1

q0

rp ¼ 0; (A2)

with d the Dirac delta function. Combining Eqs. (A1) and

(A2) leads to

@

@t
þ u0

@

@x

� �2

p� c2
0Dp¼ @

@t
þ u0

@

@x

� �
SðxÞdðtÞ: (A3)

To translate the problem into the frequency domain, we

employ the Fourier transform,

p̂ðx;xÞ ¼
ð1
�1

pðx; tÞ eixt dt: (A4)

Taking the Fourier transform of Eq. (A3) and dividing by c2
0

gives

Dp̂ � �ik0 þM
@

@x

� �2

p̂ ¼ � 1

c0

�ik0 þM
@

@x

� �
SðxÞ;

(A5)

with k0 ¼ x=c0 and M ¼ u0=c0. Substituting in Eq. (A5) the

function /̂ defined by

p̂ ¼ � 1

c0

�ik0 þM
@

@x

� �
/̂ (A6)

leads to

D/̂ � �ik0 þM
@

@x

� �2

/̂ ¼ SðxÞ: (A7)

For simplifying the previous equation, we use the transfor-

mation of coordinates X ¼ ðX; ZÞ, with x ¼ X=c, z¼ Z, and

c ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�M2
p

. Finally, introducing the function ŵ defined

by /̂ ¼ exp ð�iK0MXÞŵ with k0 ¼ K0=c in Eq. (A7) yields

@2

@X2
þ @2

@Z2
þ K2

0

� �
ŵ ¼ QðXÞ; (A8)

with QðXÞ ¼ exp ðiK0MXÞSðXÞ. Eq. (A8) corresponds to the

2D inhomogeneous Helmholtz equation. Its solution is writ-

ten as a convolution of the source term QðXÞ and the

Green’s function, which gives

ŵðXÞ ¼ � i

4

ð
H
ð1Þ
0 ðK0jX� X0jÞQðX0Þ dX0; (A9)

with H
ð1Þ
0 the zeroth order Hankel function of the first kind.

2. Far-field approximation

To evaluate the convolution in Eq. (A9), a far-field

approximation, known as the Fraunhofer approximation, is

performed. It is assumed that the source-receiver distance is
FIG. 14. (Color online) Sound propagation from a spatially distributed

source in a 2D homogeneous uniformly moving medium.
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large compared to the characteristic size of the source B,

i.e., jXj � B. As a consequence, the source-receiver dis-

tance is approximated at the zeroth order in the amplitude of

the integrand, i.e., jX� X0j ¼ jXj, and at the first order in its

phase, i.e., jX� X0j ¼ jXj � ðX � X0Þ=jXj. Under the

Fraunhofer approximation, one has

H
ð1Þ
0 ðK0jX� X0jÞ ¼ H

ð1Þ
0 ðK0jXjÞ exp ð�iK0jXjÞ

� exp iK0 jXj �
X � X0
jXj

 !" #
; (A10)

which allows us to express the function ŵ in Eq. (A9) as

ŵðXÞ ¼ �i

4
H
ð1Þ
0 ðK0jXjÞ

ð
SðX0Þ

� exp iK0MX0 � iK0

X � X0
jXj

 !
dX0: (A11)

Returning in the physical space, we get

ŵðxÞ ¼ �ic
4

H
ð1Þ
0 k0c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2x2 þ z2

p	 
ð
Sðx0; z0Þ

� exp �ik0c
2ðcos H�MÞx0

� �
� exp ð�ik0c sin Hz0Þ dx0dz0; (A12)

where cos H ¼ X=jXj and sin H ¼ Z=jXj are related to

cos h ¼ x=jxj and sin h ¼ z=jxj by

cos H ¼ cos hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�M2 sin2h
p ; sin H ¼ sin h

c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�M2 sin2h
p :

(A13)

Using Eq. (A12), we can write an expression for the func-

tion /̂ in compact form as

/̂ðxÞ ¼ �ic
4

eik0c2MxH
ð1Þ
0 k0c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2x2 þ z2

p	 

� ~Sðk0c

2ðcos H�MÞ; k0c sin HÞ; (A14)

with ~S the spatial Fourier transform of SðxÞ,

~Sðkx; kzÞ ¼
ð

Sðx; zÞ e�ikxx�ikzz dx dz: (A15)

Finally, the pressure in the frequency domain is obtained

from Eqs. (A6) and (A14),

p̂ðxÞ ¼ Aðx;M; hÞ�ic3

4
eik0c2Mx

�
H
ð1Þ
0 k0c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2x2 þ z2

p	 


� icxMffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2x2 þ z2

p H
ð1Þ
1 k0c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2x2 þ z2

p	 
�
; (A16)

where Aðx;M; hÞ represents the equivalent amplitude of the

impulsive source,

Aðx;M;hÞ ¼ ik0

c0

~Sðk0c
2ðcosH�MÞ; k0c sinHÞ: (A17)

B. Source correction

At long range, we can assume that the acoustic waves

have been launched at small angles, corresponding to h 	 0.

Denoting AMðxÞ 
 Aðx;M; h 	 0Þ, the source amplitude

becomes

AMðxÞ ¼
ik0

c0

~S
k0

1þM
; 0

� �
: (A18)

1. Case of a Gaussian spatial distribution

In this work, the impulsive source has a Gaussian spa-

tial distribution

Sðx; zÞ ¼ S0 exp � x2 þ z2

B2

� �
; (A19)

whose Fourier transform is

~Sðkx; kzÞ ¼ pB2S0 exp �ðk
2
x þ k2

z ÞB2

4

� �
: (A20)

The source amplitude in Eq. (A18) is then given by

AMðxÞ ¼
ik0

c0

pB2S0 exp � k2
0B2

4ð1þMÞ2

 !
: (A21)

Note that for M¼ 0, the amplitude for the Gaussian impulse

source in Eq. (A21) leads to the same expression as given in

Eq. (23) in Dragna et al. (2011) for the case of a homoge-

neous atmosphere at rest. From this expression, we can also

assess the frequency content of the Gaussian pulse. The

maximum is reached for f ¼ c0=
ffiffiffi
2
p

pB
� �

, and a cut-off fre-

quency f10 can be defined such that the amplitude is equal to

10% of this maximum,

f10 	 0:6c0=B: (A22)

The amplitude of the Gaussian impulsive source, thus,

depends on the surrounding mean velocity. As an illustra-

tion, Fig. 15 shows the source amplitude AM for M¼ 0 and

for M¼ 0.03, which corresponds to the Mach number at the

height of the wind turbine hub. The source amplitude tends

to be shifted toward higher frequencies. The difference in

dB is negligible at low frequencies. However, it becomes

noticeable at high frequencies, even for this small Mach

number. Thus, the difference reaches around 1.5 dB at

1 kHz.

2. Evaluation of noise levels relative to the free field

The calculation of the noise levels relative to the free

field from the LEE has to account for the modification of the

source amplitude by the presence of the mean flow. For that,

we estimate the free-field solution as

p̂ffðx;xÞ ¼ �
i

4
AMðxÞHð1Þ0 ðk0RÞ; (A23)

1424 J. Acoust. Soc. Am. 154 (3), September 2023 Colas et al.

https://doi.org/10.1121/10.0020834

 18 Septem
ber 2023 09:21:10

https://doi.org/10.1121/10.0020834


where the amplitude of the source is determined with Eq.

(A18) considering the Mach number at the source height

instead of M¼ 0. Eq. (A23) is equivalent to Eq. (13).
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