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A B S T R A C T
The measure of temperature fields during additive manufacturing processes usually requires bulky
expansive equipment such as infrared cameras. The full field sensor introduced in this paper is very
compact and made with a single red, green and blue camera. Based on a dual-wavelength radiometric
model, it is designed to measure temperatures ranging from 1000 to 2500 K. With its dynamic exposure
time feature, it rearranges multiple pictures in a median one to observe phenomena with high thermal
gradients. The precision of the measures is ensured by calibration on a black body and a tungsten
ribbon lamp. The method is applied to wire arc additive manufacturing and laser metal deposition
with powder, and accurate measurement of the thermal gradients in the melt pool and the surrounding
solid phase is achieved. The good resolution of the camera gives an accurate insight of the melt pool
shape and size.

1. Introduction
Additive Manufacturing (AM) processes for metal parts

are a technology that has been growing constantly for
the past 10 years and was regarded as the new industrial
revolution (Berman [1]). It consists in creating an object
by continuously depositing new material, layer by layer. An
exhaustive review of the different types of AM processes and
their challenges has been written by Frazier [2]. This paper
primarily focuses on two processes of the Direct Energy
Deposition (DED) branch, Laser Metal Deposition with
Powder (LMD-p) and Wire Arc Additive Manufacturing
(WAAM). The first one consists of melting a small section
of a substrate with a highly focused energy source, and
continuously delivering feedstock material in this melt pool
in the form of powder or wire, layer by layer. Svetlizky et al.
[3] gives an exhaustive review of LMD-p and LMD-wire
processes. The second one is more widespread and fitted to
produce large parts (>10 kg) with a greater variety of metals
(Williams et al. [4]). It is based on gas metal arc welding pro-
cesses and consists of melting a metal wire onto the substrate
with an electric arc as the heat source (Wu et al. [5]). These
processes have a lot of input parameters that impact the
mechanical properties of the printed object (Lewandowski
and Seifi [6]). An exhaustive list of the anomalies and their
causes that can occur during DED processes was detailed
by Liu et al. [7]. A lot of these irregularities are due to the
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process parameters (e.g. the powder flowrate, the scanning
speed of the robot, its trajectory...) and the fast-growing of
machine learning helped to better choose optimal parameters
to reduce defects (Wang et al. [8] and Johnson et al. [9]).

Although these techniques provide a convenient envi-
ronment to work in, they can not guarantee a part without
defects due to the complexity of the underlying physics in
the liquid zone, called the melt pool. It critically impacts the
final quality of the manufactured part and is a very reliable
indicator of defect formation (Scime and Beuth [10]). Yuan
et al. [11] identified 4 states of the melt pool which lead to
potential defects: over melting, normal melting, incomplete
melting, and discontinuity melting. If it is too wide and
deep (i.e. the energy source is too high or its velocity too
slow) it can result in keyhole porosity while a shallow
melt pool will lead to a lack of fusion and also porosity
or bulking. Thus it is interesting to keep track of the melt
pool during the production of a part. There are different
ways to observe this area: punctual or wide field of view
with a coarse or fine resolution, in the visible or infrared
waveband... For instance, Jeon et al. [12] used an infrared
camera coupled with an artificial neural network to estimate
the depth of the melt pool during the fabrication. Porosity
prediction during AM processes has also been investigated
by Khanzadeh et al. [13] based on thermal imaging of the
melt pool, but also with ultrasonic approaches by Eren et al.
[14]. In WAAM, which is a faster process, heat accumulation
is a recurring problem that leads to wider depositions for
the top layers (Wu et al. [15]). Finally, although most DED
methods require a shielding gas to prevent oxidation around
the melt pool, it is an additional source of anomalies since
oxides remelt to enter the melt pool and act as impurities
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(Hauser et al. [16]). Thus there is a great interest in analyzing
and observing the melt pool during the fabrication of a part.
Modelisation of the melt pool at different scales (Cook and
Murphy [17]) with mathematical models (Fathi et al. [18]),
coupled analytical and numerical models (Peyre et al. [19]),
finite element methods (Michaleris [20], Baykasoglu et al.
[21], Stender et al. [22], Heigel et al. [23]) or data-driven
models (Akbari et al. [24]) also provides lines of research
to reduce defects formations. However the simulated phe-
nomenons are highly complex, and direct observation is a
more reliable way of monitoring the melt pool.
Unlike contact measurements, that by their intrusive nature
often induce a significant error (Jailin et al. [25]), non-
intrusive methods have been widely used in the AM industry.

For instance, radioscopy is a powerful non-intrusive
method using x-rays to observe the inside of an object:
Wolff and Gould [26] and Boley et al. [27] coupled it with
optical imaging to get the melt pool geometry inside the
part being produced. However, these are very expensive and
bulky installations.

It is possible to resort only to optical imaging of the
surface of the melt pool to monitor its shape (Sun et al.
[28], Gibson et al. [29], Ding et al. [30], Smurov et al. [31]
in DED with powder and Zhao et al. [32], Xiong et al. [33]
in WAAM).

Identifying the shape of the melt pool can be challenging
on red,green and blue (RGB) or gray-level pictures since
there are no obvious boundaries. That’s why optical imaging
is often coupled to thermal imaging in the AM domain. The
transition temperature of a material between its solid and
liquid phases is known, and thermal cartography of the melt
pool provides a simple solution to draw its contour.

The most common answer to thermal observations is
infrared cameras. Although Everton et al. [34] wrote that
these solutions are often limited by their field of view or
resolution, these limits are challenged by high-quality com-
ponents. For instance in LMD-p, Liu et al. [35] used one
to record the thermal behavior of the melt pool and get an
accurate 3D temperature profile. And during gas tungsten arc
and gas metal arc welding (that are close to WAAM in terms
of temperature), Yamazaki et al. [36] obtained the complete
thermal cartography of the melt pool with temperatures
ranging from 1900 K near the edges of the liquid zone to
2900 K at the center in gas tungsten arc.

However, infrared cameras are usually bulky (i.e. not
easily adaptable to any experiment), and expensive com-
pared to Complementary Metal Oxide Semiconductor (CMOS)
or Charge-Coupled Device (CCD) cameras with the same
resolution.

Thermal imaging is also feasible in the near-infrared
as it has been done in other domains by Rotrou et al.
[37] to measure temperatures ranging from 600 K to 1000
K and even above 1300 K (Jailin et al. [38]). It is also
achievable in the visible waveband since the principle is
the same. All these methods resort to either pyrometry
or spectroscopy. Schöpp et al. [39] wrote a review on

methods based on either one or the other, and highlighted
that the emissivity of the observed surface is a key factor
in the temperature estimation. In DED processes, Kozakov
et al. [40] reported that it varies near the melt pool and
decreases when the temperature increases. They used optical
emission spectroscopy to punctually measure the emissivity
and the temperature, and then find a linear relationship
between these values. This relation is then used with a high-
speed camera to reconstruct the thermal cartography of the
melt pool. These studies rely on modeling the emissivity,
which has to be done for each orientation of the surface
(respectively to the camera), each material, and each specific
process: tungsten inert gas and cold metal transfer welding.
Besides, the uncertainties induced by slag formation and the
state of the material (liquid, solid, or in the transition zone)
have not been investigated and might distort the computed
temperature. A way to overcome the emissivity issue is
to use two colors spectroscopy (or pyrometry). It consists
in measuring the ratio of two radiances at two different
wavelengths and assuming that the emissivity is constant
over a certain wavelength range (which means that the
emissivity ratio is equal to 1).

Khan et al. [41] introduced the basics of two, three, and
four colors pyrometry. It is shown that there is no advantage
in using more than two colors and most studies nowadays
resort to bi-color pyrometry. Besides, Duvaut [42] showed
that multi-wavelength pyrometry is more powerful in the
visible range than in the infrared.

Monier et al. [43] set up a two-color pyrometer to study
the temperature of liquid metals. It is made of two CCD
cameras mounted on an optical device with a divergence
mirror that splits the initial optical path in two. Each path
is then equipped with a unique monochromatic filter (as-
sociated with an equivalent wavelength) and this system
is used as a bichromatic pyrometer. This method is well
suited to estimate the melting temperature of pure metals
like iron (1810 K), vanadium (2183 K), and niobium (2742
K) with a relative error smaller than 5% and a good spatial
resolution of 25 𝜇m). Vallabh and Zhao [44] used the same
reasoning to study the melt pool during Laser Powder Bed
Fusion. The initial optical path is divided into two paths,
first filtered at two different wavelengths and then merged to
get a unique output signal with a single high-speed camera.
Despite being highly accurate, these two methods require a
particular set-up to split the initial optical path, which might
not be easily adjustable to any process. Finally, in all the
studies above, the exposure time (the time during which the
shutter stays open) is an important parameter. Low exposure
times make it possible to observe high-temperature areas
at the cost of under-exposed colder zones. On the contrary
high exposure times tends to overexpose hotter areas. Thus
a compromise has to be made and it is not possible to
observe high thermal gradient areas (especially the transition
between the solid and liquid state in the case of welding or
additive manufacturing).
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To overcome these limitations, a multi-exposure time
strategy is introduced in this paper to study high thermal
gradient phenomena. The solution is compact and pairs
reliable thermography with high resolution optical imag-
ing.

The adopted solution is a two-color pyrometer made of
a single CMOS camera with:

• a fine resolution (6,9 𝜇m×6,9𝜇m),
• real-time multi-exposure imaging to study high ther-

mal gradient phenomenons,
• an RGB filter where 2 out of the 3 channels are used

for the bichromatic computation of the temperature.
Its compact size makes it an easily embedded system to study
the melt pool area and its outline: the transition and solid
zones.

First, some reminders about Planck’s law and bichro-
matic theory are given, and the calibration of the system is
detailed. Then, two validation tests in a controlled environ-
ment are presented to assess the precision of the camera. The
sensitivity of the method to the parameters chosen during the
calibration is discussed in section 4. Finally, section 5 is an
application of this method on two DED processes (WAAM
and LMD-p). Melt pool contour and thermal gradients in the
process zone are outlined.

2. Methodology
2.1. Theory

Thermography has a few important properties that are:
• The temperature (T in Kelvin) of an object at a spe-

cific wavelength (𝜆 in meters) increases with its lu-
minous flux (i.e. its luminance written 𝐿(𝜆, 𝑇 ) in
W.m−3.sr−1).

• The emissivity of a surface (𝜀) is its effectiveness to
emit a luminous flux.

• A blackbody is a perfect physical body that absorbs all
incident radiations. Its luminance is written 𝐿0 and its
emissivity is equal to 1 (𝜀0 = 1).

• A gray body is a physical body that has an emissivity
that does not depend on the wavelength (𝜀 < 1).

Wien’s approximation of Planck’s law (Equation 1) gives
the luminance of a black body according to its temperature
for a given wavelength:

𝐿0(𝜆, 𝑇 ) =
𝐶1𝜆−5

𝑒𝑥𝑝( 𝐶2
𝑇𝜆 )

, (1)

where 𝐶1 = 2ℎ𝑐2 W.m−2.sr−1 and 𝐶2 = ℎ𝑐
𝑘 m.K are two

constants with:
• ℎ = 6, 626 × 10−34 J.s (Planck’s constant),

• 𝑘 = 1, 3806 × 10−23 J.K−1 (Boltzmann’s constant),
• 𝑐 = 2, 9979×108 m.s−1 (the speed of light in vacuum).
It is necessary to make multiple assumptions to evaluate

𝐿(𝜆, 𝑇𝑠) (Equation 2) of a random surface. Since all studied
objects in this study are metallic, they can be considered
opaque with a transmissivity equal to 0 (which means that
no radiation can go through these objects (Duvaut [42]).
Thus, the measured luminance is only the sum of the emitted
and reflected flux through a translucid environment with a
transmissivity 𝜏. The reflected flux is the luminance of the
external environment at temperature 𝑇𝑒𝑛𝑣 that is reflected on
the studied surface. In the case of LMD-p, the reflections of
the laser are filtered (subsection 2.2).

𝐿(𝜆, 𝑇𝑠) = 𝜀𝑠×𝜏×𝐿0(𝜆, 𝑇𝑠)+(1−𝜀𝑠)×𝐿0(𝜆, 𝑇𝑒𝑛𝑣). (2)
Due to the high difference between the ambient tempera-
ture (𝑇𝑒𝑛𝑣 = 300 K) and the temperatures of the studied
phenomenons that are over 1000 K, the impact of the re-
flective luminance is neglected (Araújo [45]). Furthermore,
the luminance of a random surface at the temperature 𝑇𝑠 is
also necessarily equal to the luminance of a blackbody at a
different temperature 𝑇0, so that the luminance is rewritten
as in Equation 3.

𝐿(𝜆, 𝑇𝑠) = 𝜀𝑠 × 𝜏 × 𝐿0(𝜆, 𝑇𝑠),

= 𝐿0(𝜆, 𝑇0).
(3)

And with this equality (𝐿0(𝜆, 𝑇0) = 𝜀𝑠 × 𝜏 × 𝐿0(𝜆, 𝑇𝑠)), the
surface temperature 𝑇𝑠 (Equation 4) writes:

𝑇𝑠 =
−𝐶2

𝜆 × (5𝑙𝑛(𝜆) + 𝑙𝑛(𝐿0(𝜆, 𝑇0)) − 𝑙𝑛(𝜀𝑠𝜏𝐶1))
. (4)

The temperature 𝑇0 is determined thanks to the calibration
procedure that is detailed thereafter (subsection 2.4).

However, in Equation 4, the emissivity of a random
surface is rarely known since it depends on many param-
eters (such as its roughness, orientation, temperature, and
the wavelength at which it is measured). The bichromatic
method consists in measuring two luminances at two dif-
ferent wavelengths (𝜆1 and 𝜆2) and writing the ratio of the
emissivities. Then for the same surface at the temperature
𝑇𝑠:

{

𝐿0(𝜆1, 𝑇1) = 𝜀𝑠(𝜆1) × 𝐿0(𝜆1, 𝑇𝑠),
𝐿0(𝜆2, 𝑇2) = 𝜀𝑠(𝜆2) × 𝐿0(𝜆2, 𝑇𝑠).With Planck’s law (Equation 1), calculating the ratio of

𝐿0(𝜆1, 𝑇1) over 𝐿0(𝜆2, 𝑇2) gives the temperature 𝑇𝑠:

𝑇𝑠 =
𝐶2(

1
𝜆2

− 1
𝜆1
)

5𝑙𝑛(𝜆1𝜆2
) + 𝑙𝑛(𝐿

0(𝜆1,𝑇1)
𝐿0(𝜆2,𝑇2)

) + 𝑙𝑛( 𝜀𝑠(𝜆2)𝜀𝑠(𝜆1)
) + 𝑙𝑛( 𝜏(𝜆2)𝜏(𝜆1)

)
. (5)

It is possible to make the assumption of a gray body behavior
on a narrow waveband on which the emissivity is constant
(𝜀𝑠(𝜆𝑖) = 𝜀𝑠) so that: 𝜀𝑠(𝜆2)

𝜀𝑠(𝜆1)
= 1. Besides, the transmissivity

of the environment between the camera and the surface
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(which is air or translucent gas) is assumed constant too:
𝜏(𝜆2)
𝜏(𝜆1)

= 1. This paper aims at measuring the temperature
with a CMOS RGB camera, where two of the three channels
will be used in Equation 5.
2.2. Description of the thermal measurement

device
The device used is a compact high-performance camera

(IOI Victorem 51B136) with a good spectral response in the
near-infrared (Figure 1). This CMOS camera is equipped
with the Sony IMX250 sensor and an infrared and Bayer
filter (to get RGB pictures). The maximum resolution of the
camera is 2464 × 2056 pixels of size 6.9 𝜇m ×6.9 𝜇m.

Figure 1: Structure of the camera.

The spectral response of all these components is known
through manufacturer data (Figure 2), and the theoretical
intensity radiated by a surface (𝐼𝑡ℎ) is written:

𝐼𝑡ℎ−𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = ∫

𝜆1

𝜆0
𝑖𝑡ℎ−𝑐ℎ𝑎𝑛𝑛𝑒𝑙(𝜆) 𝑑𝜆,

= ∫

𝜆1

𝜆0
𝐿(𝜆, 𝑇 ) × 𝐵(𝜆) × 𝐼𝑅(𝜆) × 𝜂(𝜆) 𝑑𝜆,

𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = {𝑟𝑒𝑑, 𝑔𝑟𝑒𝑒𝑛, 𝑏𝑙𝑢𝑒}.
= ℎ(𝑇 , 𝜆).

(6)

With:
• 𝐵(𝜆), the efficiency of the Bayer filter according to the

wavelength 𝜆,
• 𝐼𝑅(𝜆), the efficiency of the infrared filter,
• 𝜂(𝜆), the efficiency of the sensor,
• 𝜆0 and 𝜆1 the lower and upper limits of the waveband

domain.
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Figure 2: (a) Individual spectral response of the components.
(b) Global spectral response for each channel of the camera,
data from manufacturer.

With Equation 6, it is possible to predict the theoretical
intensity of a blackbody at a temperature T, measured with
the camera. The spectral responses of the filters and the
sensors are known, and its luminance 𝐿0(𝜆, 𝑇 ) is computed
with Equation 1. Figure 3 shows the intensity 𝐼𝑡ℎ−𝑐ℎ𝑎𝑛𝑛𝑒𝑙(𝜆)of a blackbody at three different temperatures (1000 K,
1500 K and 2500 K). The camera sensor integrates the area
beneath the curve, and the theoretical intensity (𝐼𝑡ℎ−𝑐ℎ𝑎𝑛𝑛𝑒𝑙)of each channel corresponds to the hatched surface (the
integral of 𝑖𝑡ℎ−𝑐ℎ𝑎𝑛𝑛𝑒𝑙).

400 600 800 1000
Wavelength (nm)

0.00

0.25

0.50

0.75

1.00

No
rm

ali
ze

d 
in

ten
sit

y

(a)
Ir

Ir

Ib

400 600 800 1000
Wavelength (nm)

0.00

0.25

0.50

0.75

1.00
(b)

Ir

Ir

400 600 800 1000
Wavelength (nm)

0.00

0.25

0.50

0.75

1.00

No
rm

ali
ze

d 
in

ten
sit

y

(c)
Ir

Ir

Ib

400 600 800 1000
Wavelength (nm)

0.00

0.25

0.50

0.75

1.00
(d)

Ir

Ir

400 600 800 1000
Wavelength (nm)

0.00

0.25

0.50

0.75

1.00

No
rm

ali
ze

d 
in

ten
sit

y

(e)
Ir

Ir

Ib

400 600 800 1000
Wavelength (nm)

0.0

0.5

1.0
(f)

Ir

Ir

2500 K

1500 K

1000 K

Figure 3: Normalized intensities via the spectrum of each
channel at 1000 K (a), 1500 K (c) and 2500 K (e). Normalized
intensities via the spectrum of red and green channels corrected
by the blue at 1000 K (b), 1500 K (d), and 2500 K (f).

For low temperatures around 1000 K (a), the intensity
signal received through the blue channel (𝐼𝑏𝑙𝑢𝑒) is much
lower than the red (𝐼𝑟𝑒𝑑) and green (𝐼𝑔𝑟𝑒𝑒𝑛) ones in the visible
range from 400 to 800 nm. The signal above is due to the
imperfection of the infrared filter that does not cut 100% of
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the signal above 800 nm. The zoom in on (a) shows that it
is identical in the 3 channels. Therefore, the blue channel
is used as the last filter to remove the signal above the
visible range, and also to correct the measured intensity in
Equation 7 for the red (𝐼𝑐𝑜𝑟𝑟𝑒𝑑) and green (𝐼𝑐𝑜𝑟𝑔𝑟𝑒𝑒𝑛) channels (b):

{

𝐼𝑐𝑜𝑟𝑟𝑒𝑑 = 𝐼𝑟𝑒𝑑 − 𝐼𝑏𝑙𝑢𝑒,
𝐼𝑐𝑜𝑟𝑔𝑟𝑒𝑒𝑛 = 𝐼𝑔𝑟𝑒𝑒𝑛 − 𝐼𝑏𝑙𝑢𝑒.

(7)

At medium temperatures around 1500 K (c), the correction
by the blue channel brings very little variation to the mea-
sures of the red and green channels (d).

From 2200 K to above (e), the signal of the blue channel
increases, and the corrected intensities in the red and green
channel (f) will be underestimated values of the correspond-
ing intensities. For both studies presented at the end of this
paper (LMD-p and WAAM), the maximum temperature is
below this threshold.

The impact and validity of the correction by the blue
channel are detailed thereafter.
2.3. Multi-exposure time

Each picture is made of pixels encoded on 8 bits that
can take a value between 0 and 255. An overexposed area
is equivalent to a zone where the sensor is saturated and
the values of the pixels are close to 255. On the contrary,
when the values of pixels tend to 0, the area is underex-
posed. To catch all the contrast and brightness of the DED
processes, the high dynamic range method consists in taking
multiple images of the same scenery at different exposure
times (Kang et al. [46]). The exposure time is the physical
parameter that regulates this phenomenon. When the shutter
stays open a very short time (i.e. a short exposure), the
number of transmitted photons is lower which is interesting
to observe very bright phenomenons while avoiding over-
exposition.

This strategy is very efficient to observe spatially high-
temperature gradients, unlike spatially uniform temperature
field where a single exposure time is sufficient to get the tem-
perature everywhere. Taking multiple successive pictures at
very short time intervals makes it possible to assemble a
consistent median picture without over/under expositions.

The temperature field is assumed stationary (temporally
constant) during the time Δ𝑡 where 𝑛 pictures are taken with
a different exposure time. This aspect is discussed further in
this paper for the respective processes (LMD-p and WAAM,
section 5).

With 5 exposure times (0.025, 0.075, 0.225, 0.675 and
2.000 ms), it is possible to reconstruct a median picture with
temperatures ranging from 1000 to 2500 K (Figure 4).

All images (𝐼1; 𝐼2; ...; 𝐼5) of dimensions 𝑛 × 𝑚 have a
different exposure times (𝑡1; 𝑡2; ...; 𝑡5) but are encoded on 8
bits with 256 levels. To reconstruct a median picture, a 2D
array of dimensions (𝑛 × 𝑚) is created, and each element
corresponds to:

Figure 4: Reconstructed median pictures in the red and green
channels.

• The intensity the closest to 126 from all the images
(127 corresponds to the median value of the 256 levels
of intensity).

• The associated exposure time.
For the example in Figure 4 with 5 pictures, the edge

elements of the reconstructed image will be issued from the
picture with the longer exposure (𝐼1; 𝑡1) while the center
elements will be picked from the picture with the shortest
exposure (𝐼5; 𝑡5).

⎡

⎢

⎢

⎣

(𝐼1; 𝑡1) … (𝐼1; 𝑡1)
⋮ ⋱ (𝐼5; 𝑡5) ⋱ ⋮

(𝐼1; 𝑡1) … (𝐼1; 𝑡1)

⎤

⎥

⎥

⎦

Finally, it has been verified that the intensity evolves
linearly with the exposure time. Let 𝐼1 be the intensity of
a surface measured with an exposure time 𝑡1. Then, for the
same surface, if the exposure time 𝑡2 is twice 𝑡1 : 𝐼2 = 2×𝐼1.

The final reconstructed picture is then normalized and
expressed in term of experimental intensity (Equation 8).

𝐼𝑒𝑥𝑝(𝑖) = 𝐼𝑖∕𝑡𝑖. (8)
The index 𝑖 corresponds to the 𝑖𝑡ℎ pixel, 𝐼𝑖 is the gray

level intensity in a single channel (between 0 and 255) and
𝑡𝑖 is the corresponding exposure time for the 𝑖𝑡ℎ pixel.

⎡

⎢

⎢

⎣

𝐼1∕𝑡1 … 𝐼1∕𝑡1
⋮ ⋱ 𝐼5∕𝑡5 ⋱ ⋮

𝐼1∕𝑡1 … 𝐼1∕𝑡1

⎤

⎥

⎥

⎦

The choice of the exposure times is made according to
different criteria, from the most constraining to the less:

1. The duration Δ𝑡 during which the temperature field is
constant greatly impact the number of exposure times,
and their values,
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2. The wider the exposure times range is, the wider the
measured temperature range is too,

3. The more exposure times, the better.
Once these criteria have been studied, the shortest ex-

posure time is set so that the maximum intensity 𝐼𝑒𝑥𝑝−𝑚𝑎𝑥times the minimal exposure time 𝑡𝑚𝑖𝑛 (i.e. the area with the
maximum temperature) is less than 240 in terms of gray
level so there will be no saturation on the sensor. Then the
maximum exposure time 𝑡𝑚𝑎𝑥 is set so that 𝐼𝑒𝑥𝑝−𝑚𝑖𝑛 × 𝑡𝑚𝑎𝑥 is
greater than 20 in terms of gray level so the sensor will not
be under-exposed. Between 𝑡𝑚𝑖𝑛 and 𝑡𝑚𝑎𝑥, the other exposure
times are set at regular intervals so that every temperature
in the range can be measured. In practice, they are at least
two to three times higher than the first one and the overlap
can be used to check that the temperature estimation does
not depend on the exposure time (i.e. the intensity evolves
linearly).
2.4. Calibration

The calibration process consists in adjusting the param-
eters of Equation 5 to reduce the error on the computed
temperature. There are two sets of parameters to find in this
equation:

• the luminances (𝐿0(𝜆𝑟𝑒𝑑 , 𝑇𝑟𝑒𝑑) and𝐿0(𝜆𝑔𝑟𝑒𝑒𝑛, 𝑇𝑔𝑟𝑒𝑒𝑛)),
• the wavelengths (𝜆𝑟𝑒𝑑 and 𝜆𝑔𝑟𝑒𝑒𝑛).
The camera is calibrated on a black body (HGH infrared,

RCN1250) and a tungsten ribbon lamp (Osram WI 17 G).
The first one is suited for low temperatures (900 to 1470 K)
while the other has a higher range (1900 to 2300 K) and they
both have an uncertainty of ±3 K. Both systems are placed
perpendicular to the optical axis, and the radiation emitted
is measured with the camera.

The luminances depend on the intensities measured with
the camera. The objective of the calibration is to find a
simple relation between these two parameters. With Equa-
tion 6, it is possible to compare the theoretical intensities
and the experimental ones measured on the black body
and the tungsten ribbon lamp (Figure 5). The luminance
of the blackbody is computed with Equation 1. However,
the calibration lamp is not a blackbody but has a known
emissivity (𝜀𝑠) as a function of the temperature of the lamp.
Its luminance is computed with Equation 2.

The vertical crosses ’+’ correspond to the experimental
values at which the intensity was measured and compared,
and the multicolored line is the linear interpolation between
the two intensities (Equation 9) where the color stands for
the associated temperature.

𝐼𝑒𝑥𝑝−𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 𝛼𝑐ℎ𝑎𝑛𝑛𝑒𝑙 × 𝐼𝑡ℎ−𝑐ℎ𝑎𝑛𝑛𝑒𝑙. (9)
The coefficients 𝛼 need to be determined for each con-

figuration of the camera (for instance in the LMD-p config-
uration in section 5, 𝛼𝑟𝑒𝑑 = 257 × 103; 𝛼𝑔𝑟𝑒𝑒𝑛 = 263 × 103).
The R2 correlation coefficient is over 98% for both channels.
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Figure 5: Theoretical intensity in function of experimental
intensity in the red (a) and green (b) channels for the optical
path used in LMD-p.

These coefficients stand for the optical path of the mounted
lens on the camera that is unknown, but they also depend on
the parameters of the calibration (2.5) whether the intensities
in the red and green channels have been corrected by the blue
channel or not.

The goal of this part of the calibration is to estimate the
luminances 𝐿0(𝜆𝑐ℎ𝑎𝑛𝑛𝑒𝑙, 𝑇𝑐ℎ𝑎𝑛𝑛𝑒𝑙) of Equation 5. According
to the experimental intensity 𝐼𝑒𝑥𝑝−𝑐ℎ𝑎𝑛𝑛𝑒𝑙. In Equation 6, the
theoretical intensity 𝐼𝑡ℎ−𝑐ℎ𝑎𝑛𝑛𝑒𝑙 is expressed as a function
of the temperature 𝑇 and the wavelength 𝜆 (𝐼𝑡ℎ−𝑐ℎ𝑎𝑛𝑛𝑒𝑙 =
ℎ(𝑇 , 𝜆)).

Let ℎ−1 be the inverse function numerically determined
that writes: 𝑇 = ℎ−1(𝐼𝑡ℎ−𝑐ℎ𝑎𝑛𝑛𝑒𝑙), with the linear relation
between both experimental and theoretical intensities, the
temperature is written as a function of the experimental
intensity (Equation 10).

𝑇𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = ℎ−1(𝛼𝑐ℎ𝑎𝑛𝑛𝑒𝑙 × 𝐼𝑒𝑥𝑝−𝑐ℎ𝑎𝑛𝑛𝑒𝑙). (10)
The two temperatures 𝑇𝑟𝑒𝑑 and 𝑇𝑔𝑟𝑒𝑒𝑛 are color tem-

peratures which means that they are measured given the
black body hypothesis (with an emissivity equal to one). By
definition, these temperatures are false because the observed
surface is not a black body and the emissivity has to be ad-
justed. Thus the real temperature estimation can be improved
by using these color temperatures as input parameters for the
bichromatic equation Equation 11.

Knowing the temperatures 𝑇𝑟𝑒𝑑 and 𝑇𝑔𝑟𝑒𝑒𝑛, the lumi-
nances 𝐿0(𝜆𝑟𝑒𝑑 , 𝑇𝑟𝑒𝑑) and 𝐿0(𝜆𝑔𝑟𝑒𝑒𝑛, 𝑇𝑔𝑟𝑒𝑒𝑛) can be com-
puted with Equation 1 by choosing a couple of initial wave-
length (𝜆0𝑟𝑒𝑑 = 650 nm; 𝜆0𝑔𝑟𝑒𝑒𝑛 = 450 nm). The choice
of these initial wavelengths is arbitrary and influences the
rest of the calibration, as explained below. The last missing
variables of Equation 5 are the wavelengths 𝜆𝑒𝑞𝑟𝑒𝑑 and 𝜆𝑒𝑞𝑔𝑟𝑒𝑒𝑛(Equation 11).

This camera is a low-cost solution for wide field bichro-
matic sensor, and unlike a pyrometer, it uses two wide
wavebands defined in Figure 2 on which the radiated flux
is integrated and the optical path of each lens mounted
on the camera is unknown. Thus this optimization of the

Loïc Jegou et al.: Preprint submitted to Elsevier Page 6 of 15



Highlighted revision

equivalent wavelengths is needed to reduce the error due to
these uncertainties. The bichromatic equation becomes:

𝑇𝑡ℎ =
𝐶2(

1
𝜆𝑒𝑞𝑔𝑟𝑒𝑒𝑛

− 1
𝜆𝑒𝑞𝑟𝑒𝑑

)

5𝑙𝑛(
𝜆𝑒𝑞𝑟𝑒𝑑
𝜆𝑒𝑞𝑔𝑟𝑒𝑒𝑛

) + 𝑙𝑛(
𝐿0(𝜆0𝑟𝑒𝑑 ,𝑇𝑟𝑒𝑑 )

𝐿0(𝜆0𝑔𝑟𝑒𝑒𝑛,𝑇𝑔𝑟𝑒𝑒𝑛)
)
. (11)

In Equation 11, the choice of 𝜆𝑒𝑞𝑟𝑒𝑑 and 𝜆𝑒𝑞𝑔𝑟𝑒𝑒𝑛 is done by min-
imizing the difference between the theoretical temperature
(𝑇𝑡ℎ) and the experimental one (𝑇 ).
The same initial pair of wavelength is chosen (𝜆0𝑟𝑒𝑑 = 650
nm; 𝜆0𝑔𝑟𝑒𝑒𝑛 = 450 nm), and the equivalent pair is the one that
minimizes |𝑇 − 𝑇𝑡ℎ| under the following constraints:

• 𝜆𝑒𝑞𝑟𝑒𝑑 > 𝜆𝑒𝑞𝑔𝑟𝑒𝑒𝑛,
• 𝜆𝑒𝑞𝑟𝑒𝑑 ∈ [400; 800] nm,
• 𝜆𝑒𝑞𝑔𝑟𝑒𝑒𝑛 ∈ [400; 800] nm.
Each pair of equivalent wavelengths depends on the lens

that is mounted on the camera. For the two lenses tested in
this work, the absolute error (Equation 12) is lower than 5 K
(Figure 6).

𝐸𝑎𝑏𝑠 = |𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑇𝑐𝑎𝑚𝑒𝑟𝑎|. (12)
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Figure 6: Absolute error with a di�erent lens mounted on the
camera (a) Nikon ED af micro nikkor 200mm (WAAM); (b)
Precitec ZO YW30 CAM90° YW50 660 (LMD-p).

The influence of the choice of the initial wavelengths is
investigated later in this article (subsection 4.1).
2.5. Calibration’s parameters and discussion

The calibration process is different for every lens mounted
on the camera. This section investigates the impact of the
correction by the blue channel and the impact of optimizing
or not the equivalent wavelength. On Table 1, the Mean Sum
of Squared Differences (MSSD, in Equation 13) on all the
temperature range is investigated.

𝑀𝑆𝑆𝐷 = 1
𝑁

×
𝑛=𝑁
∑

𝑛=1
(𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑇𝑐𝑎𝑚𝑒𝑟𝑎)2, (13)

where N is the total number of experimental measures. High
values of MSSD means that 𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 and 𝑇𝑐𝑎𝑚𝑒𝑟𝑎 are very
different in all the temperature range.

Mean sum of
squared di�erences (𝐾2)

Without correction
by the blue channel

With correction
by the blue channel

With 𝜆𝑒𝑞 = 𝜆0 19128 185.2

By optimizing
𝜆𝑒𝑞 39.7 0.5

Relative di�erence between the initial
and equivalent wavelength

Δ𝜆 = 𝜆𝑒𝑞 − 𝜆0 Δ𝑟𝑒𝑑 = +175.2𝑛𝑚
Δ𝑔𝑟𝑒𝑒𝑛 = +62.9𝑛𝑚

Δ𝑟𝑒𝑑 = +52.9𝑛𝑚
Δ𝑔𝑟𝑒𝑒𝑛 = +21.1𝑛𝑚

Table 1

Mean sum of squared di�erence between the theoretical
temperature and the experimental one after the calibration of
the camera for the optical path used in LMD-p.

The numerical values depend on the lens mounted on
the camera, but the subtraction of the blue channel and the
optimization of the equivalent wavelength are two important
features that improve the precision of the temperature mea-
surement.
2.6. Experimental measure of the temperature

To summarize, the measure of the temperature is a 6
steps process (Figure 7). The first 2 steps consist in calibrat-
ing the camera:

1. Finding the correlation between the theoretical and
experimental intensities (Figure 5).

2. Optimizing the equivalent wavelength to reduce the
computational error (Figure 6).

Then, once the acquisition of multiple RGB pictures at
different exposure times is done, the 2 next steps involve
image processing:

3. Reconstruction of a median picture (Figure 4).
4. Correction of the experimental red and green intensi-

ties by subtracting the blue channel (Figure 3).
Finally, the last 2 steps are the computation of the tem-

perature:
5. Estimation of the luminances with the known the-

oretical intensities which has been correlated with
experimental ones (Equation 9).

6. Computation of the temperature (Equation 11).
This is the process to get thermal imaging from multiple

RGB pictures at different exposure times. The calibration has
to be done for every lens mounted on the camera.

3. Validation of the method
3.1. Induction heating in the solidus

The camera has been used in a controlled environment
to monitor the heating temperature of stainless steel (316L)
tubes by induction. This experiment aims to compare the
temperature measured with an accurate method (type K ther-
mocouples), and the temperature estimated with the camera
to validate the method. The device (Figure 8) was designed
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Figure 7: Flowchart of the process for thermal cartography.

years ago to investigate the behavior of Zr-4 tubes in case of
an accident in nuclear reactor vessel (Campello et al. [47],
Tardif et al. [48]).

Figure 8: Experimental setup.

In the present experiment, the tube’s diameter is ∅10mm
with a thickness of 3 mm, and they are heated by induction
in an open loop tension monitored by the power supply.
Besides, the oxygen rate is continuously measured.

The induction coils delivers an axisymmetric tempera-
ture in the tube. The same camera (IOI Victorem 51B136)
equipped with a 200 mm focal lens (AF Micro-Nikkor 200
mm) is used to observe it. Without argon in the enclosed
space, the oxygen rate is constant and equal to 20.8%.
When the environment is filled with argon, the oxygen rate
drops to 0.2% under the initial conditions at the outside air
temperature. Additionally to the camera, spot-welded type
K thermocouples (wire diameter of 0.2 mm) are used to
monitor temperatures lower than 1470 K with a relative
uncertainty (Δ𝑇𝐶) of ±1% (Figure 9).

By increasing the tension with the power supply, the
induced temperature increased to reach more than 1500 K
on the tube whose fusion temperature is around 1650 K.

Figure 9: Internal schematic of the experimental setup.

The temperature increases from 1170 K to 1500 K at 10
K.s−1. Seven exposure times are chosen for this experiment:
0.050, 0.100, 0.200, 0.500, 1.000, 2.000 et 4.000 ms. The
minimal temperature that can be studied with the longest
exposure time is 1170 K. Over the time gap between two suc-
cessive takes, the temperature increases by 0.08 K which is
low enough to make the stationary thermal field hypothesis.
The temperature is measured at different heights (h) with the
camera (𝑇𝑐𝑎𝑚ℎ

), matching the positions of the thermocouples
(𝑇𝑇𝐶ℎ

) and the absolute error (Equation 14) is displayed on
Figure 10.

𝐸𝑎𝑏𝑠ℎ = |𝑇𝑇𝐶ℎ
− 𝑇𝑐𝑎𝑚ℎ

|. (14)
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Figure 10: Absolute error in an environment (a) without argon
and (b) with argon (logarithmic scale). Δ𝑇𝐶 is the uncertainty
of the thermocouples.

Below 1200 K, the radiation is not enough compared
to the camera’s spectral response. Below 1400 K in both
environments, the absolute error is below 10 K, while the
relative uncertainty of the thermocouples (the dotted black
line) is slightly over 10 K. Between 1400 K and 1500 K, in
the environment filled with argon, the error increases for ev-
ery thermocouple which means that there is a common factor
affecting the camera results. It is thought that a thin layer of
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oxide forms at 1400 K and distorted the temperature mea-
sured on the camera whereas an oxide layer with stabilized
emissivity spectrum is already present at 1200 K under air. In
a nutshell, the formation of oxide is a source of error in opti-
cal temperature measurement because the emissivity varies
non-linearly on the considered waveband and the gray body
assumption does not hold anymore (Equation 5). However,
once the oxide layer is thick enough (a few micrometers),
the gray body assumption holds. Shi et al. [49] modeled the
effect of surface oxidation on the emissivity for temperatures
ranging from 800K to 1100K on the same material, stainless
steel 316L. They showed that the formation of a very thin
layer of oxide creates oscillations in the spectral emissivity,
that disappear once the layer is optically thick. Li et al. [50]
also pointed out this kind of behavior on a Ti-6Al-4V alloy
where strong oscillations of the emissivity were observed
during the transient oxidation period. In order to reduce the
uncertainty due to the brief moment of surface oxidation, it
is possible to pre oxidized the studied surface. When this is
not an option, for instance during additive manufacturing,
the solution consists in inerting the observed area. Although
it won’t prevent some oxide spots from appearing on the
surface, this will only create small local errors and won’t
prevent a global visualization of the temperature and its
gradient (on Figure 24, some oxide spots are visible inside
the red isotherm). This means that the results obtained with
the camera as a non-contact measurement are very accurate
in this range of temperature (𝑇 ∈ [1200; 1500] K).
3.2. Fusion temperature of elementary bodies

To validate this system above 1500 K near the transition
between the solid and liquid phases, the melting of rods
made of elementary materials is studied. Similar experi-
ments were conducted by Morville et al. [51] to study the
shape of the top of the rod once it starts melting, and by
Monier et al. [43] to study the position of the melting front
on the rods. The fusion temperature of elementary bodies is
accurately known and can be compared to the one computed
on the images obtained.

In this study, a diode laser (Laserline LMD 1000-100)
with a wavelength of 1070 nm is used to heat the top of a
metallic rod of 2 mm diameter. The camera is mounted above
the laser nozzle on a camera lens specially designed for the
laser head focusing optics (Precitec focusing optics YW52).
At the focal distance, the laser beam diameter is 1.2 mm. The
laser nozzle and the rod are placed within an enclosed space
so it can be filled with argon (Figure 11).

Vanadium rods of 2 mm diameter and 25 mm length are
used for this experiment. Their properties are well known
and summarized in Table 2.

Thermal properties Vanadium
Fusion temperature (K) 2183
Density (𝑘𝑔.𝑚−3) 6100
Thermal conductivity (𝑊 .𝑚−1.𝐾−1 30.7

Table 2

Thermal properties of Vanadium (GoodFellow [52]).

Figure 11: Experimental setup for the fusion of elementary
bodies.

To reach the melting point, the laser power is set to 350
W for 2 s. For each rod, 6 exposure times are selected (0.025,
0.050, 0.100, 0.200, 0.500 et 1.000 ms) and a succession
of images is taken every 40 ms. The goal is to study the
beginning of the fusion when the rod is barely melted,
and right after the laser stops to observe its fusion and its
solidification (Figure 12).
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Figure 12: Evolution of the temperature along the rod.

RGB pictures represent the vanadium rod at the be-
ginning of the experiment (𝑡 = 0.08 s), right before the
laser stops (𝑡 < 2.00 s) and just after (𝑡 > 2.00 s). The
colored contours stand for the area on the picture where
the temperature is over a certain threshold. The red one
corresponds to the fusion temperature (2183 K), the green
one to 100 K above, the cyan one to 100 K below, and the
pink one to 200 K below. As the laser heats the top of the rod,
a spherical droplet starts to form, which means that this part
of the rod is liquid. The limit between the liquid droplet and
the solid part of the rod is represented by the red isotherm
(at 2183 K). This isotherm precisely extends the contours of

Loïc Jegou et al.: Preprint submitted to Elsevier Page 9 of 15



Highlighted revision

the sphere at 2.00 s. During the 0.16 next seconds, the green
2283 K isotherm slowly climbs back up the rod while the
three other isotherms remain at the same position. The fact
that the isotherm at the fusion temperature remains stable
during the natural cooling of the rod confirms that the upper
part is liquid, with a temperature slightly higher. Besides,
the shape of the droplet remains perfectly spherical until
2.32 s due to surface tension, which is a sign that it is still
liquid. Once the red isotherm starts moving (after 2.52 s),
the surface of the droplet becomes irregular, which means it
is solid.

This experiment shows that this bichromatic sensor is a
reliable method to estimate high temperatures both in the
solid and liquid phases. Besides, the camera resolution is
fitted to observe the macroscopic movements of the melted
zones (during the fusion or the solidification of the rod). This
is interesting for dynamic processes such as DED where the
shape of the melt pool evolves constantly.

4. Analysis of the uncertainties
4.1. Uncertainties and sources of errors

In the theoretical expression of the bichromatic temper-
ature (Equation 5), two parameters may be sources of errors:

• The choice of the initial wavelengths.
• The surface emissivity (i.e. the gray body hypothesis).
Their effect on the estimation of the temperature is stud-

ied at the calibration step. New calibrations are performed
with:

• New initial wavelengths (𝜆0 in Equation 11).
• An emissivity ratio varying between 0.9 and 1.1 (𝜖 =

𝜀𝑠(𝜆𝑟𝑒𝑑 )
𝜀𝑠(𝜆𝑔𝑟𝑒𝑒𝑛)

in Equation 5).
The equivalent wavelength evolves linearly with the ini-

tial wavelength (Figure 13). This picture is in 2 dimensions
because the green initial wavelength has no impact on the
computation of the red equivalent wavelength (and vice
versa).
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Figure 13: Equivalent wavelengths as a function of initial
wavelength for the optical path used in LMD-p.

For every couple of initial wavelengths ((𝜆0𝑟𝑒𝑑 ; 𝜆0𝑔𝑟𝑒𝑒𝑛))and their associated equivalent wavelengths, the maximum
error during the calibration process is computed (Figure 14).
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Figure 14: (a) Absolute error for a particular couple of initial
wavelengths; (b) Maximum error for di�erent couples of initial
wavelengths.

The maximum error varies between 2 and 5 K, which
means that the choice of the initial wavelength has nearly no
impact on the estimated temperature.

The impact of the emissivity ratio is studied for a given
couple of wavelengths. The calibration is performed with a
ratio varying between 0.9 and 1.1, and the maximum error
is associated with the corresponding ratio (Figure 15).
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Figure 15: (a) Absolute error for an emissivity ratio of 0.90;
(b) Maximum error for di�erent ratios.

The gray body assumption is a strong hypothesis because
the emissivity ratio strongly impacts the temperature calcu-
lation. A variation within the range of ±10% can introduce
a relative error up to 80 K. Besides, the emissivity is in-
fluenced by a lot of parameters including the surface state,
its inclination, and the optical path. Thus, in experimental
conditions, external parameters such as oxidation, powder
ejections, or melt pool dynamics are a constant source of
error which may induce a few variations in the measured
temperature.

5. Melt pool thermal cartography in DED
manufacturing

5.1. Melt pool temperature in LMD-p
The thermal imaging system introduced in this paper is

very compact and can be easily adjusted on any setup. To
study the melt pool during LMD-p, it was put on a 6-axis
robot (Staubli RX160) equipped with :
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• A diode laser (Laserline LMD2000) with a wave-
length varying between 900 and 1200 nm and a beam
diameter of 1.4 mm.

• A set of outer and inner nozzles (Precitec - ZM YC50
DAS 0.5 II and ZM YC50 DIS II).

• A powder feeder (Oerlikon Twin 150) with 2 distinct
tanks with the option to use different materials.

• An ATEX dust extraction system to avoid powder
residues in the cabin.

• A camera lens 90° with an optical 660 nm filter
(Precitec ZO YW30 CAM90° YW50 660).

The camera is mounted co-axially to the laser nozzle on
the camera lens and gives an upside view of the zone being
melted by the laser (Figure 16).

Figure 16: LMD-p experiment for melt pool imaging.

The 316L stainless steel powder is brought as a fine
powder (œrlikon metco, metcoclad 316L-Si) on the substrate
which is also in 316L stainless steel. The powder flow,
the laser scan speed and the laser power are kept constant
(𝑄𝑝𝑜𝑤𝑑𝑒𝑟 = 3, 4 g.min−1; 𝑃𝑙𝑎𝑠𝑒𝑟 = 250 W;𝑣𝑙𝑎𝑠𝑒𝑟 = 5
mm.s−1). Seven exposure times are chosen for this exper-
iment: 0.025, 0.050, 0.100, 0.200, 0.500, 1.000 and 2.000
ms, and one picture is taken every 160 ms (Figure 17).

Each column corresponds to a set of pictures taken at
very short time intervals but with a different exposure time.
The top pictures are overexposed at their center which is the
hottest region of the melt pool. However, it is possible to see
a hot trail behind the melt pool which is the substrate that
is in a solid phase state. Combining the 7 pictures makes it
possible to study the temperature in and around the melt pool
although there are high thermal gradients.

It is only possible to combine all the pictures if the cam-
era’s field of view is stationary throughout the acquisition
(i.e. all the pictures at different exposure times are taken
simultaneously). With a single camera, all 𝑛 pictures are
taken successively during a time Δ𝑡, and the assumption that

2 ms
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Figure 17: Successive pictures of the melt pool with all their
exposure times.

the temperature field is constant during Δ𝑡 has to be made to
recombine these 𝑛 pictures. For this DED process, the laser
velocity is 5 mm.s−1, and Δ𝑡 = 3 ms. Since the camera is
attached to the laser, the maximal displacement while the
pictures are taken is 1.5 𝜇m which is nearly a thousand
times lower than the melt pool width. In these conditions,
the hypothesis of a constant temperature field is valid.

Figure 18 (a) is a reconstructed picture in terms of
intensity (through the red channel).

Figure 18 (b) is the same image in terms of temperature.
Below these, the intensity and temperature profiles of the red
line along the wall are plotted. Overall, the intensity and the
temperatures follow the same trend, when the first increase,
it means that this area is hotter.
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Figure 18: Evolution of (a) the intensity and (b) the temper-
ature along the melt pool.

On the temperature diagram, the fusion temperature of
the stainless steel 316L is represented by the dark dotted
line (1673 K). Thus, this method provides an efficient way
of knowing both the melt pool temperature and its shape.
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Finally, zone 1 in the green box in Figure 18 (a) is a bit
particular because there is a huge drop in terms of intensity
(that translates into a temporary decrease in the tempera-
ture). This is counter-intuitive because the center of the melt
pool should be hotter than its edges. Smurov et al. [31] had
a similar effect on their temperature profiles obtained via
an infrared camera. These non-monotone effects indicate
substrate oxidation in the heat-affected zone around the melt
pool that results in high emissivity variations.

Since the fusion temperature of stainless steel 316L is
known (1673 K), it is possible to identify the shape of
the melt pool thanks to thermal imaging. Figure 19 shows
the thermal cartography during the process (a), and five
isotherms (b) 100 K and 200 K below and above the fusion
temperature. The image processing was carried out in python
thanks to the OpenCV library (Bradski [53]).

(a)

(b)

2 mm

1873 K
1773 K
1673 K
1573 K
1473 K

Figure 19: (a) Thermal cartography of the melt pool and
its surroundings in LMD-p. (b) Melt pool contour and other
isotherms.

With thermal cartography, it is easy to identify isotherms
in the pictures. The cyan one highlights the melt pool contour
while the 4 others give a simplified view of the thermal
gradients in both the solid and liquid areas.

Finally, this experiment on LMD-p is interesting because
it shows the flexibility of the camera to study the melt pool,
its edges, and the solid area of the manufactured part. The
fine resolution of the sensor also provides insights into the
melt pool shape which could be the first step of a closed-loop
control process to improve the quality of AM parts.
5.2. Melt pool temperature in WAAM

Figure 20 shows the installation used for the WAAM
process. It is a YASKAWA MA1440 robot and a Fronius
TPS CMT 4000 advanced welding station, using the 1357
CMT synergic law provided by Fronius, with the following
parameters:

• A steel wire of 1.2 mm in diameter is used for the
experiment (OK Aristorod 12.50).

• A wire-feed speed (WFS) of 3500 mm.min−1.
• A travel speed (TS) of 400 mm.min−1.
• A shielding gas made of argon (18%) and CO2 (82%)

with a gas flow of 18 L.min−1.

Figure 20: WAAM equipments.

The camera is fixed on the torch and provides a side view
of the part being produced. WAAM is a sequential process,
with a discontinuous input of matter. The wire leaves the
torch until it is in contact with the substrate, creating an
electric arc. At that moment, the end of the wire is melted
due to the important heat input, and a droplet is deposited
onto the substrate. At the same time, the wire goes up (in the
opposite direction) for a fixed amount of time before leaving
the torch again. A succession of 2 pictures at 2 different
exposure times is taken between 2 electric arcs (Figure 21).

Figure 21: Image acquisition between two electric arcs in
WAAM.

The two successive images are taken at an interval Δ𝑡
of 2 ms. The camera is once again attached to the torch
so the maximal displacement, while the pictures are taken,
is 1.7 𝜇m which is a thousand times lower than the melt
pool width. In these conditions, the hypothesis of a constant
temperature field is once again valid. Only two exposure
times are chosen for this experiment: 0.20 and 0.04 ms, and
one set of images is taken every 120 ms (Figure 22).

Figure 23 (a) is a reconstructed picture in terms of
intensity through the red channel, and its highest value is
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Figure 22: Successive pictures of the melt pool with all their
exposure times (WAAM).

255, which means that the camera sensor was saturated at
the lowest exposure time. Indeed, the saturated zone is on
the spot where the wire enters in contact with the wall, where
the local temperature far exceeds the average temperature of
the melt pool (more than 3000 K, Cadiou et al. [54]). This
means that the estimated temperature in this area will be
underestimated by the camera (since the intensity could have
been greater).
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Figure 23: Evolution of (a) the intensity and (b) the temper-
ature along the melt pool during the WAAM process.

Figure 23 (b) is the same image in terms of tempera-
ture. As expected, the highest temperature is reached in the
contact area between the wire and the wall. However, the
temperature is not monotonous along the melt pool with
random peaks (zone 1). These anomalies are once again due
to the oxidation of the surface of the wall, which generates
high emissivity variations.

The fusion temperature of welding wire is around 1723
K so once again, it is possible to draw the contour of the melt
pool, but also contours at temperatures below and above (±
200 and 100 K).

In Figure 24, 5 contours are drawn on two RGB pictures
taken successively at different exposure times. The fact is
that the pictures are not taken exactly at the same time, but
with a time gap of 2 ms. Although the temperature field
is supposed constant during this short amount of time, it
is clear that the liquid surface of the melt pool is highly
dynamic, and the contours, despite being the same in both
pictures, highlight the zone where the melt pool moved.
Finally, this image shows the assets of the full-field sensor
introduced in this paper since it is possible to study the

(a)

10 mm
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Figure 24: Contour of the melt pool and other isotherms in
WAAM, drawn on (a) the longest exposure time (0.20 ms)
and (b) the shortest exposure time (0.04 ms).

temperatures of areas both liquid and solid, and with high
thermal gradients.
5.3. Data availability

Experimental datas for subsection 3.1, subsection 3.2,
subsection 5.1 and subsection 5.2 are available openly [55].

6. Conclusion
A method to measure the temperature with a high gra-

dient area has been presented in this work. Based on a
compact CMOS RGB camera in the visible waveband, it
uses the bichromatic principle to remove emissivity and
transmissivity issues. Wavelength optimization for a fixed
temperature range is the key parameter of the calibration to
ensure minimal errors. The gray body assumption is valid in
a controlled environment but can introduce small errors with
external perturbations such as oxides, or uneven surfaces.
Thanks to this camera, the temperature of the nearby liquid
and solid zones within the range of 1000 K to 2500 K
has been studied successfully which makes it a nice tool to
follow a melt front and estimate thermal gradients in the
heat affected zone that are very valuable for metallurgists.
Furthermore, the good spatial and temporal resolutions of
the camera make it a good fit to test a process quality
(during welding or additive manufacturing) with the option
to get both a thermal cartography of the melt pool and its
morphology. This method highly depends on the chosen
exposure times. Very fast phenomenon can be studied with
very short exposure times, but the limiting factor will be
the frame rate of the camera, that is the frequency at which
consecutive pictures are captured. Currently, this process is
being improved to make it faster and integrate it into a closed
control loop in the DED processes. The optimization in the

Loïc Jegou et al.: Preprint submitted to Elsevier Page 13 of 15



Highlighted revision

choice of the exposure times and better signal processing are
investigated leads.
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