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Abstract

In this article we study some problems related to the incompressible 3D Navier-Stokes equations from the

point of view of Lebesgue spaces of variable exponent. These functional spaces present some particularities that

make them quite different from the usual Lebesgue spaces: indeed, some of the most classical tools in analysis

are not available in this framework. We will give here some ideas to overcome some of the difficulties that arise

in this context in order to obtain different results related to the existence of mild solutions for this evolution

problem.

Keywords: Lebesgue spaces of variable exponent; Navier-Stokes equations; mild solutions.
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1 Introduction

We consider here the classical incompressible Navier-Stokes equations defined in the whole space R3:∂t~u = ∆~u− (~u · ~∇)~u− ~∇P + ~f, div(~u) = 0,

~u(0, x) = ~u0(x), div(~u0) = 0, x ∈ R3,
(1.1)

where ~u : [0,+∞[×R3 −→ R3 is the velocity field, P : [0,+∞[×R3 −→ R denotes the pressure and
~u0 : R3 −→ R3, ~f : [0,+∞[×R3 −→ R3 are a given initial data and a given exterior force, respectively.

From the point of view of the existence of solutions we have at our disposal (at least) two main
theories: mild solutions which are local in time (for any generic initial data ~u0) and weak (Leray)
solutions which satisfy an energy inequality and are global in time.

In this article we are concerned by the existence of mild solutions which are obtained with the help
of a fixed-point theorem. Of course, in this theory the choice of a good functional setting is crucial:
indeed, from the seminal work of Fujita-Kato [6] (where classical Lebesgue spaces and Sobolev spaces
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were considered), many other functional spaces were used such as Fourier-Herz spaces [2, 11, 12],
Besov spaces [1, 13], Morrey spaces [7, 9, 15], the BMO−1 space [10], etc. For a more complete review
of possible functional spaces, see the book [14].

The main feature of this work is to explore some existence results for equations (1.1) using as base
spaces the Lebesgue spaces of variable exponent Lp(·), which -to the best of our knowledge- were not
used before in the analysis of the Navier-Stokes equations. These spaces are quite different from the
usual Lebesgue spaces Lp. Indeed, the parameter p now is a function p(·) : R3 −→ [1,+∞[. To define
the spaces Lp(·) we will proceed as follows: for a measurable function ~f : R3 −→ R3, we consider the
modular function %p(·) associated to p(·), which is given by the expression

%p(·)(~f) =

∫
R3

|~f(x)|p(x)dx. (1.2)

We note that if the function p(·) is constant (i.e. if p(·) ≡ p ∈ [1,+∞[) we obtain the classical
Lebesgue spaces and we can derive from the modular function %p a norm defined by

‖~f‖Lp =

(∫
R3

|~f(x)|pdx
) 1
p

.

However, in the general case where p(·) is a measurable function, it is not possible replace in the
previous formula the constant exponent 1

p outside the integral by 1
p(·) . To overcome this issue it is

classical (see the books [4] and [5]) to consider the Luxemburg norm ‖·‖Lp(·) associated to the modular
function %p(·), which is given by:

‖~f‖Lp(·) = inf{λ > 0 : %p(·)(~f/λ) ≤ 1}. (1.3)

We then define the Lebesgue spaces of variable exponent Lp(·)(R3) as the set of all the measurable
functions such that the quantity ‖ · ‖Lp(·) given above is finite (for more details we refer the reader to
the previously cited books or to the Section 2 below).

In our results will thus study mild solutions for the Navier-Stokes system in the framework of the
Lebesgue spaces of variable exponent. Indeed, in Theorem 1 below we will consider a particular vari-
ant of these functional spaces for the space variable x ∈ R3 and we will consider a classical L∞ space
for the time variable t > 0. In Theorem 2 we will work with a Lebesgue space of variable exponent
in the time variable with a usual Lq space in the space variable. In these two different cases we will
be able to close the fixed point argument and to obtain mild solutions: these results give a first idea
of what can be done in this framework of Lebesgue spaces of variable exponent. Moreover, since the
Lp(·) spaces can not be easily related to the usual Lebesgue spaces, we expect that these results could
offer a different point of view in some applications.

The complete analysis of the Navier-Stokes equations is a deep and complex field and our aim here
is to present a first application of the Lebesgue spaces of variable exponent to this topic. We thus
hope that this work will help to attract the attention to these functional spaces.

The outline of the article is the following. In Section 2 we first present a small review of the main
properties of the spaces Lp(·) and then we state our results. Section 3 is devoted to the proof of the
theorems.
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2 Preliminaries and presentation of results

For n ≥ 1, let us first consider a function p : Rn −→ [1,+∞[, we will say that p ∈ P(Rn) if p(·)
is a measurable function and we define p− = inf ess

x∈Rn
{p(x)} and p+ = sup ess

x∈Rn
{p(x)}. In order to

distinguish between variable and constant exponents, we will always denote exponent functions by
p(·), moreover, for the sake of simplicity and to avoid technicalities (see [5, Chapter 3]), we will always
assume here that we have

1 < p− ≤ p+ < +∞. (2.1)

With these exponents we can consider the Luxemburg norm ‖ · ‖Lp(·) as defined in (1.3). These func-
tional spaces Lp(·)(Rn) possess some of the structural properties of normed spaces (they are moreover
Banach function spaces) but they also present some very special features.

In this setting, the Hölder inequalities have the following version: let p(·), q(·), r(·) ∈ P(Rn) be
functions such that we have the pointwise relationship 1

p(x) = 1
q(x) + 1

r(x) , x ∈ Rn. Then there exists

a constant C > 0 such that for all f ∈ Lq(·)(Rn) and g ∈ Lr(·)(Rn), the pointwise product fg belongs
to the space Lp(·)(Rn) and we have the estimate

‖fg‖Lp(·) ≤ C‖f‖Lq(·)‖g‖Lr(·) , (2.2)

see [4, Section 2.4] or [5, Section 3.2] for a proof of this fact. This estimate can be easily generalized
to vector fields ~f,~g : Rn −→ Rn and to the product ~f · ~g.

Note that the quantity ‖ · ‖Lp(·) satisfies the Norm conjugate formula given in [5, Corollary 3.2.14]:

‖f‖Lp(·) ≤ sup
‖g‖

Lp
′(·)≤1

∫
Rn
|f(x)||g(x)|dx with

1

p(·)
+

1

p′(·)
= 1. (2.3)

Remark 2.1 Note that in the previous notions the space Rn can be replaced by an interval [0, T ].

It is crucial to remark now that the convolution product f ∗ g is not well adapted to the structure
of the Lp(·) spaces, in particular the Young inequalities for convolution are not valid anymore (see
[5, Section 3.6]) and thus many of the usual operators that appear in PDEs must be treated very
carefully. Note also that Fourier-based methods are not so easy to use as we lack of an alternative for
the Plancherel formula.

To study the boundedness of such operators we first need to impose some conditions over the
functions p(·) ∈ P(Rn): indeed, following [5, Section 4.1], we will say that a measurable function
p(·) ∈ P(Rn) belongs to the class P log(Rn) if we have∣∣∣∣ 1

p(x)
− 1

p(y)

∣∣∣∣ ≤ C

log(e+ 1/|x− y|)
for all x, y ∈ Rn,

and if ∣∣∣∣ 1

p(x)
− 1

p∞

∣∣∣∣ ≤ C

log(e+ |x|)
for all x ∈ Rn,
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where
1

p∞
= lim
|x|→+∞

1

p(x)
. (2.4)

With the condition p(·) ∈ P log(Rn) we have the following results.

• For f : Rn −→ R a locally integrable function, the Hardy-Littlewood maximal function M is

given byM(f)(x) = sup
B3x

1

|B|

∫
B
|f(y)|dy where B is an open ball of Rn. Thus, if p(·) ∈ P log(Rn)

we have the estimate

‖M(f)‖Lp(·) ≤ C‖f‖Lp(·) . (2.5)

See [5, Section 4.3] for a proof of this fact.

• Note also that the usual Riesz transforms (Rj)1≤j≤n defined formally in the Fourier level by

R̂j(f)(ξ) = − iξj
|ξ| f̂(ξ) are also bounded in Lebesgue spaces of variable exponent and we have the

inequality

‖Rj(f)‖Lp(·) ≤ C‖f‖Lp(·) , (2.6)

with the conditions p(·) ∈ P log(Rn) and 1 < p− ≤ p+ < +∞. See [5, Section 6.3].

• Let us recall now that for 0 < σ < n, the Riesz potentials Iσ are defined by

Iσ(f)(x) =

∫
Rn

|f(y)|
|x− y|n−σ

dy. (2.7)

If p(·) ∈ P log(Rn) and if 0 < σ < n/p+, then, following [5, Section 6.1], we have the inequality

‖Iσ(f)‖Lq(·) ≤ C‖f‖Lp(·) , with
1

q(·)
=

1

p(·)
− σ

n
. (2.8)

This estimate introduces a very strong relationship between the parameters p(·) and q(·). In
order to obtain some more freedom in the parameters (see Remark 3.1 below) we will consider

the mixed Lebesgue spaces Lp(·)p (Rn) = Lp(·)(Rn) ∩ Lp(Rn) introduced in [3], where 1 < p < +∞
is a constant exponent. These spaces that can be normed by the quantity

‖ · ‖Lp(·)p
= max{‖ · ‖Lp(·) , ‖ · ‖Lp}. (2.9)

With the help of these spaces we have the following result.

Proposition 2.1 Let 1 < p < +∞ be a constant exponent, p(·) ∈ P log(Rn) a variable exponent

and fix a parameter 0 < σ < min{n/p+, n/p}. If f ∈ Lp(·)p (Rn), then we have the inequality

‖Iσ(f)‖Lρ(·) ≤ C‖f‖Lp(·)p
, (2.10)

where the function ρ(·) satisfies the following condition

ρ(·) =
np(·)
n− sp

. (2.11)
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See [3] for a proof. Note in particular that the index p is not to related to p− or p+ nor to p(·)
and this inequality gives more flexibility in the indexes than the conditions of the estimate (2.8).

Remark 2.2 Note that, by construction, the mixed spaces Lp(·)p inherit the properties of the

spaces Lp(·) and Lp. In particular we have the Hölder inequality ‖ϕ‖Lp(·)p
≤ ‖ϕ‖Lq(·)q

‖ϕ‖Lr(·)r
with

1
p(·) = 1

q(·) + 1
r(·) and 1

p = 1
q + 1

r and of course the Riesz transforms are also bounded in these spaces.

For more details on the Lebesgue spaces of variable exponent, on their inner structure as well as
many other properties, see the books [4] and [5].

With these preliminaries, which were presented for the sake of generality in Rn, we can state our first
result about the existence of mild solutions for the 3D Navier-Stokes system:

Theorem 1 (Global Mild Solutions) Consider a variable exponent p(·) ∈ P log(R3), a divergence

free initial data ~u0 ∈ Lp(·)3 (R3) (as defined in (2.9) above) and let ~f be a divergence free external force

such that ~f = div(F) where F is a tensor such that L
p(·)
2

3
2

(R3, L∞([0, T [)). If the quantity ‖~u0‖Lp(·)3

+

‖F‖
L
p(·)
2

3
2 ,x

(L∞t )
is small, then the Navier-Stokes equations (1.1) admits a unique, global mild solution in

the space Lp(·)3

(
R3, L∞([0, T [)

)
.

Some remarks are in order here. First note that as long as the initial data and the external force are
small enough, then we can obtain a unique, global solution for the Navier-Stokes equations (1.1) in
the framework of Lebesgue spaces of variable exponent. This seems to be, to the best of our knowl-
edge, the first application of this type of spaces in the analysis of these equations. Let us mention for
the sake of completness that steady versions of some PDEs from fluid mechanics were studied in the
Section 14.4 of the book [5] but evolution problems, as the one considered here, require a different
treatment. Remark also that global mild solution are frequently associated to small data, however the
study of large initial data that could generate global mild solution is a completely (and hard) open
problem. Finally, let us point out that the use of the mixed Lebesgue spaces of variable exponent

Lp(·)p is essentially technical and it is driven by the lack of flexibility of the indexes that intervene in
the boundedness of the Riesz transforms. See the Remark 3.1 below for more details in this particular
point.

In the previous result, we have first analyzed the behavior of the solutions in the time variable (in
a L∞ norm) and then we studied the information in the space variable in a mixed Lebesgue space of
variable exponent. In our second theorem we will proceed in a different fashion:

Theorem 2 (Local Mild Solutions ) Let p(·) ∈ P log(R3) with p− > 2 and fix an index q > 3 by
the relationship 2

p(·) + 3
q < 1. If ~f ∈ Lp(·)

(
[0,+∞[, Lq(R3)

)
is an exterior force and if ~u0 ∈ Lq(R3) is

an initial data such that div(~u0) = 0, then there exist a time 0 < T < +∞ and an unique local in time
mild solution of the Navier-Stokes equations (1.1) in the space Lp(·)

(
[0, T ], Lq(R3)

)
.

Note that, if we compare this result with Theorem 1, we changed here the order of the variables: we
first measure the information in the space variable and then we consider the information in the time
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variable. Although it is a slightly more popular way to construct mild solutions for evolutive PDEs,
we face here the inexorable problem of the time of existence of such solutions: large initial conditions
can be considered but then the time of existence will be very small.

Note moreover that, if the exponent p is constant, the condition 2
p + 3

q < 1 is common in the
analysis of the Navier-Stokes system, however we should expect that the additional freedom given by
the variable exponent p(·) would be used to deepen the study of these equations.

3 Mild solutions in Lebesgue Spaces of variable exponent

We present here a first general approach to mild solutions for the Navier-Stokes equations (1.1) in the
setting of Lebesgue spaces of variable exponent. These mild solutions are obtained via the following
classical result:

Theorem 3 (Banach-Picard contraction principle) Let (E, ‖ · ‖E) a Banach space and consider
B : E × E −→ E a bounded bilinear application:

‖B(e, e)‖E ≤ CB‖e‖E‖e‖E .

Given e0 ∈ E such that ‖e0‖E ≤ δ with 0 < δ < 1
4CB

, then the equation

e = e0 −B(e, e),

admits an unique solution e ∈ E which satsifies ‖e‖E ≤ 2δ.

In order to apply this result to the Navier-Stokes equations (1.1) we need to get rid of the pressure P
and for this we apply to this system the Leray projector P defined by1 P(~ϕ) = ~ϕ+ ~∇ 1

(−∆)(~∇· ~ϕ). Recall

that we thus have P(~∇P ) ≡ 0 and if a vector field is divergence free we have the identity P(~ϕ) = ~ϕ.
Since ~u and ~f are divergence free, we obtain the equation∂t~u = ∆~u− P(div(~u⊗ ~u)) + ~f, div(~u) = 0,

~u(0, x) = ~u0(x), x ∈ R3.

Now, due to the Dumahel formula, we can write this equation in the following form

~u(t, x) = gt ∗ ~u0(x) +

∫ t

0
gt−s ∗ ~f(s, x)ds−

∫ t

0
gt−s ∗ P(div(~u⊗ ~u))(s, x)ds, (3.1)

where gt is the usual gaussian heat kernel.

1Recall that the Leray projector P can also be defined in terms of the Riesz transforms: P(~ϕ) = (Id3×3 − ~R⊗ ~R)(~ϕ)
where ~R = (R1, R2, R3) and Rj is the j-th Riesz transform. Thus, as long as the Riesz transforms are bounded in a
functional space E, then the Leray projector P is bounded in E and we have ‖P(~ϕ)‖E ≤ C‖~ϕ‖E .
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3.1 Proof of Theorem 1

The integral equation (3.1) above is now of the form considered in Theorem 3: indeed, it is enough to
set the quantity

gt ∗ ~u0(x) +

∫ t

0
gt−s ∗ ~f(s, x)ds,

as the term e0 and to analyse the bilinear application

B(~u, ~u) =

∫ t

0
gt−s ∗ P(div(~u⊗ ~u))(s, x)ds.

We will thus look for a mild solution of equation (3.1) in the functional space E = Lp(·)3 (R3, L∞([0, T [))
endowed with the norm

‖ · ‖E = max{‖ · ‖
L
p(·)
x (L∞t )

, ‖ · ‖L3
x(L∞t )}, (3.2)

where p(·) ∈ P log(R3) and 1 < p− ≤ p+ < +∞. Now, following the argument presented in Theorem
3, we will prove the following estimates

‖gt ∗ ~u0‖E ≤ C‖~u0‖Lp(·)3

, (3.3)

∥∥∥∥∫ t

0
gt−s ∗ ~f(·, ·)ds

∥∥∥∥
E
≤ C‖F‖

L
p(·)
2

3
2 ,x

(L∞t )
. (3.4)

and ∥∥∥∥∫ t

0
gt−s ∗ P(div(~u⊗ ~u))(·, ·)ds

∥∥∥∥
E
≤ CB‖~u‖E‖~v‖E . (3.5)

Thus, if we have the condition

C
(
‖~u0‖Lp(·)3

+ ‖F‖
L
p(·)
2

3
2 ,x

(L∞t )

)
<

1

4CB
,

then we can obtain a unique mild solution for the system (3.1).

Now, we will deduce each one of the previous estimates (3.3), (3.4) and (3.5).

• First we study the quantity (3.3) and for this we recall a classical lemma (see [14, Lemma 7.4,
Section 7.7]):

Lemma 3.1 If ϕ is a radially decreasing function on R3 and ~f is a locally integrable function,
then

|(ϕ ∗ ~f)(x)| ≤ ‖ϕ‖L1M(~f)(x),

where M is the Hardy-Littlewood maximal function.

Since the heat kernel gt is a radially decreasing function and since ~u0 is a locally integrable
function, using the previous lemma we obtain the control

‖gt ∗ ~u0(x)‖L∞t ≤ CM(~u0)(x),

7



and we can write

‖gt ∗ ~u0‖E = max{‖gt ∗ ~u0‖Lp(·)x (L∞t )
, ‖gt ∗ ~u0‖L3

x(L∞t )}

≤ C max{‖M(~u0)‖Lp(·) , ‖M(~u0)‖L3}.

Since p(·) ∈ P log(R3), the estimate (2.5) implies that the maximal functionM is bounded in the
Lebesgue space Lp(·)(R3) (this operator is also bounded in L3). Then we obtain

‖gt ∗ ~u0‖E ≤ C max
{
‖~u0‖Lp(·) , ‖~u0‖L3

}
≤ C‖~u0‖Lp(·)3

,

which is the announced control (3.3).

• To study the inequality (3.4) we proceed as follows: since ~f = div(F) we can write∣∣∣∣∫ t

0
gt−s ∗ ~f(s, x)ds

∣∣∣∣ ≤ C ∫ t

0

∫
R3

|~∇gt−s(x− y)||F(s, y)|dyds,

and due to the decay properties of the heat kernel we obtain∣∣∣∣∫ t

0
gt−s ∗ ~f(s, x)ds

∣∣∣∣ ≤ C

∫ t

0

∫
R3

1

|t− s|2 + |x− y|4
|F(s, y)|dyds

≤ C

∫
R3

∫ t

0

1

|t− s|2 + |x− y|4
|F(s, y)|dsdy,

where we have applied the Fubini Theorem. Moreover, since F ∈ L
p(·)
2

3
2
,x

(L∞t ), one has∣∣∣∣∫ t

0
gt−s ∗ ~f(s, x)ds

∣∣∣∣ ≤ C ∫
R3

∫ t

0

1

|t− s|2 + |x− y|4
ds‖F(·, y)‖L∞t dy,

and after an integration with respect to the time variable, it comes∣∣∣∣∫ t

0
gt−s ∗ ~f(s, x)ds

∣∣∣∣ ≤ C ∫
R3

1

|x− y|2
‖F(·, y)‖L∞t dy = I1(‖F(·, ·)‖L∞t )(y),

where I1 is the Riesz potential defined in (2.7). We thus obtain∥∥∥∥∫ t

0
gt−s ∗ ~f(s, x)ds

∥∥∥∥
L∞t

≤ CI1(‖F(·, ·)‖L∞t )(y).

Now, in order to reconstruct the Lp(·)3 norm given in (3.2), from the previous estimate we write∥∥∥∥∫ t

0
gt−s ∗ ~f(s, x)ds

∥∥∥∥
L
p(·)
x (L∞t )

≤ C
∥∥I1(‖F(·, ·)‖L∞t )(·)

∥∥
L
p(·)
x∥∥∥∥∫ t

0
gt−s ∗ ~f(s, x)ds

∥∥∥∥
L3
x(L∞t )

≤ C
∥∥I1(‖F(·, ·)‖L∞t )(·)

∥∥
L3
x
.

Thus by the Proposition 2.1 with σ = 1, p = 3
2 and ρ(·) = p(·), we have the following estimate:∥∥I1(‖F(·, ·)‖L∞t )(·)

∥∥
L
p(·)
x
≤ C

∥∥‖F(·, ·)‖L∞t
∥∥
L
p(·)
2

3
2 ,x

= ‖F‖
L
p(·)
2

3
2 ,x

(L∞t )
.
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Moreover, by the boundedness properties of the Riesz potentials in the usual Lebesgue spaces L3

we obtain ∥∥I1(‖F(·, ·)‖L∞t )(·)
∥∥
L3
x
≤ C

∥∥‖F‖L∞t ∥∥L 3
2
x

= ‖F‖
L

3
2
x (L∞t )

.

With these two estimates at hand, and following the definition of the norm ‖ · ‖ET given in (3.2),
we finally obtain∥∥∥∥∫ t

0
gt−s ∗ ~f(s, x)ds

∥∥∥∥
E

=

∥∥∥∥∫ t

0
gt−s ∗ ~f(s, x)ds

∥∥∥∥
Lp(·)3,x (L∞t )

≤ C‖F‖
L
p(·)
2

3
2 ,x

(L∞t )
< +∞.

• In order to establish the estimate (3.5), we first remark that, due to the properties of the Leray
projector, we have the identities∫ t

0
gt−s ∗ P(div(~u⊗ ~v))ds =

∫ t

0
P
(
gt−s ∗ div(~u⊗ ~u)

)
ds = P

(∫ t

0
gt−s ∗ div(~u⊗ ~u)ds

)
,

and as before, by the decay properties of the heat kernel, we obtain∣∣∣∣∫ t

0
gt−s ∗ div(~u⊗ ~u)(s, x)ds

∣∣∣∣ ≤ C

∫ t

0

∫
R3

|~∇gt−s(x− y)|~u(s, y)||~u(s, y)|dyds

≤ C

∫
R3

∫ t

0

1

|t− s|2 + |x− y|4
|~u(s, y)||~u(s, y)|dyds.

Note that we have |~u(t, x)| ≤ ‖~u(·, x)‖L∞t and we can thus write∣∣∣∣∫ t

0
gt−s ∗ div(~u⊗ ~u)(s, x)ds

∣∣∣∣ ≤ C ∫
R3

(∫ t

0

1

|t− s|2 + |x− y|4
ds

)
‖~u(·, x)‖L∞t ‖~u(·, x)‖L∞t dy,

from which we deduce the estimate∣∣∣∣∫ t

0
gt−s ∗ div(~u⊗ ~u)(s, x)ds

∣∣∣∣ ≤ C ∫
R3

1

|x− y|2
‖~u(·, x)‖L∞t ‖~u(·, x)‖L∞t dy.

Remark now that, using the definition of the Riesz potentials given in (2.7), the last term above
can be written in the following form:∣∣∣∣∫ t

0
gt−s ∗ div(~u⊗ ~u)(s, x)ds

∣∣∣∣ ≤ CI1

(
‖~u‖L∞t ‖~u‖L∞t

)
(x),

and we obtain the estimate

P
(∫ t

0
gt−s ∗ div(~u⊗ ~u)(s, x)ds

)
≤ CP

(
I1

(
‖~u‖L∞t ‖~u‖L∞t

)
(x)
)
.

In order to reconstruct the norm ‖ · ‖ET given in (3.2) we write:∥∥∥∥P(∫ t

0
gt−s ∗ div(~u⊗ ~u)ds

)∥∥∥∥
L
p(·)
x (L∞t )

≤ C‖I1(‖~u‖L∞t ‖~u‖L∞t )‖
L
p(·)
x (L∞t )∥∥∥∥P(∫ t

0
gt−s ∗ div(~u⊗ ~u)ds

)∥∥∥∥
L3
x(L∞t )

≤ C‖I1(‖~u‖L∞t ‖~u‖L∞t )‖L3
x(L∞t ),
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where we have used the fact that the Leray projector P is bounded in the Lebesgue space L3 as
well as in the Lebesgue space of variable exponent Lp(·) (since the Riesz transforms are bounded
in such spaces). At this point we recall that the Riesz potential I1 satisfies ‖I1(ϕ)‖L3 ≤ C‖ϕ‖

L
3
2

and following the Proposition 2.1 we have ‖I1(ϕ)‖Lp(·) ≤ C‖ϕ‖
L
p(·)
2

3
2

, so we can write, using the

Hölder inequalities (see the Remark 2.2 above):∥∥∥∥P(∫ t

0
gt−s ∗ div(~u⊗ ~u)ds

)∥∥∥∥
L
p(·)
x (L∞t )

≤ C
∥∥‖~u‖L∞t ‖~u‖L∞t ∥∥

L
p(·)
2

3
2

≤ C‖~u‖Lp(·)3,x (L∞x )
‖~u‖Lp(·)3,x (L∞x )∥∥∥∥P(∫ t

0
gt−s ∗ div(~u⊗ ~u)ds

)∥∥∥∥
L3
x(L∞t )

≤ C
∥∥‖~u‖L∞t ‖~u‖L∞t ∥∥L 3

2
x

≤ C‖~u‖L3
x(L∞t )‖~u‖L3

x(L∞t ).

Remark 3.1 It is worth noting here that it is the use of the mixed Lebesgue spaces of variable

exponent Lp(·)3 that allows us to obtain the inequality ‖I1(ϕ)‖Lp(·) ≤ ‖ϕ‖
L
p(·)
2

3
2

from which we will

deduce the wished control by applying the Hölder inequalities. Indeed, if we only use the spaces
Lp(·) and we look for an estimate of the form ‖I1(ϕ)‖Lp(·) ≤ ‖ϕ‖

L
p(·)
2

, then the relationship (2.8)

will force us to have p(·) ≡ 3 and this will cancel the interest of using Lebesgue spaces of variable
exponent.

With all these estimates, and using the definition of the norm ‖ · ‖E given in (3.2) we finally can
write ∥∥∥∥P(∫ t

0
gt−s ∗ div(~u⊗ ~u)ds

)∥∥∥∥
E
≤ CB‖~u‖E‖~u‖E .

We have established the estimates (3.3), (3.4) and (3.5), thus in order to apply the fixed-point Theorem
3 we need the condition

C
(
‖~u0‖Lp(·)3

+ ‖F‖
L
p(·)
2

3
2 ,x

(L∞t )

)
<

1

4CB
,

which is fulfilled by hypotheses as the initial data and the external force are assumed to be small, thus
the Theorem 1 is proven. �

3.2 Proof of Theorem 2

As we are interested in mild solutions for the integral problem (3.1), we will follow the general steps
given in the Theorem 3 and here we will consider the following functional space

ET = Lp(·)
(
[0, T ], Lq(R3)

)
,

with p(·) ∈ P log([0,+∞[), for some 0 < T < +∞ to be determined later. This space is endowed with
the following Luxemburg norm

‖~ϕ‖ET = inf

{
λ > 0 :

∫ T

0

∣∣∣∣‖~ϕ(t, ·)‖Lq
λ

∣∣∣∣p(t) dt ≤ 1

}
. (3.6)
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Thus, in order to apply Theorem 3, just as before we first need to establish the following estimates:

‖gt ∗ ~u0‖ET ≤ C1‖~u0‖Lq , (3.7)∥∥∥∥∫ t

0
gt−s ∗ ~f(s, ·)ds

∥∥∥∥
ET

≤ C2‖~f‖L1
t (L

q
x), (3.8)

and ∥∥∥∥∫ t

0
gt−s ∗ P(div(~u⊗ ~u))(s, ·)ds

∥∥∥∥
ET

≤ CB‖~u‖ET ‖~u‖ET . (3.9)

Note that the constants C1, C2, CB will depend on the time variable as we shall see later on. Each
one of these estimates will be studied separately.

• To deduce the inequality (3.7), we simply write ‖gt∗~u0‖Lq(R3) ≤ ‖gt‖L1(R3)‖~u0‖Lq(R3) = ‖~u0‖Lq(R3),
and to continue, we will need the following result borrowed from the book [5] (Lemma 3.2.12,
Section 3.2).

Lemma 3.2 Let p(·) ∈ P([0,+∞[) with 1 < p− ≤ p+ < +∞. Then

1

C
min

{
T

1
p− , T

1
p+

}
≤ ‖1‖Lp(·)([0,T ]) ≤ C max

{
T

1
p− , T

1
p+

}
.

Thus, with this result at hand, taking the Lp(·) norm in the time variable we have

‖gt ∗ ~u0‖Lp(·)t Lqx
≤ C‖~u0‖Lq(R3)‖1‖Lp(·)([0,T ]) ≤ C‖~u0‖Lq(R3) max

{
T

1
p− , T

1
p+

}
. (3.10)

• Let us now prove the estimate (3.8). We start by the usual Lq-norm in the space variable and
we obtain ∥∥∥∥∫ t

0
gt−s ∗ ~f(s, ·)ds

∥∥∥∥
Lq
≤
∫ t

0
‖gt−s‖L1‖~f(s, ·)‖Lqds ≤ C‖~f‖L1

t (L
q
x).

Proceeding as in the previous lines, i.e. taking the Lp(·)-norm in the time variable and using the
Lemma 3.2 above we can write∥∥∥∥∫ t

0
gt−s ∗ ~f(s, ·)ds

∥∥∥∥
L
p(·)
t (Lqx)

≤ C
∥∥∥‖~f‖L1

t (L
q
x)

∥∥∥
L
p(·)
t

≤ C‖~f‖L1
t (L

q
x)‖1‖Lp(·)([0,T ])

≤ C‖~f‖L1
t (L

q
x) max

{
T

1
p− , T

1
p+

}
. (3.11)

• Let us study now the inequality (3.9). We first take the Lq-norm in the space variable to obtain∥∥∥∥∫ t

0
gt−s ∗ P(div(~u⊗ ~u))(s, ·)ds

∥∥∥∥
Lq
≤ C

∫ t

0
‖gt−s ∗ P(div(~u⊗ ~u))(s, ·)‖Lq ds,

by the properties of the Leray projector P and since it is a bounded operator in Lebesgue spaces
Lq for 1 < q < +∞, we can write∥∥∥∥∫ t

0
gt−s ∗ P(div(~u⊗ ~u))(s, ·)ds

∥∥∥∥
Lq
≤ C

∫ t

0

∥∥∥~∇gt−s ∗ ~u⊗ ~u(s, ·)
∥∥∥
Lq
ds.
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By the Young inequalities with 1 + 1
q = q−1

q + 2
q we obtain∫ t

0

∥∥∥~∇gt−s ∗ ~u⊗ ~u(s, ·)
∥∥∥
Lq
ds ≤

∫ t

0
‖~∇gt−s‖

L
q
q−1
‖~u⊗ ~u(s, ·)‖

L
q
2
ds

≤ C

∫ t

0

1

(t− s)
1
2

+ 3
2q

‖~u(s, ·)‖Lq‖~u(s, ·)‖Lqds.

We will take now the Lp(·)-norm in the time variable and for this, we will proceed by duality.
Thus, for p′(·) the associated conjugate exponent (i.e. 1

p(·) + 1
p′(·) = 1) we have, by the norm

conjugate formula (2.3), the inequalities:∥∥∥∥∫ t

0
gt−s ∗ P(div(~u⊗ ~u))(s, ·)ds

∥∥∥∥
L
p(·)
t (Lqx)

≤

∥∥∥∥∥
∫ t

0

1

(t− s)
1
2

+ 3
2q

‖~u(s, ·)‖2Lq ds

∥∥∥∥∥
L
p(·)
t ([0,T ])

(3.12)

≤ sup
‖ψ‖

Lp
′(·)≤1

∫ T

0

∫ t

0

|ψ(t)|

|t− s|
1
2

+ 3
2q

‖~u(s, ·)‖2Lq ds dt.

We write now, by the Fubini Theorem:

sup
‖ψ‖

Lp
′(·)≤1

∫ T

0

∫ t

0

|ψ(t)|

|t− s|
1
2

+ 3
2q

‖~u(s, ·)‖2Lq ds dt = sup
‖ψ‖

Lp
′(·)≤1

∫ T

0

∫ T

0

1{0<s<t}|ψ(t)|

|t− s|
1
2

+ 3
2q

dt‖~u(s, ·)‖2Lqds,

and extending the function ψ(t) by zero if t < 0 and if t > T , we can write

sup
‖ψ‖

Lp
′(·)≤1

∫ T

0

∫ t

0

|ψ(t)|

|t− s|
1
2

+ 3
2q

‖~u(s, ·)‖2Lq ds dt = sup
‖ψ‖

Lp
′(·)≤1

∫ T

0

(∫ +∞

−∞

|ψ(t)|

|t− s|
1
2

+ 3
2q

dt

)
‖~u(s, ·)‖2Lqds

= sup
‖ψ‖

Lp
′(·)≤1

∫ T

0
Iσ(|ψ|)(s)‖~u(s, ·)‖2Lqds,

where Iσ is the 1D Riesz potential given in (2.7) with σ = 1
2 −

3
2q < 1.

Remark 3.2 Note that the condition 0 < 1
2 −

3
2q < 1 which is needed here in order to use the

Riesz potentials implies the constraint 3 < q.

We apply now the Hölder inequality with 1 = 1
p(·) + 1

p(·) + 1
p̃(·) to obtain the estimate

sup
‖ψ‖

Lp
′(·)≤1

∫ T

0
Iσ(|ψ|)(s)‖~u(s, ·)‖2Lqds ≤ C sup

‖ψ‖
Lp
′(·)≤1

‖Iσ(|ψ|)‖
L
p̃(·)
t

∥∥∥‖~u(·, ·)‖Lqx
∥∥∥
L
p(·)
t

∥∥∥‖~u(·, ·)‖Lqx
∥∥∥
L
p(·)
t

.

Remark 3.3 The relationship 1 = 2
p(·) + 1

p̃(·) imposes the condition p− > 2.

By the boundedness of the Riesz potentials in the Lebesgue spaces of variable exponent (see
(2.8)) we obtain,

sup
‖ψ‖

Lp
′(·)≤1

‖Iσ(|ψ|)‖
L
p̃(·)
t
‖~u(·, ·)‖

L
p(·)
t (Lqx)

‖~u(·, ·)‖
L
p(·)
t (Lqx)

≤ C sup
‖ψ‖

Lp
′(·)≤1

‖ψ‖
L
r(·)
t
‖~u(·, ·)‖

L
p(·)
t (Lqx)

‖~u(·, ·)‖
L
p(·)
t (Lqx)

, (3.13)
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where
1

p̃(·)
=

1

r(·)
−
(1

2
− 3

2q

)
. (3.14)

Note now that if 2
p(·) + 3

q < 1 (which is the case by the hypothesis of Theorem 2), then by the

previous identity since we have 1
p̃(·) = 1− 2

p(·) and 1
p′(·) = 1− 1

p(·) , we easily deduce that r(·) < p′(·).
This particular relationship will help us to apply the following result

Lemma 3.3 For n ≥ 1 and for a given bounded domain X ⊂ Rn consider two functions
p1(·), p2(·) ∈ P(X) such that 1 < p+

1 , p
+
2 < +∞. Then, Lp2(·)(X) ⊂ Lp1(·)(X) if and only if

p1(x) ≤ p2(x) almost everywhere. Furthermore, in this case we have that

‖f‖Lp1(·) ≤ (1 + |X|) ‖f‖Lp2(·) .

A proof of this lemma can be found in [4, Corollary 2.48].

Thus, if we apply this result to the case r(·) < p′(·) in (3.13) we obtain (recall that we are working
in the time interval [0, T ]):

sup
‖ψ‖

Lp
′(·)≤1

‖ψ‖
L
r(·)
t
‖~u(·, ·)‖

L
p(·)
t (Lqx)

‖~u(·, ·)‖
L
p(·)
t (Lqx)

≤ sup
‖ψ‖

Lp
′(·)≤1

(1 + T )‖ψ‖
L
p′(·)
t

‖~u(·, ·)‖
L
p(·)
t (Lqx)

‖~u(·, ·)‖
L
p(·)
t (Lqx)

≤ (1 + T )‖~u(·, ·)‖
L
p(·)
t (Lqx)

‖~u(·, ·)‖
L
p(·)
t (Lqx)

.

Now, with all these estimates, getting back to (3.12) we obtain the following control∥∥∥∥∫ t

0
gt−s ∗ P(div(~u⊗ ~u))(·, ·)ds

∥∥∥∥
L
p(·)
t (Lqx)

≤ C(1 + T )‖~u(·, ·)‖
L
p(·)
t (Lqx)

‖~u(·, ·)‖
L
p(·)
t (Lqx)

. (3.15)

With the controls (3.10), (3.11) and (3.15) we have proven the estimates (3.7), (3.8) and (3.9). Now,
in order to close the fixed point argument we need the condition

C
(
‖~u0‖Lq(R3) + ‖~f‖L1

t (L
q
x)

)
max

{
T

1
p− , T

1
p+

}
≤ C

(1 + T )
,

which can be rewritten in the following manner:

‖~u0‖Lq(R3) + ‖~f‖L1
t (L

q
x) ≤

C

(1 + T ) max
{
T

1
p− , T

1
p+

} ,
thus, if the initial data and the external force satisfy this estimate, we can obtain a unique (local in
time) solution of the Navier-Stokes equations (1.1). This concludes the proof of Theorem 2. �

Remark 3.4 Note that if in the estimate (3.13) we aim to obtain r(·) = p′(·), then by the relationship
(3.14) we will obtain the condition 2

p(·) + 3
q = 1 that forces the parameter p(·) to be constant.
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