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Harris’s method for non-conservative periodic semiflows and

application to some non-local PDEs

EL ABDOUNI Adil ∗

October 25, 2023

Abstract

In this paper we propose some Harris-like criteria in order to study the long time behavior of general

positive and periodic semiflows. These criteria allow us to obtain new existence results of principal eigenele-

ments, and their exponential attractiveness. We present applications to two biological models in a space-time

varying environment: a non local selection-mutation equation and a growth-fragmentation equation. The

particularity of this article is to study some inhomogeneous problems that are periodic in time, as it appears

for instance when the environment changes, due for instance to the seasonal cycle or circadian rhythms.

AMS Class. No. 47A35, 35B40, 35B10, 35Q92, 45K05, 92D25, 45M05, 92D15.

Introduction

Many phenomena in biology that rely on periodic time scales appear in the literature. We can cite for
instance [5, 27, 30, 31] for adaptive dynamics problems, or [9, 10, 11] for circadian rhythms and cancer cells.
Therefore, it is crucial to understand evolution equations with periodic coefficients in time, and more specif-
ically the long-time behavior of such equations. In the field of ordinary differential equations (ODEs), the
situation is well-established and extensively described by Floquet in [20] for linear ODEs. Regarding linear
partial differential equations (PDEs), the state of the art is much more limited. The first eigenvalue problem is
well understood and solved in [25] for general time-periodic parabolic operators, but much less is known about
non-local equations. As far as we know, the only existing studies consider nonlocal dispersal operators with
time-periodic zero-order term, see [26, 35, 36, 37] and the discussion at the end of the present introduction.

Thus, the aim of this paper is to examine the long time behavior of non-local linear PDEs ∂tu(t) = Atu(t)
with a T -periodic operator At, which means that At+T = At for all t ≥ 0. More precisely, we are searching for
some conditions on the operators in order to have asynchronous Malthusian behaviour u(t) ∼ eλF (t−s)γt〈hs, us〉
when t → ∞ for a fixed initial time s, where us = u(s) is the initial condition. The coefficient λF is the
so-called Floquet eigenvalue associated to the direct and dual periodic eigenelements (γt)t≥0 and (ht)t≥0. The
solutions to the Cauchy problem related to a linear PDE can be represented using a semiflow of linear operator.
In this particular study, our focus lies on investigating the ergodic properties of positive semiflows. We say
that (Ms,t)t≥s≥0 is a semiflows if Ms,s = Id and Ms,t = Ms,uMu,t for all t ≥ u ≥ s ≥ 0 , and T -periodic
if Ms+T,t+T = Ms,t for all t ≥ s ≥ 0. In this article we consider periodic semiflows (Ms,t)t≥s≥0 of positive
operators which act on a space of weighted signed measures on the left and on a space of weightedly bounded
measurable functions on the right, and which enjoy the classical duality relation 〈µMs,t, f〉 = 〈µ,Ms,tf〉.

The case of homogeneous environments, which means that At = A for all times t, have been widely studied.
When the semigroup is conservative, which means that the total number of particles is preserved along time for
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a linear PDE, and more preciselyMs,t1 = 1 for all t ≥ s ≥ 0. It holds when particles move without reproduction
or death. In this case, Harris’s theorem provides conditions that ensure exponential convergence towards an
invariant measure. The method originates from the pioneering works of Doeblin [15] and Harris [24], and has
been widely developed since then, see notably [6, 23, 33]. When delving into biological systems, the inclusion
of birth and death processes frequently occurs, leading to the emergence of non-conservative semigroups. In
such scenarios, the dynamics aren’t anticipated to reach an invariant measure, but rather to exhibit Malthusian
behavior as it has been studied in [2, 3].

Harris’s method is a contraction approach that can be used for dealing with non-homogeneous environments,
as in [2]. Our objective is to extend this technique in order to alleviate and streamline certain assumptions
associated with the spectral approach, while also presenting more quantitative outcomes. We apply these modi-
fications to two well-established models: selection mutation and growth fragmentation, thereby enhancing their
applicability. With that objective in mind, we draw inspiration from and employ techniques developed in the
field of probability theory. These techniques serve as valuable tools to achieve our intended purpose. We refer
to [2] for the establishment of the basis of this approach for homogeneous environments. The first part of this
paper is to obtain some abstract results of general periodic semiflows, and the second part is devoted to apply
those result on the study of a non-local selection mutation and growth fragmentation equation with two different
methods.

Time-periodic selection-mutation equations raised interest in the last few years, and parabolic models have
been considered and studied in [7, 18, 19, 29]. In these models, the mutations are approximated by a local
Laplace operator. In contrast, we consider the non-local selection-mutation equation

∂tu(t, x) + ∂xu(t, x) =

∫

R

u(t, y)Q(y, dx)dy + a(t, x)u(t, x),

which is the non-local counterpart of the model studied in [19]. This equation models the dynamics of a
population which is structured by a phenotypic trait x ∈ R in a time t ≥ 0. Indeed, the solution u(t, x) can
describe the density of traits x in each time t in a population, a(t, x) models the balance between birth and
death of traits x in a time t and we suppose that at each period of duration T this fitness is repeated. The
kernel Q(y, dx) models the mutations through the birth of an individual with trait x from one with trait y. The
drift term accounts for a shifting environment, that can be due for instance to global warming, see [4]. We refer
to the papers [12, 14, 28] for the homogeneous case a(t, x) = a(x).

Moreover we have a keen interest in growth models that adopt the structure of a fragmentation equation
preserving mass, along with the inclusion of a transport component. These models are used to depict the
progression of a population wherein each entity undergoes growth and division. The entities can be cells [32,
34], polymers [22], or similar entities and are characterized by a variable x ≥ 0, which could represent size [17],
label [1], protein content [16], length of a fungus filament [38], and so on. Periodic environment appears for
instance in the PMCA technique, which aims at amplifying the polymerization process of proteins by alternating
incubation and sonication phases. We refer for instance to [8, 13] for more details and references. In order to
model this, we study the following equation

∂tu(t, x) + ∂x(τ(t, x)u(t, x)) + β(t, x)u(t, x) =

∫ ∞

x

b(t, y, x)u(t, y)dy.

The unknown u(t, x) represents the population density at time t of some particles with size x > 0. The
fragmentation kernel is of the form b(t, x, y) = 1

xκ
(
y
x

)
β(t, x) where κ is the fragmentation distribution. Each

particles grows with speed τ(t, x) and splits with rate β(t, x), and these rates are supposed to be periodic in time.

The following models, closely related to our models, have been widely studied in a series of paper [26, 35,
36, 37].

−∂tu(t, x) +
∫

Ω

K(x, y)u(t, y) dy + a(t, x)u(t, x) = λu(t, x), u(t+ T, ·) = u(t, ·),
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where x ∈ Ω, with Ω ⊂ R
N a bounded domain, and a(t + T, ·) = a(t, ·) for all t ≥ 0. Indeed they obtain the

existence of a principal eigenfunction in different cases. In [26], the authors treat the one dimensional case N = 1
for K > 0 continuous and a Lipschitz. The higher dimensions N ∈ N are considered in [35], where sufficient
conditions are provided in the case of a convolutive kernel K(x, y) = J(x− y) with J ∈ C1 and J(0) > 0. These
conditions were then sharpened and somehow simplified by [36]. In [37], the authors are interested in the case
where a = 0 on a subdomain Ω0 ⊂ Ω, still for any N ∈ N, and a kernel K(x, y) = J(x − y) with J continuous
and even. The main differences compared to our examples is that in those works there is no transport term
involved, the domain is bounded, and the integral kernel is always independent of time, while it is time periodic
in our growth-fragmentation example. However, the dimension of the trait space can be higher than 1 in [35,
36, 37], and in order to apply our method to our models, we will need to make some assumptions on the kernel
and fitness terms which will be introduced in Sections 2 and 3.

The organization of the paper is the following. In section 1, we present a contraction method and propose
two sets of assumptions allowing to obtain a convergence result presented by Theorem 1. We use Assumption B
for the selection-mutation model that will be introduced in Section 2. Finally, we obtain a convergence result
of a growth-fragmentation model in Section 3, by using Assumption A.

1 An abstract result

We are interested in the long time behavior of positive and periodic semiflows in weighted signed measures
spaces. Let us start by defining more precisely what we mean by weighted signed measures. Let X be a
measurable space, for a function V : X → (0,∞) we denote byM+(V ) the set of positive measures on X such
that

∀µ ∈M+(X), 〈µ, V 〉 =
∫

X

V dµ <∞.

We define the space of weighted signed measures as

M(V ) =M+(V )−M+(V ).

It is the smallest vector space with positive cone M+(V ), i.e. an element µ of M(V ) is the difference of two
positive measures µ+, µ− ∈ M+(V ) which are mutually singular (by the Hann-Jordan decomposition). For a
rigorous construction we refer to Section 2 of [3]. As we are going to use a duality approach by working on
functions, we add that It acts on the Banach space

B(V ) =

{
f : X → R measurable, ‖f‖B(V ) = sup

x∈X

|f(x)|
V (x)

<∞
}
,

through the following linear relation

〈µ, f〉 =
∫

X

fdµ+ −
∫

X

fdµ−, when µ ∈ M(V ), f ∈ B(V ).

The spaceM(V ) is a Banach space for the weighted total variation norm

‖µ‖M(V ) = sup
‖f‖B(V )≤1

〈µ, f〉.

Let us recall a result proved in [3] for a positive discrete time semigroup (Mn)n∈N = (Mn)n∈N by first writing
the assumptions necessary for the result.

Assumption A. There exist a function ψ : X → (0,∞) with ψ ≤ V , some integer k > 0, real numbers
β > α > 0, θ > 0, (c, d) ∈ (0, 1]2, a subset K ⊂ X such that supK V/ψ < ∞, and some probability measure ν
on X suported by K such that
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MkV ≤ αV + θ1Kψ(A1)

Mkψ ≥ βψ(A2)

∀f ∈ B+(V/ψ), inf
x∈K

Mk(fψ)(x)

Mkψ(x)
≥ c〈ν, f〉(A3)

∀n ∈ N,

〈
ν,
Mnkψ

ψ

〉
≥ dsup

x∈K

Mnkψ(x)

ψ(x)
.(A4)

With those assumptions, [3, Theorem 5.5] reads as follows.

Theorem 1. Let (V, ψ) be a couple of measurable functions from X to (0,∞) such that ψ ≤ V and which
satisfies Assumption A. Then there exist a unique triplet (γ, h,Λ) ∈ M+(V ) × B+(V ) × R of eigenelements of
M with 〈γ, h〉 = ‖h‖B(V ) = 1 and h > 0 i.e. satisfying

γM = Λγ and Mh = Λh.

Moreover, there exists C > 0 and ω ∈ (0, 1) such that for all n ≥ 0

‖Λ−nµMn − 〈µ, h〉γ‖M(V ) ≤ Ce−nω‖µ‖M(V ).

The first aim of the present paper is to derive from Theorem 1 a similar result for time continuous periodic
semiflows to a periodic propagator. We first introduce a generalisation of eigenelements for periodic semiflows.
We say that (γs, hs, λF )s≥0 is a T -periodic Floquet family for a T -periodic semiflow (Ms,t)t≥s≥0 if for all
t ≥ s ≥ 0

γs+T = γs and ht+T = ht.

γsMs,t = eλF (t−s)γt and Ms,tht = eλF (t−s)hs.

Theorem 2. Let (Ms,t)0≤s≤t be a positive T-periodic semiflow such that (s, t) → ‖Ms,tV ‖B(V ) is locally
bounded, and suppose that Ms0,s0+T satisfies Assumption A for some functions V ≥ ψ > 0 and some s0 ∈
[0, T ). Then there exists a unique T-periodic Floquet family (γs, hs, λF )s≥0 ⊂ M+(V ) × B+(V ) × R such that
〈γs, hs〉 = ‖hs‖B(V ) = 1 for all s ≥ 0, and there exist C ≥ 1, ω > 0 such that for all t ≥ s ≥ 0 and all µ ∈ M(V )

‖e−λF (t−s)µMs,t − 〈µ, hs〉γt‖M(V ) ≤ Ce−ω(t−s)‖µ‖M(V ). (1.1)

Proof. Applying Theorem 1 to the operator M =Ms0,s0+T , we get the existence of a unique triplet (γ, h,Λ) ∈
M+(V )× B+(V )× R of eigenelements of M with 〈γ, h〉 = ‖h‖B(V ) = 1 and h > 0, which satisfies

γMs0,s0+T = Λγ and Ms0,s0+Th = Λh.

For k ∈ Z, s ∈ [s0 + kT, s0 + (k + 1)T ] and t ∈ [s0 + (k − 1)T, s0 + kT ] we define λF = log(Λ)
T and

ht = e−λF (s0+kT−t)Mt,s0+kTh γs = eλF (s0+kT−s)γMs0+kT,s.

Note that we have in particular hs0+kT = h and γs0+kT = γ for all k ∈ Z. Let us take s ∈ (s0+kT, s0+(k+1)T ),
we will show that 〈γs, hs〉 = ‖hs‖B(V ) = 1, hs+T = hs and γt+T = γt.

〈γs, hs〉 = eλF (s−s0−kT )〈γMs0+kT,s, hs〉 = eλF (s−s0−kT )〈γ,Ms0+kT,shs〉 = e−λFT 〈γ,Ms0+kT,s0+(k+1)Th〉
= Λe−λFT 〈γ, h〉 = 1,

hs+T = e−λF (s0+(k+2)T−s−T )Ms+T,s0+(k+2)Th = e−λF (s0+(k+1)T−s)Ms,s0+(k+1)Th = hs,

γs+T = eλF (s0+(k+1)T−s−T )γMs0+(k+1)T,s+T = eλF (s0+kT−s)γMs0+kT,s = γs.
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So we proved that (γs, hs, λF )s≥0 is a T -periodic Floquet family, and we will now prove the stability estimate
(1.1). We know from Theorem 1 that there exist C > 0 and ω ∈ (0, 1) such that for all n ≥ 0 and for all
µ ∈M(V )

‖Λ−nµMn
s0,s0+T − 〈µ, h〉γ‖M(V ) ≤ Ce−nω‖µ‖M(V ).

So, for s = s0 and t = s0 + nT equation (1.1) holds. Let us take two integers n, k ≥ 0 such that 0 ≤
s0 + kT − s < T and 0 ≤ t− s0 − (k + n)T < T , which gives the existence of t′ > 0 such that t− s = nT + t′.

Moreover (s, t)→ ‖Ms,tV ‖B(V ) is locally bounded, so there exist C̃ > 0 such that

max
(
‖Ms,s0+kTV ‖B(V ), ‖Ms0+(k+n)T,tV ‖B(V )

)
≤ C̃.

Which gives

‖e−λF (t−s)µMs,t − 〈µ, hs〉γt‖M(V ) = ‖e−λF (nT+t′)µMs,s0+kTM
n
s0,s0+TMs0+(k+n)T,t − 〈µ, hs〉γt‖M(V )

= ‖e−λF t
′ (
Λ−nµMs,s0+kTM

n
s0,s0+T − 〈µMs,s0+kT , h〉γ

) (
Ms0+(k+n)T,t

)
‖M(V )

≤ C̃Ce−nωe−λF t
′‖µMs,s0+kT ‖M(V )

≤ C′e−ω(t−s)‖µ‖M(V ),

where C′ = C̃2Ce(−λF+ω)T , which concludes the proof.

In practice the assumption (A4) might be quite complicated to verify, so we will replace it with another
assumptions that are stronger but sometimes easier to check. For some functions f, g : Ω → R, the notation
f . g means that f ≤ Cg for some C > 0.

Assumption B. There exist a time s0 ≥ 0, a subset K ⊂ X, a time τ > 0, constants β > α > 0, c ∈ (0, 1] and
θ > 0 and some probability measure ν on X supported by K such that for a couple of functions (V, ψ) from X
to (0,∞) which verifies ψ ≤ V on X and V . ψ on K we have

Ms,tV . V andMs,tψ & ψ on X uniformly over s0 ≤ s ≤ t ≤ s0 + 2τ(B0)

∀s ≥ 0, Ms,s+τV ≤ αV + θ1Kψ(B1)

∀s ≥ 0, Ms,s+τψ ≥ βψ(B2)

∀f ∈ B+(V/ψ), inf
x∈K

Ms0,s0+τ (fψ)(x)

Ms0,s0+τψ(x)
≥ c〈ν, f〉(B3)

∃C > 0, ∀(s, n, y) ∈ [s0, s0 + τ ] × N×K Ms0,s0+nτψ(y)

Ms,s+nτψ(y)
≤ C,(B4)

and there exist d > 0 and a family of probability measures (σx,y)x,y∈K over [0, τ ] such that

∀f ∈ B+(V ), ∀x, y ∈ K, Ms0,s0+τf(x)

ψ(x)
≥ d

∫ s0+τ

s0

Mu,s0+τf(y)

ψ(y)
σx,y(du).(B5)

Condition (B5), which was introduced in [12] in the non periodic case, ensures the existence of a time τ such
that, with positive probability, uniformly with respect to any initial positions x and y in X , the trajectories
issued from x intersect at time τ the trajectories issued from y at some random times u ∈ [s0, τ ]. We present
an example which explain why we need to add the condition (B4) unlike the homogeneous case presented in
the paper [12] which not need (B4). Let us take the equation

∂tu(t, x) + ∂xu(t, x) = sin(t− x)u(t, x), (t, x) ∈ R
2.

We define the semiflow (Ms,t)t≥s≥0 by Ms,tf(x) = u(t, x) with initial data u(s, x) = f(x), which gives for this
equation Ms,tf(x) = f(x+ t− s)e(t−s) sin(x−s). A simple computation shows that

Ms,s+kTψ(x)

Mu,u+kTψ(x)
= ekT (sin(x−s)−sin(x−u)).
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So, we clearly see that if sin(x− s)− sin(x− u) > 0, then lim
k→+∞

Ms,s+kTψ(x)
Mu,u+kTψ(x)

=∞.

Now, We will prove that Assumption B implies Assumption A for Ms0,s0+T , by showing that Assumption
B implies the existence of a constant d > 0 such that for all x, y ∈ K and all n ≥ 0

Ms0,s0+nτψ(x)

ψ(x)
≥ dMs0,s0+nτψ(y)

ψ(y)
. (1.2)

It will prove (A4), because ν is a probability and ψ is bounded on K. Before to start the proof we begin with

a simple lemma which shows that we can control the ratio
Ms,tψ
Ms,uψ

for fixed initial time s, uniformly in the final

times t and u with |t− u| bounded.
Lemma 3. We take a T -periodic semiflow (Ms,t)0≤s≤t which verifies (B0), (B1) and (B2) with τ = kT . Then,
there exist C, c1, c2 > 0 such that for any s ≥ 0 and t ≥ u ≥ s such that t− u < T , we have for all x ∈ K

Ms,tV (x) ≤ CMs,tψ(x)

c1Ms,uψ(x) ≤Ms,tψ(x) ≤ c2Ms,uψ(x).

Proof. Let us fix t ≥ s and take k ∈ N such that t ∈ [s+ kT, s+ (k + 1)T ]. Let us start by proving that there
exists C > 0 such that Ms,tV (x) ≤ CMs,tψ(x) for all x ∈ K. Using assumptions (B1) and (B2) we have

Ms,s+kTV ≤ αMs,s+(k−1)TV + θMs,s+(k−1)Tψ; Ms,s+kTψ ≥ βMs,s+(k−1)Tψ,

which yields

Ms,s+kTV

Ms,s+kTψ
≤ α

β

Ms,s+(k−1)TV

Ms,s+(k−1)Tψ
+ θ,

and we deduce by induction

Ms,s+kTV

Ms,s+kTψ
≤
(
α

β

)k
V

ψ
+

θ

β − α.

Using (B0) and the fact that α
β ≤ 1, we finally get

Ms,tV

Ms,tψ
.
Ms,s+(k−1)TV

Ms,s+(k−1)Tψ
.
V

ψ
. (1.3)

uniformly on t ≥ s ≥ 0. Now we prove that Ms,tψ .Ms,uψ in K, uniformly in u ∈ [t−T, t]. To do so, we write

Ms,tψ ≤Ms,tV =Ms,uMu−kT,t−kT V .Ms,uV .Ms,uψ,

where we have used (1.3) in the last inequality. To finish, we prove Ms,uψ .Ms,tψ, which readily follows from
(B0) by writing

Ms,tψ =Ms,uMu−kT,t−kTψ &Ms,uψ.

Now we have the tools to demonstrate that Assumption B implies Assumption A for Ms,s+T .

Theorem 4. Suppose that the T -periodic semiflow (Ms,t)0≤s≤t verifies Assumption B for a time s0 ≥ 0 and
τ = kT for an integer k. Then the operator Ms,s+T verifies Assumption A.

Proof. Let us fix s0 ≥ 0. By Assumption (B0), Condition (1.2) is clearly verified for t ∈ [s0, s0 + τ ]. When
t > s0 + τ , using f =Ms0+τ,tψ(x) in (B5) ensures that for all x, y ∈ K

Ms0,tψ(x)

ψ(x)
≥ c

∫ s0+τ

s0

Mu,tψ(y)

ψ(y)
σx,y(du).
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So, in order to show (1.2), we need to verify

∃C > 0, ∀(u, y) ∈ [s0, s0 + τ ]×K, Ms0,tψ(y)

Mu,tψ(y)
≤ C. (1.4)

For u ∈ [s0, s0 + τ ], let us take l = ⌊ t−s0τ ⌋, so that s0 ≤ t − lτ < s0 + τ and u ≤ t − (l − 1)τ ≤ s0 + 2τ . By
Lemma 3, we have

Ms0,tψ

Mu,tψ
.
Ms0,s0+lτψ

Mu,u+lτψ
.

By using (B4) we clearly obtain (1.4). Moreover, we note that Assumption B clearly implies (A1), (A2) and
(A3), which concludes the proof.

2 Application to a selection-mutation model

We apply our method to the following non-local equation with drift




∂tu(t, x) + ∂xu(t, x) =

∫

R

u(t, y)Q(y, dx)dy + a(t, x)u(t, x), (t, x) ∈ (s,∞)× R

u(s, x) = us(x).

(2.1)

We suppose that a : R
2 → R is a continuous function on R

2, T -periodic in time and C1 in space such that

∀R > 0, ∃CR ∈ R, ∀(x, t, α) ∈ [−R,R]× R× [0, T ],

∫ t

0

a(τ + α, x+ τ)dτ ≤ CR +

∫ t

0

a(τ, x+ τ)dτ, (2.2)

and there exist continuous functions a, a which verifies lim
|x|→∞

a(x) = −∞ and a(·) ≤ a(t, ·) ≤ a(·) for all t ∈ R+,

and we set A = sup
R
a. A function which verify (2.2) can be for example a(t, x) = −

√
|x+ sin(t)|. We also

assume that x→ Q(x, ·) is a narrowly continuous function R→M+(R) which satisfies

∃ǫ, κ0, ∀x ∈ R; Q(x, dy) ≥ κ01(x−ǫ,x+ǫ)(y)dy (2.3)

Q̂ = sup
x∈R

Q(x,R) <∞ (2.4)

∃C1 ∈ R, ; ∀(x, y, α) ∈ R× R× [0, T ], ; Q(x+ α, y) ≤ C1Q(x, y). (2.5)

We recall that (µn)n≥0 converges narrowly to µ if
∫
fdµn converges to

∫
fdµ for every bounded function f . An

example of a function verifying (2.5) can be given by Q(x, dy) = e−|x|dy.

Theorem 5. Under Assumptions (2.2), (2.3), (2.4) and (2.5), there exist constants C, ω > 0 and a unique
T-periodic Floquet family (γs, hs, λF ) ⊂ L1 ×C1

b × R with 〈γs, hs〉 = ‖hs‖∞ = 1 for all s ≥ 0, such that for any
initial condition us ∈M(R) the corresponding solution u(t, x) of equation (2.1) verifies for all t ≥ s

∥∥∥∥u(t, .)e−λF (t−s) −
(∫

R

hs(x)us(x)dx

)
γt

∥∥∥∥
TV

≤ C ‖us‖TV e−ω(t−s).

The method of proof consists in applying our general result, Theorem 2, to the semiflow (Ms,t)t≥s≥0 asso-
ciated to Equation (2.1), which is defined through the Duhamel formula

Ms,tf(x) = f(x+ t− s)e
∫

t

s
a(τ,x+τ−s)dτ +

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

Mτ,tf(y)Q(x+ τ − s, dy)dτ . (2.6)

by using the Banach fixed point theorem. This semiflow satisfies

∂tMs,tf =Ms,tLtf and ∂sMs,tf = −LsMs,tf,
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where Ls is the generator associated to equation (2.1), which reads

Lsf(x) = f ′(x) + a(s, x)f(x) +

∫

R

f(y)Q(x, dy).

We will rigorously demonstrate that all is well defined in some suitable spaces.

2.1 The dual equation

Let us start by setting the dual equation of (2.1) which is

−∂sψ(s, x)− ∂xψ(s, x) =
∫

R

ψ(s, y)Q(x, dy) + a(s, x)ψ(s, x). (2.7)

We denote Y =
{
(s, t, x) ∈ R

3, 0 ≤ s ≤ t
}
.

Definition 6. We say that ψ ∈ Cb(Y ) is solution of (2.7) with final condition ψ(t, t, ·) = f when for all
(s, t, x) ∈ Y

ψ(s, t, x) = f(x+ t− s)e
∫

t

s
a(τ,x+τ−s)dτ +

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

ψ(τ, t, y)Q(x+ τ − s, dy)dτ . (2.8)

Let’s start by proving the following theorem using Banach’s fixed point theorem.

Theorem 7. For all f ∈ B(R), there exist a unique function ψ ∈ B(Y ) solution to (2.7) with final condition
ψ(t, t, ·) = f . Additionally if f ∈ Cb(R) then ψ ∈ Cb(Y ). Moreover, when f ∈ C1

b (R) we have

∂tMs,tf =Ms,tLtf and ∂sMs,tf = −LsMs,tf,

where Ms,tf(x) = ψ(s, t, x) for all t ≥ s ≥ 0 and x ∈ R.

Proof. Let ǫ > 0 to be chosen later and let us take n = ⌊Tǫ ⌋+ 1, and denote for all k ∈ [[0;n]]

Y kǫ =
{
(s, t, x) ∈ R

3, max(0, t− (k + 1)ǫ) ≤ s ≤ t− kǫ
}
.

We will construct by induction a function ψk in each set Y kǫ . Let f0 ∈ Cb(R), we start by defining the operator
Γ0 : B(Y 0

ǫ )→ B(Y 0
ǫ ) by

Γ0g(s, t, x) = f0(x+ t− s)e
∫

t

s
a(τ,x+τ−s)dτ +

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(τ, t, y)Q(x+ τ − s, dy)dτ.

For g1, g2 ∈ B(Y 0
ǫ ) we have

(Γ0g1 − Γ0g2)(s, t, x) =

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

(g1(τ, t, y)− g2(τ, t, y))Q(x + τ − s, dy)dτ,

from which we deduce

‖Γ0g1 − Γ0g2‖∞ ≤ Q̂ ‖g1 − g2‖∞
∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

dτ ≤ eǫA(t− kǫ− s)Q̂ ‖g1 − g2‖∞ ≤ eǫAǫQ̂ ‖g1 − g2‖∞ .

So, for ǫeǫA < 1

Q̂
, Γ0 is a contraction, and we deduce from the Banach fixed point theorem the existence of a

unique fixed point ψ0 in B(Y 0
ǫ ).

Let us take k ∈ [[1;n]], we have ψk−1 ∈ B(Y k−1
ǫ ) and we define the operator: Γk : B(Y k−1

ǫ )→ B(Y k−1
ǫ ) by

Γkg(s, t, x) = fk(t, x+ t− kǫ− s)e
∫

t−kǫ

s
a(τ,x+τ−s)dτ +

∫ t−kǫ

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(τ, t, y)Q(x+ τ − s, dy)dτ.
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where fk(t, ·) = ψk−1(t− kǫ, t, ·). For g1, g2 ∈ B(Y kǫ ), we have

(Γkg1 − Γkg2)(s, t, x) =

∫ t−kǫ

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

(g1(τ, t, y)− g2(τ, t, y))Q(x+ τ − s, dy)dτ,

from which we deduce similarly as in the previous step that

‖Γkg1 − Γg2‖∞ ≤ eǫAǫQ̂ ‖g1 − g2‖∞ .

So, for ǫeǫA < 1

Q̂
, Γk is a contraction, and we deduce from the Banach fixed point theorem the existence of

a unique fixed point ψk in B(Y kǫ ). As we have Y = ∪nk=1Y
k
ǫ , we define ψ by ψk in Y kǫ . And we obtain the

existence of a unique fixed point ψ in B(Y ). Moreover, by using the density of B(R) in Cb(R), we deduce that
if f ∈ Cb(R) then ψ ∈ Cb(R).

Let N ∈ N, we note

YN =
{
(s, t, x) ∈ R

3, 0 ≤ s ≤ t x ∈ [−N,N ]
}

Y kǫ,N =
{
(s, t, x) ∈ R

3, max(0, t− (k + 1)ǫ) ≤ s ≤ t− kǫ, x ∈ [−N,N ]
}
.

If f ∈ C1
b (R) we will do the fixed point in all

{
g ∈ C1

b (Y
k
ǫ,N ), g(t− kǫ, t, ·) = ψk−1(t− kǫ, t, ·)

}
with the norm

‖·‖C1 = ‖·‖∞ + ‖∂x·‖∞ + ‖∂s·‖∞ + ‖∂t·‖∞ .

Let us denote for g ∈ C1
b (R

3)

I1(s, t, x) = f(x+ t− s)e
∫

t

s
a(τ,x+τ−s)dτ

I2(s, t, x) =

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(τ, t, y)Q(x+ τ − s, dy)dτ

=

∫ t−s

0

e
∫

u+s

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(u+ s, t, y)Q(x+ u, dy)du (2.9)

=

∫ t+x

s+x

e
∫

u−x

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(u− x, t, y)Q(u − s, dy)du. (2.10)

By differentiating I1 we get

∂tI1(s, t, x) = (f ′(x+ t− s) + a(t, x+ t− s)f(x+ t− s)) e
∫

t

s
a(τ,x+τ−s)dτ

∂sI1(s, t, x) =

(
−f ′(x+ t− s)− a(s, x)f(x + t− s)− f(x+ t− s)

∫ t

s

∂xa(τ, x+ τ − s)dτ
)
e
∫

t

s
a(τ,x+τ−s)dτ

∂xI1(s, t, x) =

(
f ′(x + t− s) + f(x+ t− s)

∫ t

s

∂xa(τ, x+ τ − s)dτ
)
e
∫

t

s
a(τ,x+τ−s)dτ ,
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and for I2 using (2.9) we obtain

∂tI2g(s, t, x) = e
∫

t

s
a(τ,x+τ−s)dτ

∫

R

f(y)Q(x+ t− s, dy) +
∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

∂tg(τ, t, y)Q(x+ τ − s, dy)dτ

∂sI2(s, t, x) = −e
∫

t

s
a(τ,x+τ−s)dτ

∫

R

f(y)Q(x+ t− s, dy)

+

∫ t−s

0

(
a(u+ s, x+ u)− a(s, x)−

∫ u+s

s

∂xa(τ
′, x+ τ ′ − s)dτ ′

)
e
∫

u+s

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(u+ s, t, y)Q(x+ u, dy)du+

∫ t−s

0

e
∫

u+s

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

∂sg(u+ s, t, y)Q(x+ u, dy)du

= −e
∫

t

s
a(τ,x+τ−s)dτ

∫

R

f(y)Q(x+ t− s, dy)

+

∫ t

s

(
a(τ, x+ τ − s)− a(s, x)−

∫ τ

s

∂xa(τ
′, x+ τ ′ − s)dτ ′

)
e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(τ, t, y)Q(x+ τ − s, dy)dτ +
∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

∂sg(τ, t, y)Q(x+ τ − s, dy)du.

Using (2.10) we obtain

∂xI2(s, t, x) = e
∫

t

s
a(τ,x+τ−s)dτ

∫

R

f(y)Q(x+ t− s, dy)−
∫

R

g(s, t, y)Q(x, dy)

−
∫ t+x

s+x

(
a(u− x, u− s) +

∫ u−x

s

∂xa(τ
′, x+ τ ′ − s)dτ ′

)
e
∫

u−x

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(u− x, t, y)Q(u− s, dy)du−
∫ t+x

s+x

e
∫

u−x

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

∂sg(u− x, t, y)Q(u− s, dy)du

= e
∫

t

s
a(τ,x+τ−s)dτ

∫

R

f(y)Q(x+ t− s, dy)−
∫

R

g(s, t, y)Q(x, dy)

−
∫ t

s

(
a(τ, x+ τ − s) +

∫ τ

s

∂xa(τ
′, x+ τ ′ − s)dτ ′

)
e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(τ, t, y)Q(x+ τ − s, dy)dτ −
∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

∂sg(τ, t, y)Q(x+ τ − s, dy)dτ

= e
∫

t

s
a(τ,x+τ−s)dτ

∫

R

f(y)Q(x+ t− s, dy)−
∫

R

(∫ t

s

∂sg(s, t, y)ds− f(y)
)
Q(x, dy)

−
∫ t

s

(
a(τ, x+ τ − s) +

∫ τ

s

∂xa(τ
′, x+ τ ′ − s)dτ ′

)
e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

g(τ, t, y)Q(x+ τ − s, dy)dτ −
∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

∂sg(τ, t, y)Q(x+ τ − s, dy)dτ.

So we deduce that for all g1, g2 ∈
{
g ∈ C1

b (Y
k
ǫ,N), g(t, t, ·) = f

}

‖∂tΓ0g1 − ∂tΓ0g2‖∞ ≤ eǫAǫQ̂ ‖∂tg1 − ∂tg2‖∞
‖∂sΓ0g1 − ∂sΓ0g2‖∞ ≤ 3AeǫAǫQ̂ ‖g1 − g2‖∞ + eǫAǫQ̂ ‖∂sg1 − ∂sg2‖∞

‖∂xΓ0g1 − ∂xΓ0g2‖∞ ≤ ǫQ̂ ‖∂sg1 − ∂sg2‖∞ + AeǫAǫQ̂ ‖g1 − g2‖∞ +

(
sup

[0,T ]×[−N,N+T ]

∂xa

)
ǫ2eǫAQ̂ ‖g1 − g2‖∞

+ eǫAǫQ̂ ‖∂sg1 − ∂sg2‖∞

≤ Q̂
(
AeǫAǫ+

(
sup

[0,T ]×[−N,N+T ]

∂xa

)
ǫ2eǫA

)
‖g1 − g2‖∞ +

(
Q̂ǫ+ eǫAǫQ̂

)
‖∂sg1 − ∂sg2‖∞ .
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So, we obtain

‖Γ0g1 − Γ0g2‖C1 ≤ Q̂
(
3eǫAǫ+ 4AeǫAǫ+

(
sup

[0,T ]×[−N,N+T ]

∂xa

)
e2eǫA + ǫ

)
‖g1 − g2‖C1 .

As

(
3eǫAǫ+ 4AeǫAǫ+

(
sup

[0,T ]×[−N,N+T ]

∂xa

)
e2eǫA + ǫ

)
< 1

Q̂
, Γ0 is a contraction, and we deduce from the

Banach fixed point theorem the existence of a unique fixed point ψ0 in C1
b (Y

k
ǫ,N ). In the same way that

we did for continuous functions, we obtain by induction a unique fixed point ψk in C1
b (Y

k
ǫ,N). As we have

YN = ∪nk=1Y
k
ǫ,N , we define ψN by ψN = ψk in Y kǫ,N . We then obtain the existence of a unique fixed point ψN

in C1
b (∪nk=1

◦

Ŷ kǫ,N).
To show that the fixed point is differentiable at the boundary of the sets we denote for all k ∈ [[1; 2n− 1]]

Ỹ 0
ǫ,N =

{
(s, t, x) ∈ R

3, max(0, t− ǫ/2) ≤ s ≤ t, −N ≤ x ≤ N
}

Ỹ kǫ,N =
{
(s, t, x) ∈ R

3, max(0, t− (2k + 3)ǫ/2) ≤ s ≤ t− (2k + 1)ǫ/2, −N ≤ x ≤ N
}
,

and define the operators Γk : Cb(Ỹ
k
ǫ,N ) → Cb(Ỹ

k
ǫ,N ). In the same way we prove that Γk is a contraction for all

k ∈ [[0;n]] , so again from the Banach fixed point theorem we obtain a fixed point ψ̃N in C1
b (∪2n−1

k=1 Ỹ kǫ,N). By

uniqueness of the fixed point we have ψN = ψ̃N so we deduce that ψN ∈ C1
b (YN ). We define ψ by ψ(x) = ψN (x)

if x ∈ [−N,N ], by uniqueness of the fixed point we clearly have ψN

∣∣∣
(−M,M)

= ψM for M ≤ N , so ψ is well

defined, and we obtain that ψ ∈ C1
b (Y ).

To conclude the proof let us show the properties

∂tMs,tf =Ms,tLtf, ∂sMs,tf = −LsMs,tf.

From the computation of ∂tΓ, we have

∂tΓψ(s, t, x) = Ltf(x+ t− s)e
∫

t

s
a(τ,x+τ−s)dτ +

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

∂tψ(τ, t, y)Q(x+ τ − s, dy)dτ.

So, if Γψ = ψ, we obtain

∂tψ(s, t, x) = Ltf(x+ t− s)e
∫

t

s
a(τ,x+τ−s)dτ +

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

∂tψ(τ, t, y)Q(x+ τ − s, dy)dτ,

so, if ψ is the fixed point of Γ with terminal condition f , then ∂tψ is the fixed point of Γ with terminal condition
Ltf . By uniqueness we deduce that ∂tMs,tψ =Ms,tLtψ and from the computation of ∂sΓ and ∂xΓ we have

∂sΓψ(s, t, x) = −∂xΓψ(s, t, x)− a(s, x)f(x+ t− s)e
∫

t

s
a(τ,x+τ−s)dτ −

∫

R

ψ(s, t, y)Q(x, dy)

−
∫ t

s

a(s, x)e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

ψ(τ, t, y)Q(x+ τ − s, dy)dτ

= −∂xΓψ(s, t, x)−
∫

R

ψ(s, t, y)Q(x, dy)

− a(s, x)
(
f(x+ t− s)e

∫
t

s
a(τ,x+τ−s)dτ −

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

ψ(τ, t, y)Q(x+ τ − s, dy)dτ
)

= −∂xΓψ(s, t, x)− a(s, x)Γψ(s, t, x)−
∫

R

ψ(s, t, y)Q(x, dy).

11



If ψ is the fixed point of Γ with terminal condition f , we then obtain ∂sψ(s, t, x) = −Lsψ from which we deduce
that ∂sMs,tψ = −LsMs,tψ.

2.2 Construction of measure solutions

We start by the definition of a measure solution for our PDE.

Definition 8. A family (µs,t) is called a measure solution to Equation (2.1) if for all bounded and continuously
differentiable function f the mapping (s, t)→ 〈µs,t, f〉 is continuous and for all t ≥ s ≥ 0

〈µs,t, f〉 = 〈µs,s, f〉+
∫ t

s

〈µs,τ ,Lτf〉dτ.

For µ ∈M+(X ) and t ≥ s ≥ 0 and a borel set A we define

(µMs,t) (A) =

∫

R

Ms,t1Adµ.

We will start by proving that µMs,t defines a positive measure and verifies the duality relation.

Theorem 9. For all µ ∈ M+(X) and all t ≥ s ≥ 0, µMs,t defines a positive measure. Additionally for all
bounded measurable function f we have the relation

〈µMs,t, f〉 = 〈µ,Ms,tf〉.
Proof. Clearly, as Ms,t is a positive operator we have that µMs,t is positive and (µMs,t)(∅) = 0. Let (An)n≥0

be a countable sequence of disjoint Borel sets of X and define fn =
∑n

k=0 1Ak
= 1∪n

k=0Ak
. For any integer n we

have

µMs,t (∪nk=0Ak) =

∫

R

Ms,tfndµ =

n∑

k=0

∫

R

Ms,t1Ak
dµ =

n∑

k=0

(µMs,t)(Ak).

We apply the monotone convergence theorem to the relation (2.8) and we obtain by uniqueness of the fixed point

that lim
n→+∞

(Ms,tfn(x)) = Ms,t

(
lim

n→+∞
fn(x)

)
for all t ≥ s ≥ 0 and x ∈ X . Moreover, (fn)n≥0 is increasing

and it’s pointwise limit is f = 1∪∞

k=0Ak
, so we deduce by monotone convergence

lim
n→+∞

∫

R

Ms,tfndµ =

∫

R

Ms,tfdµ = µMs,t (∪∞k=0Ak) .

So we conclude that µMs,t (∪∞k=0Ak) =
∑∞

k=0(µMs,t)(Ak) and µMs,t satisfies the definition of a positive mea-
sure. For a simple function f we have clearly the identity 〈µMs,t, f〉 = 〈µ,Ms,tf〉. We deduce by using

lim
n→+∞

(Ms,tfn(x))) = Ms,t

(
lim

x→+∞
fn(x)

)
that the relation 〈µMs,t, f〉 = 〈µ,Ms,tf〉 is also true for any non

negative measurable bounded function. Finally, decomposing f = f+ − f− we obtain that for all function f
measurable 〈µMs,t, f〉 = 〈µ,Ms,tf〉.

We can now finish this part by the construction of a measure solution of (2.1).

Lemma 10. If the family (µs,t)t≥s≥0 ⊂M(R) is solution to Equation (2.1), in the sense of Definition 8, then
the mapping (s, t)→ µs,t is continuous and for all ψ ∈ C1

b ((s,∞) × R) with compact support in time,

∫ ∞

s

∫

R

(∂tψ(t, x) + Ltψ(t, x)) dµs,t(x)dt+
∫

R

ψ(s, x)dµs,s(x) = 0.
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Proof. Assume that (µs,t)t≥s≥0 satisfies Definition 8 and let ψ ∈ C1
b ((s,∞)×R) with compact support in time,

we use f = ∂tψ(t, ·) as a test function in Definition 8

∫ ∞

s

∫

R

∂tψ(t, x)dµs,t(x)dt

=

∫ ∞

s

∫

R

∂tψ(t, x)dµs,s(x)dt +

∫ ∞

s

∫ t

s

∫

R

Lτ (∂tψ)dµs,τ (x)dτdt

=

∫ ∞

s

∫

R

∂tψ(t, x)dµs,s(x)dt +

∫ ∞

s

∫ t

s

∫

R

(
∂x∂tψ(t, x) + a(τ, x)∂tψ(t, x) +

(∫

R

∂tψ(t, y)Q(x, dy)

))
dµs,τ (x)dτdt

=

∫

R

(∫ ∞

s

∂tψ(t, x)dt

)
dµs,s(x) +

∫ ∞

s

∫

R

(∫ ∞

τ

[
∂t∂xψ(t, x) + a(τ, x)ψ(t, x) + ∂t

(∫

R

ψ(t, y)Q(x, dy)

)]
dt

)
dµs,τ (x)dτ

= −
∫

R

ψ(s, x)dµs,s(x)−
∫ ∞

s

∫

R

(
∂xψ(τ, x) + a(τ, x)ψ(τ, x) +

(∫

R

ψ(τ, y)Q(x, dy)

))
dµs,τ (x)dτ.

Theorem 11. For any measure µ ∈ M(R) the family (µMs,t)t≥s≥0 is the unique solution to (2.1), in the sense
of the Defintion 8, with initial distribution µ.

Proof. We start by checking that for all s ∈ R, t ∈ (s,∞) 7−→ 〈µMs,t, f〉 is continuous for all bounded and
continuously differentiable function f . Due to the linearity, it’s sufficient to check that lim

t→s
〈µ,Ms,tf〉 = 〈µ, f〉.

We write

|〈µ,Ms,tf〉 − 〈µ, f〉| ≤
∣∣∣∣〈µ, f〉 −

∫

R

f(x+ t− s)e
∫

t

s
a(τ,x+τ−s)dτdµ

∣∣∣∣+
∣∣∣∣〈µ,

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

Mτ,tf(y)Q(x+ τ − s, dy)dτ 〉
∣∣∣∣

≤
∣∣∣∣〈µ, f〉 −

∫

R

f(x+ t− s)e
∫

t

s
a(τ,x+τ−s)dτdµ

∣∣∣∣+
(

sup
τ∈(s,t)

Mτ,tf

)
Q̂‖µ‖TV eA(t−s(t− s).

The first part goes to 0 by dominated convergence and also the second term because the semiflow is bounded
for any function f bounded , which shows that t ∈ (s,∞) → 〈µMs,t, f〉 is continuous. Let us take f ∈ C1

b (R),
from ∂tMs,tf =Ms,tLtf , we deduce by integration that for all x ∈ R, we have that

Ms,tf(x) = f(x) +

∫ t

s

Ms,tLtf(x)dt.

We deduce that, by Fubini’s theorem,

〈µ,Ms,tf〉 = 〈µ, f〉+
∫ t

s

〈µ,Ms,t(Ltf)〉dt.

So, we deduce from the identity 〈µMs,t, f〉 = 〈µ,Ms,tf〉 that (µMs,t) satisfies the existence part in Definition 8.
Let us now check the uniqueness. Let s ∈ R and µs,t be solution to Equation (2.1) with µs,s = µ. Assume that
µ = 0, we will use the Lemma 10 by showing that if for all t ≥ s, µs,t satisfies,

∫ +∞

s

∫

R

(∂tψ(t, x) + Ltψ(t, x)) dµs,t(x)dt = 0,

for all ψ ∈ C1
b ((s,∞) × R) with compact support in time, then µs,t = 0 for all t ≥ s. The result will come for

any measure µs,s not necessarily equal to 0 by linearity. If we can prove that for all φ ∈ C1
c ((s,∞) × R) there

exists ψ ∈ C1
b ((s,∞)× R) compactly supported in time such that for all (t, x) ∈ (s,∞)× R,
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∂tψ(t, x) + Ltψ(t, x)dµs,t(x) = φ(t, x),

then we get the conclusion. Let us take φ ∈ C1
c ((s,∞)×R) and let T > 0 such that supp(φ) ⊂ [0, T ]×R. Using

the same method as in Theorem 7, we can prove the existence of a solution ψ ∈ C1
b ([0, T ]× R), and the proof

is complete.

2.3 Proof of Theorem 5

Before proving the main theorem of this section, Theorem 5, we start by a very useful lemma which result
to a strong positivity about Ms,t.

Lemma 12. Let s > 0 and x1, x2 ∈ R with x1 < x2, so for all y1, y2 ∈ R with y1 < y2 and for all t > 0, there
exist η > 0 such that

Ms,s+t1[x1,x2] ≥ η1[y1,y2].

Proof. We use the Duhamel formula (2.6) with f = 1[x1,x2], and for all s, t ≥ 0

Ms,s+t1[x1,x2](x) ≥
∫ t+s

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

Mτ,s+t1[x1,x2](y)Q(x+ τ − s, dy)dτ

≥
∫ t+s

s

(
e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

)(
e
∫

s+t

τ
a(τ ′,x+τ ′−τ)dτ ′

) ∫

R

1[x1,x2](y + t+ s− τ)Q(x + τ − s, dy)dτ

≥
∫ t+s

s

e
∫

τ

s
a(x+τ ′−s)dτ ′

e
∫

s+t

τ
a(x+τ ′−s)dτ ′

∫

R

1[x1,x2](y + t+ s− τ)Q(x + τ − s, dy)dτ

≥ e2t inf(x,x+t) a

∫ t+s

s

∫

R

1[x1,x2](y + t+ s− τ)Q(x + τ − s, dy)dτ

≥ κ0e2t inf(x,x+t) a

∫ t+s

s

∫

R

1[x1,x2](y + t+ s− τ)1[x+τ−s−ǫ,x+τ−s+ǫ](y)dydτ

≥ κ0e2t inf(x,x+t) a

∫ s+t

s

∫ x+τ−s+ǫ

x+τ−s−ǫ

1[x1,x2](y + t+ s− τ)dydτ

≥ κ0e2t inf(x,x+t) a

∫ s+t

s

∫ x+t+ǫ

x+t−ǫ

1[x1,x2](u)dudτ

≥ κ0te2t inf(x,x+t) a

∫ x+t+ǫ

x+t−ǫ

1[x1,x2](u)du.

So we have Ms,s+t1[x1,x2](x) ≥ const. > 0 for all x ∈ [x1 − t − ǫ/2, x2 − t + ǫ/2]. Let n ∈ N, τ > 0 and
x ∈ [x1 − τ/n− ǫ/2, x2 − τ/n+ ǫ/2] , considering t = τ/n, we get that Ms,s+t1[x1,x2](x) ≥ c0 for some c0 > 0.
In the same way we have Ms+(k−1)t,s+kt1[x1,x2](x) ≥ c0 > 0. Let us show by induction that

Ms,s+nt1[x1,x2](x) ≥ cn01[x1−τ−nǫ/2,x2−τ+nǫ/2],

and we will conclude by taking n large enough. We already show it for n = 1. For n− 1→ n,

Ms,s+nt1[x1,x2](x) =Ms,s+(n−1)tMs+(n−1)t,s+nt1[x1,x2](x)

≥ cn−1
0 Ms+(n−1)t,s+nt1[x1−τ−(n−1)ǫ/2,x2−τ+(n−1)ǫ/2]

≥ cn01[x1−τ−nǫ/2,x2−τ+nǫ/2].

Now, we have all the tools to demonstrate the main theorem, Theorem 5.
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Proof. Assumption (B3) For any t0, s ≥ 0 and any x ∈ R, we have

Ms,s+t0f(x) ≥
∫ s+t0

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

Mτ,s+t0f(y)Q(x+ τ − s, dy)dτ

≥
∫ s+t0

s

(
e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

)∫

R

(
e
∫

s+t0
τ

a(τ ′,x+τ ′−s)dτ ′
)
f(y + t0 − τ)Q(x + τ − s, dy)dτ

≥
∫ s+t0

s

e
∫

τ

s
a(x+τ ′−s)dτ ′

e
∫

s+t

τ
a(x+τ ′−s)dτ ′

∫

R

f(y + t0 − τ)Q(x + τ − s, dy)dτ

≥ e2t inf(x,x+t0) a

∫ s+t0

s

∫

R

f(y + t0 − τ)Q(x + τ − s, dy)dτ

≥ κ0e2t inf(x,x+t0) a

∫ s+t0

s

∫

R

f(y + t0 − τ)1(x+τ−s−ǫ,x+τ−s+ǫ)(y)dydτ

≥ κ0e2t inf(x,x+t0) a

∫ s+t0

s

∫ x+τ−s+ǫ

x+τ−s−ǫ

f(y + t0 − τ)dydτ

≥ κ0e2t inf(x,x+t0) a

∫ s+t0

s

∫ x+t0−s+ǫ

x+t0−s−ǫ

f(u)dudτ

≥ κ0(t− s)e2t inf(x,x+t0) a

∫ x+t0−s+ǫ

x+t0−s−ǫ

f(u)du.

We define ν = 1(t0−s−ǫ/2,t0−s+ǫ/2)λ, where λ is the Lebesgue measure. From this, we deduce that for all
t0, s ≥ 0, there exist c0 > 0 such that, Ms,s+t0f(x) ≥ c0〈ν, f〉1(−ǫ/2,ǫ/2). Using Lemma 12, we have that
Ms,s+tf ≥ c〈ν, f〉1(−R,R).

Assumption (B5) We will build by induction two families (σt−s,nx,y ) et (ct−s,nx,y ) indexed by n ∈ N, t ≥ s,
x, y ∈ R such that σt−s,nx,y is a probability measure on [0, t] which has a positive Lebesgue density s

t−s,n
x,y , ct−s,nx,y

is a positive constant and (x, y, u) 7→ ct−s,nx,y is continuous and for all f ≥ 0

Ms,tf(x) ≥ ct−s,nx,y

∫ t

s

Mu,tf(y)σ
t,n
x,y(du). (2.11)

For n = 0: For y = x+ t− s, Duhamel formula (2.6) ensures that for any f ≥ 0

Ms,tf(x) ≥ f(y)e
∫

t

s
a(τ,x+τ−s)dτ .

It gives (2.11) with σt−s,0x,y = δt and c
t−s,0
x,y = e

∫
t

s
a(τ,x+τ−s)dτ .

For n→ n+ 1: The induction hypothesis ensures that

Mτ,tf(z) ≥ ct−τ,nz,y

∫ t

τ

Mu,tf(y)s
t−τ,n
z,y (u)du.

So by the Duhamel formula (2.6), we obtain

Ms,tf(x) ≥ κ0
∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫ x+τ+−s+ǫ

x+τ−s−ǫ

ct−τ,nz,y

∫ t

τ

Mu,tf(y)s
t−τ,n
z,y (u)dudzdτ

= κ0

∫ t

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫ t

τ

∫ x+τ+−s+ǫ

x+τ−s−ǫ

ct−τ,nz,y Mu,tf(y)s
t−τ,n
z,y (u)dzdudτ

= κ0

∫ t

s

∫ u

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫ x+τ+−s+ǫ

x+τ−s−ǫ

ct−τ,nz,y Mu,tf(y)s
t−τ,n
z,y (u)dzdτdu

= κ0

∫ t

s

Mu,tf(y)

∫ u

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫ x+τ+−s+ǫ

x+τ−s−ǫ

ct−τ,nz,y s
t−τ,n
z,y (u)dzdτdu,
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which gives (2.11) with

ct−s,n+1
x,y = κ0

∫ t

s

∫ u

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫ x+τ+−s+ǫ

x+τ−s−ǫ

ct−τ,nz,y s
t−τ,n
z,y (u)dzdτdu,

and σt−s,n+1
x,y (ds) = s

t−s,n+1
x,y (s)ds, with

s
t−s,n+1
x,y =

κ0

ct,n+1
x,y

∫ u

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫ x+τ+−s+ǫ

x+τ−s−ǫ

ct−τ,nz,y s
t−τ,n
z,y (u)dzdτdu.

Assumption (B2) We take t ≥ s ≥ 0 and consider the function

ψ0(x) =

(
1− (

x

x0
)2
)2

1[−x0,x0](x).

Let us consider the generator L defined by Lf(x) = f ′(x) + a(x)f(x) +
∫
R
f(y)Q(x, dy) for all f ∈ C1

b (R), and

(M s,t)t≥s≥0 the associated semi-group. We clearly have for all f ≥ 0 and for all t ≥ 0

Ltf(x) ≥ Lf(x) ⇐⇒ Ms,tf(x) ≥Ms,tf(x) ⇐⇒ Ms,tf(x) ≥M t−sf(x),

where we used the relation Ms,tLtf = ∂tMs,tf .

Lψ0(x) = −4
x

x20
(1− (

x

x0
)2)1(−x0,x0)(x) + a(t, x)ψ0(x) +

∫ x0

−x0

(1 − y

x0
)2Q(x, dy)

≥ − 4

x0
(1− (

x

x0
)2)1(−x0,x0)(x) +

(
inf

(−x0,x0)
a

)
ψ0(x) + κ0x0

∫ 1

−1

(1− y2)21(x−ǫ,x+ǫ)(x0y)

≥ − 4

x0
(1− (

x

x0
)2)1(−x0,x0)(x) +

(
inf

(−x0,x0)
a

)
ψ0(x) + κ01(−x0,x0)x0

∫ 1

1− ǫ
x0

(1 − y)2(1 + y)2dy

≥ − 4

x0
(1− (

x

x0
)2)1(−x0,x0)(x) +

(
inf

(−x0,x0)
a

)
ψ0(x) + κ01(−x0,x0)x0

(
ǫ3

x30

(
1

5

(
ǫ

x0

)2

− ǫ

x0
− 4

5

))

≥ − 4

x0
(1− (

x

x0
)2)1(−x0,x0)(x) +

(
inf

(−x0,x0)
a

)
ψ0(x) +

8κ0ǫ
3

15x20
1(−x0,x0).

If 2κ0ǫ
3 ≥ 15x0, then we have

Lψ0(x) ≥ 4

(
x

x0

)2

+

(
inf

(−x0,x0)
a

)
ψ0(x) ≥

(
inf

(−x0,x0)
a

)
ψ0(x).

Now we suppose that 2κ0ǫ
3 < 15x0, for |x| ≥

√
1− 2κ0ǫ3

15x0
x0, we clearly have

Lψ0(x) ≥
(

inf
(−x0,x0)

a

)
ψ0(x),

and for |x| <
√
1− 2κ0ǫ3

15x0
x0, we have

√
ψ0(x) ≥ 2κ0ǫ

3

15x0
which yields − 4

x0

√
ψ0(x) ≥ − 30

κ0ǫ3
, from which we deduce

that

Lψ0(x) ≥
(
− 30

κ0ǫ3
+ inf

(−x0,x0)
a+

8κ0ǫ
3

15x20

)
ψ0(x).

So for β0 = − 30
κ0ǫ3

+ inf
(−x0,x0)

a, we obtain that Lψ0(x) ≥ β0ψ0(x). With the relation ∂tM tψ0 =M tLψ0 and the

positivity of the propagator, we obtain ∂tM tψ0 ≥ β0M tψ0, and we deduce that, from the Grönwall’s lemma,

M tψ0 ≥ eβ0tψ0.
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We set ψ =MTψ0 to have that for all t ≥ u ≥ 0

Mu,u+tψ ≥M tMTψ0 ≥ eβ0tψ.

We note that, because of Lemma 12, ψ > 0.

Assumption (B1) Let us take s ∈ (0, T ), for V = 1, we have LsV (x) ≤ a(x)V (x) + Q̂. Lets us take r0 > 0

such that for all |x| ≥ r0 we have a(x) ≤ −Q̂+ β0 − 1 := −Q̂+ α0. So we have

LsV (x) ≤ α0V (x) + (A− α0 + Q̂)1(−r0,r0)(x).

So, if we chose x0 ≥ 2
√
r0 in the definition of ψ0 we get 1(−r0,r0) ≤ 4ψ0, so we finally obtain

LsV (x) ≤ α0V (x) + θ0ψ0(x),

with θ0 = 4(A+ Q̂). For the function φ = V − θ0ψ0, we obtain Lsφ ≤ α0φ which gives Ms,s+Tφ ≤ eα0Tφ. We
finally obtain

Ms,s+TV ≤ eα0TV + θ0Ms,s+Tψ0 =
1 + eα0T

2
V +

(
θ0Ms,s+Tψ0 −

1− eα0T

2
V

)
.

With the Duhamel formula (2.6) we have

Ms,s+Tψ(x) = ψ(x+ t− s)e
∫

s+T

s
a(τ,x+τ−s)dτ +

∫ s+T

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

Mτ,tψ(y)Q(x + τ − s, dy)dτ .

Since, LsV ≤ a+ Q̂ we obtain

Mτ,tψ0(x) ≤Mτ,tV (x) ≤ e(a+Q̂)(t−τ)V := δV, (2.12)

so, we have

Ms,s+Tψ0(x) ≤ ψ0(x+ t− s)e
∫

s+T

s
a(τ,x+τ−s)dτ + Q̂

∫ s+T

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

e(a+Q̂)(t−τ)dτ.

by dominated convergence we have lim
x→+∞

Ms,s+Tψ0(x)
V (x) = 0. So we can find C,M > 0 such that

θ0Ms,s+Tψ0 −
1− eα0T

2
V ≤ C1[−R,R],

which gives (B1).

Assumption (B4) Let us take s ≥ 0 and u ∈ [s, s+T ]. We want to prove that Ms,s+kTψ .Mu,+u+kTψ in
K. From Lemma 3 we haveMs,s+kTψ .Ms,u+kTψ onK, so it is sufficient to prove thatMs,u+kTψ .Mu,u+kTψ
on K.
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Ms,u+kTψ(x) = ψ(x+ kT + u− s)e
∫

u+kT

s
a(τ,x+τ−s)dτ +

∫ u+kT

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

Mτ,u+kTψ(y)Q(x+ τ − s, dy)dτ

≤ ψ(x+ kT )e
∫

u+kT+(u+s)
u

a(τ+s−u,x+τ−u)dτ

+ C1

∫ u+kT

s

e
∫

τ

s
a(τ ′,x+τ ′−s)dτ ′

∫

R

Mτ,u+kTψ(y)Q(x+ τ − u, dy)dτ

≤ CeATψ(x+ kT )e
∫

u+kT

u
a(τ,x+τ−u)dτ

+ C1

∫ u+kT

s

e
∫

u

s
a(τ ′,x+τ ′−s)dτ ′

e
∫

τ

u
a(τ ′,x+τ ′−s)dτ ′

∫

R

Mτ,u+kTψ(y)Q(x + τ − u, dy)dτ

≤ CeATψ(x+ kT )e
∫

u+kT

u
a(τ,x+τ−u)dτ

+ C1e
AT

∫ u+kT

s

e
∫

τ+u−s

u
a(τ ′−u+s,x+τ ′−u)dτ ′

∫

R

Mτ,u+kTψ(y)Q(x+ τ − u, dy)dτ

≤ CeATψ(x+ kT )e
∫

u+kT

u
a(τ,x+τ−u)dτ

+ C1Ce
AT

∫ u+kT

s

e
∫

τ+u−s

u
a(τ ′,x+τ ′−u)dτ ′

∫

R

Mτ,u+kTψ(y)Q(x+ τ − u, dy)dτ

≤ CeATψ(x+ kT )e
∫

u+kT

u
a(τ,x+τ−u)dτ

+ C1Ce
2AT

∫ u+kT

s

e
∫

τ

u
a(τ ′,x+τ ′−u)dτ ′

∫

R

Mτ,u+kTψ(y)Q(x+ τ − u, dy)dτ.

So, to conclude the proof we only need to check that

I :=

∫ u

s

e
∫

τ

u
a(τ ′,x+τ ′−u)dτ ′

∫

R

Mτ,u+kTψ(y)Q(x+ τ − u, dy)dτ

≤
∫ u+(k+1)T

u

e
∫

τ

u
a(τ ′,x+τ ′−u)dτ ′

∫

R

Mτ,u+(k+1)Tψ(y)Q(x + τ − u, dy)dτ.

First, we note that by continuity of a, there exist δ > 0 such that, for all τ ∈ (s + T, u + T ), we have

e
∫

τ

τ−T
a(τ ′,x+τ ′−u)dτ ′ ≥ δ. With the change of variable τ ← τ + T we obtain

I =

∫ u+T

s+T

e
∫

τ−T

u
a(τ ′,x+τ ′−u)dτ ′

∫

R

Mτ,u+(k+1)Tψ(y)Q(x+ τ − T − u, dy)dτ

≤ 1

δ
C1

∫ u+(k+1)T

u

e
∫

τ

u
a(τ ′,x+τ ′−u)dτ ′

∫

R

Mτ,u+(k+1)Tψ(y)Q(x + τ − u, dy)dτ.

So we set C̃ = max
(
CeAT

2 , C1Ce
2AT , 1δC1

)
and we finally get

Ms,u+kTψ(x) ≤ C̃
(
Mu,u+kTψ(x) +Mu,u+(k+1)Tψ(x)

)
.

We obtain the result because in K, we have Mu+(k+1)Tψ .Mu,u+kTψ.

Assumption (B0) We take ψ̃ = δ−1ψ which preserves (B1) and (B2) with ψ = ψ̃ and gives the relation
ψ̃ ≤ V from (2.12).
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3 Application to the growth-fragmentation equation

We apply our method to the following non-local equation




∂tu(t, x) + ∂x(g(t, x)u(t, x)) + β(t, x)u(t, x) =

∫ ∞

x

b(t, y, x)u(t, y)dy, (t, x) ∈ (s,∞)× R+,

u(s, x) = us(x),

(3.1)

where the fragmentation kernel is of the form

b(t, x, y) =
1

x
κ
(y
x

)
β(t, x).

where κ is the fragmentation distribution which verifies κ(·) ≥ κ > 0 for κ > 0 and is continuous. For any
k ≥ 0, we set

ηk =

∫ 1

0

zkκ(z)dz.

We note that the conservation of mass during the fragmentation leads to impose η1 = 1, so we have η0 > 1. We
also note that theses assumptions on κ leads that

∀α > 1, ηα < 1. (3.2)

Indeed, ηα = 1 +
∫ 1

0
(zα − z)κ(z)dz ≤ 1 + κ

∫ 1

0
(zα − z)dz = 1 + 1−α

2(α+1)κ < 1. In this section we detail an

example for illustrative but non-exhaustive purposes, we study the case g(t, x) = g0(t) + g1(t)x where g0, g1 are
T -periodic continuous functions and β(t, x) = β0(t) + β1(t)x where β0, β1 are T -periodic continuous functions.
We also assume that there exists c > 0 such that g0(t), β1(t) ≥ c.
Theorem 13. There exist constants C, ω > 0 and a unique T-periodic Floquet family (γs,t, hs,t, λF )s≤t ⊂
L1 × C1

b × R with 〈γs,s, hs,s〉 = ‖hs,s‖∞ = 1 for all s ≥ 0, such that for any initial condition us ∈ L1(R, dx) the
corresponding solution u(t, x) of equation (3.1) verifies for all t ≥ s

∥∥∥∥u(t, .)e−λF (t−s) −
(∫

R

hs,s(x)us(x)dx

)
γs,t

∥∥∥∥
L1

≤ C ‖us‖L1 e
−ω(t−s).

This result allows in particular completing a result of [21] which states that, for g1 = β0 = 0, β1 independent
of t, and κ symmetric, we have the comparison

λ(g0) ≤ λF ≤ λ(g0),
where, for a function a(t) T -periodic we use the notation

a =
1

T

∫ T

0

a(s)ds,

and, for any positive constant g0, λ(g0) is the principal eigenvalue of the operator

Gu(x) = −g0u′(x)− β1xu(x) + β1

∫ ∞

x

u(y)κ
(x
y

)
dy.

Indeed, this result is proved in [21, Proposition 6.2] under the condition that the Floquet eigenelements exist,
but the author explains that his method does not allow him to ensure this existence.

Similarly as in Section 2, we associate to the PDE a semiflow through the Duhamel formula

Ms,tf(x) = f (Xs,t(x)) e
−

∫
t

s
β(τ,Xs,τ(x))dτ (3.3)

+

∫ t

s

e−
∫

u

s
β(τ ′,Xs,τ′(x))dτ ′

β(τ,Xs,τ (x))

∫ 1

0

Mτ,tf(zXs,τ(x))κ(z)dzdτ
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where

Xs,t(x) = xe
∫

t

s
g1 +

∫ t

s

g0(τ)e
∫

τ

s
g1dτ ,

is the solution to the characteristic equation

{
∂sXs,t(x) = −g(s,Xs,t(x))
Xt,t(x) = x.

The construction of this semiflow through a fixed-point argument is very similar to the construction in Section 2,
and we do not repeat it for the sake of conciseness. We also refer to [3] for such a construction but with coefficients
independent of time.

For proving Theorem 13, we will apply Theorem 2, by finding directly the eigenvectors of the generator Lt
defined by

(Ltf)(x) = g(t, x)f ′(x) + β(t, x)

∫ 1

0

κ (z) f(zx)dz − β(t, x)f(x).

which verifies the relation ∂sMs,tf = −LsMs,tf for all f ∈ C1 ∩ B(V ) with V (x) = 1 + xα for a certain
α > 1. More precisely, we search a family (ht)t≥0 of C1 functions, and a constant λF > 0 which verify
hs = eλF (s−t)Ms,tht. This equality gives

∂shs = (λF − Ls)hs.

Lemma 14. There exist λF ∈ R and t 7→ ut, t 7→ vt two T -periodic functions with C1 regularity such that

hs(x) := u−s + v−sx satisfies hs = eλF (s−t)Ms,tht.

Proof. We look for λF ∈ R and periodic functions ut and vt such that ht defined by ht(x) = u−t+ v−tx satisfies
∂shs = (λF − Ls)hs. We start by looking for particular solutions to the equation

∂sϕs = −Lsϕs

under the form ϕt(x) = m−t + n−tx. Such solutions need to verify the following ODE system

(
ṁt

ṅt

)
=

(
β0(−t)(η0 − 1) g0(−t)
β1(−t)(η0 − 1) g1(−t)

)
·
(
mt

nt

)
:= A(t)

(
mt

nt

)
. (3.4)

Let us define the flow mapping

Ξt :

(
n0

m0

)
−→

(
nt
mt

)
,

where nt,mt are solution of (3.4). If we can prove that ΞT is a strictly positive matrix, then the Perron-Frobenius

theorem ensures that ΞT admits Λ > 0 and

(
u0
v0

)
> 0 such that

ΞT

(
u0
v0

)
= Λ

(
u0
v0

)
,

and we easily check that the result follows by setting

λF =
logΛ

T
and

(
ut
vt

)
= e−λF t Ξt

(
u0
v0

)
.
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Let us then prove that Ξt has strictly positive entries for any t > 0. Consider that m0 > 0 and n0 ≥ 0.

By continuity of t 7→
(
nt
mt

)
, we have that there exists ǫ > 0 such that mt > 0 for t ∈ [0, ǫ). Let us set

wt = e−
∫

t

0
g1(−u)dunt, we have

ẇt = β1(−t)(η0 − 1)e−
∫

t

0
g1(−u)dumt ≥ c(η0 − 1)e−

∫
t

0
g1(−u)dumt,

and we obtain that ẇt > 0 in [0, ǫ). We deduce that nt > 0 for any t ∈ (0, ǫ). Let us consider the set

X =
{
T > 0 | ns > 0, ms > 0, ∀s ∈ (0, T )

}
.

We clearly have ǫ ∈ X . Let us suppose that supX < ∞, so there exist T ∗ > 0 such that ns > 0 and ms > 0
for any s ∈ (0, T ∗). As the functions are increasing we clearly have uT∗ , vT∗ > 0 and by continuity, there exist
δ > 0 such that us > 0 and vs > 0 for all s ∈ (0, T ∗ + δ), and we obtain that supX =∞, so Ξt is positive.

We will now prove that the operator Ms,s+T verifies Assumption A with ψ = h0 and V (x) = 1 + xα, α > 1.

Proof of Theorem 13. The proof consists in verifying Assumption A and then apply Theorem 2 to conclude.

Assumption (A1) We compute

LsV (x) = xα
(
ατ0(s)

x
+ ατ1(s) +

β0(s)(ηα − 1)

xα
+ β1(s)x(η0 − 1)

)

≤ xα
(
ατ0(s)

x
+ ατ1(s) +

β0(s)(η0 − 1)

xα
+ cx(ηα − 1)

)
.

We clearly have lim
x→+∞

ατ0(s)
x +ατ1(s)+

β0(s)(η0−1)
xα + cx(ηα− 1) = −∞, since ηα < 1, so we can find x1 > 0 and

δ < 0 such that
∀x ≥ x1, LsV (x) ≤ δxα = δV (x)− δ.

By continuity of the function ψ, we deduce that there exist θ0 > 0 and R > 0 such that

∀x ≥ 0, LsV (x) ≤ δV (x) + θ01[0,R]ψ.

For the function φ = V − θ01[0,R]ψ, we obtain Lsφ ≤ δφ which gives Ms,s+Tφ ≤ eδTφ. We finally obtain

Ms,s+TV ≤ eδTV + θ0Ms,s+T

(
1[0,R]ψ

)
.

By construction of ψ = h0 we have Ms,s+Tψ = eλFTψ and in particular Ms,s+T

(
1[0,R]ψ

)
= eλFT1[0,R]ψ, which

finally gives Ms,s+TV ≤ eδTV + eλF T θ01[0,R]ψ. So we get (A1) with α = eδT < 1 and θ = eλFT θ0.

Assumption (A2) By construction of h0 we have Ms0,s0+Tψ = eλFTψ, so we get (A2) with β = eλF T >
1 > α.

Assumption (A3) We would like to prove the Doeblin condition that is, for s ≥ 0 and a compact C, there
exist k ∈ N, and a measure ν ∈ P(C) such that

Ms,s+kT f ≥ c〈ν, f〉1C .

Let us take s ∈ R+ and C = [0, R] with R defined on (A1). For all τ ∈ [s, t] we have from (3.3)

Mτ,tf(zXs,τ (x)) ≥ f (Xτ,t(zXs,τ (x))(x)) e
−

∫
t

τ
β(τ ′,zXs,τ′ (x))dτ ′ ≥ f (Xτ,t(zXs,τ (x))(x)) e

−
∫

t

s
β0(τ

′)+β1(τ
′)zXs,τ′ (x)dτ ′

.
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Functions g0, g1, β0, β1 are continuous and periodic, so they are bounded and we deduce that there exists B ∈ R

such that for all x ∈ C and τ ′ ∈ [s, t] we have β (τ ′, zXs,τ ′(x)) ≤ B. We deduce that for all x ∈ C we have

e−
∫

t

s
β0(τ

′)+β1(τ
′)zXs,τ′ (x)dτ ′ ≥ e(s−t)B. We obtain by using the Duhamel formula (3.3) again that

Ms,tf(x) ≥ e(s−t)Bκc
∫ t

s

∫ 1

0

f (Xτ,t(zXs,τ (x))(x)) dzdτ.

We have ∂zXτ,t(zXs,τ (x))(x) = Xs,τ (x)e
∫

t

τ
τ1 ≤ Xs,τ (R). We note that there exists a1 > 0 and a2 > 0 such that

for all s ≤ t1 ≤ t2 ≤ t we have, a1Xs,t ≤ Xt1,t2 ≤ a2Xs,t. So,by the change of variable u = Xτ,t(zXs,τ(x))(x)
we obtain

Ms,tf(x) ≥ e(s−t)Bκc
∫ t

s

∫ Xs,t(x)

Xτ,t(0)

f(z)
1

a2Xs,t(R)
dzdτ

≥ e(s−t)Bκc
∫ t

s

∫ Xs,t(x)

a1Xs,t(0)

f(z)
1

a2Xs,t(R)
dzdτ

≥ t− s
a2Xs,t(R)

e(s−t)Bκc

∫ Xs,t(x)

a1Xs,t(0)

f(z)dzdτ

So we proved
Ms,tf(x) ≥ cs,t〈νs,t, f〉,

with cs,t =
t−s

a2Xs,t(R)e
(s−t)Bκc and νs,t(dx) = 1a1Xs,t(0)<x<Xs,t(0)dx.

Assumption (A4) For all n ∈ N 〈ν, Ms,s+nTψ
ψ 〉 = enλFT =

Ms,s+nTψ
ψ which gives (A4) with d = 1.

As announced at the beginning of the proof, the conclusion follows from applying Theorem 2.
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