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A moment-based approach for the analysis of the infinitesimal model

in the regime of small variance

J. Guerand∗ M. Hillairet† S. Mirrahimi‡

September 15, 2023

Abstract

We provide an asymptotic analysis of a nonlinear integro-differential equation describing the
evolutionary dynamics of a population which reproduces sexually and which is subject to selection
and competition. The sexual reproduction is modeled via a nonlinear integral term, known as the
”infinitesimal model”. We consider a regime of small segregational variance, where a parameter in
the infinitesimal operator, which measures the deviation between the trait of the offspring and the
mean parental trait, is small. We prove that, in this regime, the phenotypic distribution remains
close to a Gaussian profile with a fixed small variance and we characterize the dynamics of the mean
phenotypic trait via an ordinary differential equation. While similar properties were already proved
for a closely related model using a Hopf-Cole transformation and perturbative analysis techniques,
we provide an alternative proof which relies on a direct study of the dynamics of the moments of
the phenotypic distribution and a contraction property of the Wasserstein distance.

Keywords : Infinitesimal model, structured population, quantitative genetics, integro-differential
equations, singular limits.

2020 M.S.C. : 35B40, 35Q92, 92D15, 47G20.

1 Introduction

1.1 Model and question

The purpose of this article is to provide an asymptotic analysis for small ε of the following equation
ε2∂tnε = rTε[nε]− (m+ κρε(t))nε,

ρε(t) =
∫

R nε(t, y)dy,

nε(0, x) = nε,0(x),

(1)

where

Tε[nε](x) =

∫
R

∫
R

Γε

(
x− (y + y′)

2

)
nε(t, y)

nε(t, y
′)

ρε(t)
dydy′,
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‡Institut Montpelliérain Alexander Grothendieck, Univ. Montpellier, CNRS, Montpellier, France; E-mail:

sepideh.mirrahimi@umontpellier.fr

1



Γε(x) =
1

ε
√
π

exp

(
−x

2

ε2

)
.

This equation describes the evolutionary dynamics of a phenotypically structured population, which
reproduces sexually and which is subject to selection and competition. The function nε(t, x) stands
for the density of a population characterized by a phenotypic trait x and m(x) represents a trait-
dependent mortality rate. The population is also subject to a mortality rate due to uniform
competition between individuals, represented by the term κρε, where ρε is the total size of the
population. The parameter r > 0 scales reproduction in the population.

The term Tε describes the sexual reproduction and is based on the assumption that the trait
of an offspring has a normal distribution with a fixed variance, centered around the mean parental
trait. This reproduction model, which is usually referred to as the ”infinitesimal model”, was first
suggested by R. A. Fisher in [11] and it has been widely used in the biological literature [3, 18, 31].
Its validity is under the assumption that the trait x is coded by a large number of alleles which
have small and additive effects (see [2] for a recent rigorous derivation). The parameter ε has been
introduced in the problem above to consider a small segregational variance, that is the deviation
between the trait of an offspring from the mean parental trait is small. This assumption is closely
related to the so-called ”weak selection regime” in Quantitative Genetics [4, 31].

We will prove that, under appropriate assumptions and for ε small, the phenotypic density
nε remains close to a Gaussian distribution with variance ε2 and with a mean value which varies
according to an ordinary differential equation. Note that in many biological articles, when con-
sidering the infinitesimal model, it is assumed that the phenotypic distribution is a Gaussian with
constant variance (see for instance [16, 14, 30, 15]). Our result justifies this assumption, considering
a homogeneous environment and a small segregational variance. Such a result, considering a closely
related model without a competition term and with different assumptions, was already provided in
[24] using a perturbative analysis via a Hopf-Cole transformation, that is

nε(t, x) =
1√
2πε

exp

(
uε(t, x)

ε2

)
.

Here, we provide an alternative proof and we show that a rather straightforward analysis of the
moments, together with a contraction property of the Wasserstein distance, leads to the result.

1.2 Assumptions and notations

We assume that the mortality rate m ∈ C∞(R) enjoys the following properties for some L > 0:

(H0) m(x) ≥ 0 with infx∈R m(x) = 0,

(H1) m′(0) = 0 and A0 ≤ m′′(x) for all x ∈ (−L,L), for some constant A0 > 0,

(H2) maxx∈[−L,L]m(x) < r,

(H3) |m′′(x)| ≤ Am(1 + |x|p) for all x ∈ R and some exponent p ∈ N∗ and constant Am ∈ (0,∞).

In assumption (H0), we fix that the infimum value of m is 0. Indeed, in (1) we can always substract
a constant to m up to multiply nε with a suitable time-exponential. Assumption (H1) states that
the trait x = 0 is a non-degenerate local minimum point of the mortality rate m. Assumption (H2)
ensures that the value of m around this minimum point is not too far from its global minimum.
Assumption (H3) imposes a technical limitation on the growth at infinity. These assumptions entail
in particular that:

A0|x| ≤ |m′(x)|, A0
|x|2

2
≤ m(x)−m(0), ∀x ∈ (−L,L),

|m′(x)| ≤ Am
(
|x|+ |x|

p+1

p+ 1

)
, m(x)−m(0) ≤ Am

(
|x|2

2
+

|x|p+2

(p+ 1)(p+ 2)

)
, ∀x ∈ R.

(2)
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We comment on the global-in-time well-posedness of (1) under assumption (H0)-(H3) below. Given
a solution nε to (1), let’s denote

qε(t, x) =
nε(t, x)

ρε(t)
. (3)

One can verify that qε solves the following equation

ε2∂tqε = r
(
T̃ε[qε]− qε

)
−
(
m−

∫
R
mqεdx

)
qε, (4)

with

T̃ε[qε](x) =

∫
R

∫
R

Γε

(
x− (y + y′)

2

)
qε(t, y)qε(t, y

′)dydy′.

We remark that (4) preserves probability densities. We next introduce the following notations
corresponding to the moments of the phenotypic distribution:

Mε,1(t) =

∫
R
xqε(t, x)dx,

M c
ε,k(t) =

∫
R
(x−Mε,1(t))kqε(t, x)dx, M

|c|
ε,k(t) =

∫
R
|x−Mε,1(t)|kqε(t, x)dx ∀ k ∈ N.

(5)

We remark that the above convention entails in particular M c
ε,0 = 1 and M c

ε,1 = 0 in the cases
k = 0, 1. We finally define

gε(t, x) =
1√
2πε

exp

(
− (x− Z̄ε(t))2

2ε2

)
(6)

with Z̄ε the solution to: {
˙̄Zε(t) = −m′(Z̄ε(t)),
Z̄ε(0) = Mε,1(0).

(7)

We will make the following assumptions guaranteeing a well-prepared initial condition qε,0 (or
equivalently nε,0):

Mε,1(0) ∈ (−L,L), ε−2k0M c
ε,2k0(0) ≤ C1, (H4)

with C1 > 0 fixed and k0 large enough such that

k0 > 3 + dp/2e, r

(
1− 2

4k0

)
− max
x∈[−L,L]

m(x) =: η > 0. (8)

Both parameters C1 and k0 shall be chosen independent of ε. To address the limiting behavior
when ε→ 0 we also assume that

Mε,1(0) = x0 +O(ε), x0 ∈ (−L,L), (H5)

ρm ≤ ρε(0) ≤ ρM , for some positive constants ρm and ρM . (H6)

We point out that Assumption (H5) implies formally that, for all t > 0 and as ε→ 0, Z̄ε(t)→ Z̄(t),
with {

˙̄Z(t) = −m′(Z̄(t)),

Z̄(0) = x0.
(9)

In Section 4, we give a quantitative description of this convergence.
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1.3 Main results

We first provide a preliminary result guaranteeing the well-posedness of the Cauchy problem.

Proposition 1 Let ` ∈ N∗, ` ≥ 2, and assume that m satisfies (H0) and (H3) and n0 ∈ L1(R)\{0}
is nonnegative and has more than 2` bounded moments. Given ε > 0, there exists a unique global
solution nε to equation (1) with 2` bounded moments. This solution is nonnegative and all moments
of nε of order less than 2` are well defined and continuous on [0,∞).

In the case where m is considered bounded, the proposition above is a direct consequence of the
Cauchy-Lipschitz Theorem. In the case of unbounded m the result can be obtained via a standard
truncation procedure. We provide the main elements of the proof in Appendix A in which we make
precise the definition of solution. We show in particular that the j-th moment of n is also C1 in
time if j < 2`− (p+ 3).

From now on we assume that nε is a solution to (1) with an arbitrary large number of bounded
moments. We remark that qε is then a solution to (4) with the same regularity/integrability. We
next state our main result.

Theorem 2 Assume (H1)–(H4).
(i) Let δ ∈ (0, 1). There exists a constant K depending on the initial condition, r and m such that,
for any ε sufficiently small, there holds

sup
[0,+∞)

W1(qε(t, ·), gε(t, ·)) ≤ K
(
W1(qε,0, gε,0) + ε1−δ) . (10)

with qε,0 and gε,0 the respective values at time t = 0 of qε and gε.
(ii) Assume additionally (H5)–(H6) and let δ ∈ (0, 1), and β ∈ (1, 2). Then, there exists a constant
Kρ such that, for any ε sufficiently small, we have

|ρε(t)− ρ(t)| ≤ Kρε
1−δ, ρ(t) =

r −m(Z̄(t))

κ
, for all t ∈ [εβ ,+∞) (11)

where Z̄ solves (9). Moreover, as ε→ 0, nε converges in C
(
(0,∞);M1(R)

)
to a measure n, which

is given by
n(t, x) = ρ(t)∂(x− Z̄(t)).

Here we denote ∂(x − X0) the Dirac mass centered in X0. We use the (non-standard) symbol
∂ in order to avoid confusion with the parameter δ. In this statement, we denote also W1 the
wasserstein distance for the L1 distance. The proof of the theorem above relies on some estimates
on the moments of the phenotypic distribution and a contraction property of the Wasserstein
distance satisfied by the reproduction operator T̃ε. We state below our estimates on the moments
of the phenotypic distribution.

Theorem 3 Assume (H1)–(H4) and δ ∈ (0, 1). For any ε sufficiently small, there exist large
enough positive constants K0,K1 and K2 depending on the parameters C1, r, L such that:

M c
ε,2k0(t) ≤ K2ε

2k0 , (12)∣∣M c
ε,2(t)− ε2

∣∣ ≤ K1ε
2
(
ε1−δ + exp(−rt/2ε2)

)
, (13)∣∣Mε,1(t)− Z̄ε(t)

∣∣ ≤ K0ε
1−δ. (14)

for any t ∈ R+.

We emphasize that the parameters K0,K1,K2 are independent of ε, δ. In the course of the
proof, we shall choose first K1 depending on data C1 (see assumption (H4)), then K2 depending on
K1, C1 and finally K0 depending on K1, L. We restrict ε according to K2,K0 and L. The estimates
on the moments are obtained via direct computations of the corresponding equations and using the
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Taylor expansion of the mortality rate m around the mean phenotypic trait. The main ingredients
are the presence of some dissipation terms, due to an algebra satisfied by Tε, and the fact that the
central moments of the phenotypic distribution have simple approximations when the segregational
variance ε is small.

One may wonder whether the method suggested in this article could be adapted to study
models with an asexual reproduction term. In Section 5 we will explain why the dissipation terms
are lacking in this latter case and our method cannot be adapted to such models straightforwardly.

1.4 State of the art

The study of integro-differential equations involving the infinitesimal model has gained increasing
attention recently from the mathematical community. Several works have used the contraction
property of the Wasserstein distance to study models which involve the infinitesimal operator
[29, 28] (see also [19] for a related work on a model of protein exchanges in a cell population).
In [29], G. Raoul studied a model describing the evolutionary dynamics of a population in an
environment with continuous spatial structure, under a small selection assumption. He justified
the Gaussian assumption and the so-called Kirkpatrick and Barton model, i.e. a system of
equations describing the dynamics of the size of the population and its mean phenotypic trait,
as functions of time and space variables [14] (see also [20] for an earlier formal derivation of this
model). Later in [28], G. Raoul also studied a model with homogeneous environment, still in a
small selection regime, and obtained that the solution of this problem remains close to a Gaussian
distribution with fixed variance, while the mean of the distribution varies according to an ordinary
differential equation similar to (9). He also showed that in long time the solution converges to the
steady solution of the problem. This work is different from ours in several ways. First, in [28] the
selection is considered to act on the reproduction and not the mortality term. In other words the
mortality rate m is supposed to be constant, while a trait dependent reproduction rate r(·) is taken
into account in the reproduction term T . More importantly, this reproduction rate is assumed
to be constant outside of a compact set. Second, [28] does not consider a competition term as
in (1) but considers a renormalized equation closely related to (4) such that the total population
size remains constant equal to 1. Finally, in [28] the segregational variance is assumed to be of
order 1, while in our work it is of order ε2, but the selection term is supposed to be small, that is
r(x) = 1+εa(x), with a(x) compactly supported. One can make a change of variable in our model,
that is ñε(t, x) = εnε(ε

2t, εx) and ρ̃ε(t) = ρ(ε2t), to bring the segregational variance equal to 1, in
order to compare our model with the one studied in [28]. Then (1) becomes

∂tñε = T1[ñε]− (m(ε·) + κρ̃ε(t)) ñε. (15)

Comparing m(ε·) and r(x) = 1 + εa(x) we realize that these models have different natures. The
most important difference in the outcome of these models is that, since a is compactly supported,
the work of [28] only allows for an order 1 evolution of the mean phenotypic trait of the population,
while our model allows for variations of order 1/ε, after the change of variable leading to (15). Our
work is indeed in the weak selection regime only in the sense that the evolutionary dynamics are
slower than the demographic dynamics but it still allows, contrary to [28], important changes of
the mean phenotypic trait in long time.

The scaling that we consider is indeed the one studied in [5, 24] (see also [8] for the analysis of
a model with a spatial structure and where the analysis of the infinitesimal operator is partially
formal). This scaling is inspired from previous works on selection-mutation models with asexual
reproduction under the assumption of small mutational variance [10, 25, 1, 17]. The main ingredient
of this approach is a Hopf-Cole transformation that leads to a Hamilton-Jacobi equation with
constraint. In the case of the infinitesimal operator, a similar scaling was suggested in [5] and an
asymptotic analysis of a similar model to (1), without the competition term, was provided in [5]
to characterize steady solutions and in [24] to study the time-dependent problem. Although these
studies are also based on the Hopf-Cole transformation, they are very different from the case of
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asexual reproduction. These analyses rely on a perturbative analysis and do not involve Hamilton-
Jacobi equations. Our work allows to provide an alternative approach to the one in [24] that relies
on a direct study of the dynamics of the moments rather than a Hopf-Cole transformation. We
believe that this approach could be more easily adapted to study more complex models considering
spatial or temporal heterogeneities of the environment. Note also that our assumptions are different
from those of [24]. In [24] a function M(t, x) was defined as follows (rewriting the definition with
our notations)

M(t, x) = r +m(x)−m(Z(t))−m′(Z(t))(x− Z(t)).

Some technical assumptions on the growth of M were made in [24] and it was additionally assumed
that

inf
(t,x)∈R+×R

M(t, x) > 0. (16)

This assumption may be compared to Assumption (H2). Assumption (H2) together with the first
statement of Assumption (H4) can indeed be replaced by the following

0 < r +m(x)−m(Z(t)), for all (t, x) ∈ R+ × R. (17)

This assumption is less restrictive, compared to (16), on the choice of initial condition when the
mortality rate m is non-convex and it has for instance several local minima. Note for instance that
when the function m has two global minima x1 < x2, Assumption (16) does not allow for initial
conditions which are concentrated around a point close but to the right of x1, while Assumption
(17) allows for initial conditions which are concentrated around a point located in the convexity
zones around x1 or x2. For convex growth rates m, Assumption (16) is less restrictive since it
always holds true. Note however from (11) that to have a positive asymptotic population size ρ(t)
one should have r−m(Z(t)) > 0, which trivially implies that r+m(x)−m(Z(t)) > 0. Assumption
(17) is not hence restrictive from the modeling point of view. Finally it is worth mentioning that in
[5] the authors proved the existence of steady solutions which concentrate around local minimum
points x∗ which satisfy the following condition

0 < r +m(x)−m(x∗), for all x ∈ R.

More recent works have also studied the long time behavior of closely related models, but
considering discrete time, without the assumption of weak selection [6, 7]. Other models of adaptive
evolution of populations with sexual reproduction and quantitative traits have been studied in
[12, 26, 9]. An asymptotic analysis of a selection-mutation model with an asymmetric reproduction
term, considering for instance traits that are mostly inherited from the female, has been provided
in [26]. In [9] a model describing the adaptation of quantitative alleles at two loci in a haploid
sexually reproducing population has been studied. In [12] a non-expanding transport distance
has been introduced in a model with sexual reproduction considering quantitative traits, but with
constant birth and death rates.

1.5 Plan of the paper

In Section 2 we provide the estimates on the moments of the phenotypic distribution and prove
Theorem 3. In Section 3 and Section 4 we prove respectively Theorem 2-(i) and (ii). In Section
5 we provide a comparison between our work and the study of related models with an asexual
reproduction term. Finally the main ingredients of the proof of Proposition 1 are given in Appendix
A.

In all computations we use the symbol C for a harmless constant that may vary between lines.
We use labelled constants to keep track of the important parameters.
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2 Estimates on the moments of the phenotypic distribution;
the proof of Theorem 3

In the whole section, qε is a solution to (4) with an arbitrary large number of bounded moments so
that we may assume that all the necessary moments to our analysis are C1 in time (see Appendix
A). We split the approach of Theorem 3 into two steps. Firstly, we compute a priori ODEs satisfied
by moments of qε. Secondly, we apply a continuation argument to these ODEs to showing that
we can find K0,K1,K2 depending only on the data of the problem such that (12)-(13)-(14) hold
globally in time for arbitrary δ < 1 provided ε is sufficiently small.

Before providing our analysis of the moments of the phenotypic distribution, we first introduce
some notations and ingredients of the proof. We denote rf [X] the (normalized) remainder in the
first order Taylor-Lagrange expansion in X ∈ R of a C2 function f. Namely, we set:

rf [X](x) =

∫ 1

0

(1− σ)f
′′
(X + σ(x−X))dσ,

so that
f(x) = f(X) + (x−X)f ′(X) + (x−X)2rf [X](x). (18)

In case of f = m, thanks to (H3), we have

|rm[X](x)| ≤ CAm(1+ |X|p + |x−X|p) ∀ (x,X) ∈ R2. (19)

Finally, a key-quantity below is:

Iε,m(t) :=

∫
R
m(x)qε(t, x)dx.

Using the Taylor expansion m(x) = m(Mε,1(t)) + m′(Mε,1(t))(x −Mε,1(t)) + rm[Mε,1(t)](x)(x −
Mε,1(t))2 and recalling that Mε,1(t) is the first moment of qε(t, ·), we conclude that

Iε,m(t) = m(Mε,1(t)) +

∫
R
(x−Mε,1(t))2rm[Mε,1(t)](x)qε(t, x)dx. (20)

The inequality (19) entails

|Iε,m(t)−m(Mε,1(t))| ≤ CAm
(

(1 + |Mε,1(t)|p)M c
ε,2(t) +M

|c|
ε,2+p(t)

)
. (21)

2.1 Time-evolution of the mean

Firstly, we multiply (4) by x and integrate. Using that the first moment of Γε(x) vanishes, we
obtain:

ε2Ṁε,1 = −
(∫

R
m(x)xqε(·, x)dx− Iε,mMε,1

)
.

We compute the right-hand side RHS of this identity by using taylor expansions. We write Ψ(x) =
xm(x) and expand Ψ and m around X = Mε,1 with a taylor formula of order 1. For the first term,
we note that Ψ(x) = m(Mε,1)Mε,1 + Ψ′(Mε,1)(x −Mε,1) + rΨ[Mε,1](x)(x−Mε,1)2. Since Mε,1 is
the first moment of qε, we obtain∫

R
m(x)xqε(·,x)dx = Mε,1m(Mε,1) +

∫
R
(x−Mε,1)2rΨ[Mε,1](x)qε(·,x)dx.

For the second term of the RHS, we recall (20) and we have finally:

RHS = −
∫

R

[
rΨ[Mε,1](x)−Mε,1r

m[Mε,1](x)
]

(x−Mε,1)2qε(·,x)dx.
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Noticing that Ψ′′(x) = xm
′′
(x) + 2m′(x) we conclude that:

ε2Ṁε,1 +m′(Mε,1)M c
ε,2 = −F1 (22)

where:

F1 =

∫
R

[∫ 1

0

(1− σ)
(
m
′′
(Mε,1 + σ(x−Mε,1))σ(x−Mε,1)3

+ 2(m′(Mε,1 + σ(x−Mε,1))−m′(Mε,1))(x−Mε,1)2
)

dσ
]
qε(·,x)dx

At this point, we apply (H3) to obtain:

|m
′′
(Mε,1 + σ(x−Mε,1))| ≤ CAm (1 + |Mε,1|p + |x−Mε,1|p) ,

|(m′(Mε,1 + σ(x−Mε,1))−m′(Mε,1))| ≤ CAm|x−Mε,1| (1+ |Mε,1|p + |x−Mε,1|p) .

Introducing this control in the definition of F1 we infer:

|F1| ≤ CAm
(

(1 + |Mε,1|p)M |c|ε,3 +M
|c|
ε,3+p

)
. (23)

2.2 Time-evolution for the second moment

Concerning the second centered moment, we compute

ε2Ṁ c
ε,2 =

∫
R
(x−Mε,1)2ε2∂tqε(·, x)dx− 2ε2Ṁε,1

∫
R
(x−Mε,1)qε(·, x)dx

= r

∫
R
(x−Mε,1)2(T̃ε[qε](x)− qε(·, x))dx

−
(∫

R
m(x)(x−Mε,1)2qε(·, x)dx− Iε,m

∫
R
(x−Mε,1)2qε(·, x)dx

)
= r

(∫
R
(x−Mε,1)2T̃ε[qε](x)dx−M c

ε,2

)
−
(∫

R
m(x)(x−Mε,1)2qε(·, x)dx− Iε,mM c

ε,2

)
.

We go now into the details of the right-hand side. For the first term, we compute:∫
R
(x−Mε,1)2T̃ε[qε](x)dx

=

∫
R

∫
R

∫
R

((
x− y + y′

2

)
+

(
y + y′

2
−Mε,1

))2

Γε

(
x− y + y′

2

)
qε(·,y)qε(·,y′)dydy′dx

=
ε2

2
+

∫
R

∫
R

(
(y −Mε,1) + (y′ −Mε,1)

2

)2

qε(·,y)qε(·,y′)dydy′

=
ε2

2
+
M c
ε,2

2
.

Eventually, we obtain:

ε2Ṁ c
ε,2 = r

[
ε2

2
−
M c
ε,2

2

]
−
(∫

R
m(x)(x−Mε,1)2qε(·, x)dx− Iε,mM c

ε,2

)
We proceed with the same expansion trick as above to compute the last term in parenthesis. We
have:∫

R
m(x)(x−Mε,1)2qε(·, x)dx = m(Mε,1)M c

ε,2 +m′(Mε,1)M c
ε,3

+

∫
R

∫ 1

0

(1− σ)m
′′
(Mε,1 + σ(x−Mε,1))(x−Mε,1)4dσ qε(·,x)dx,
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that we combine with (20) to yield:(∫
R
m(x)(x−Mε,1)2qε(·, x)dx− Iε,mM c

ε,2

)
= m′(Mε,1)M c

ε,3

+

∫
R

∫ 1

0

(1− σ)m
′′
(Mε,1 + σ(x−Mε,1))((x−Mε,1)4 − (x−Mε,1)2M c

ε,2)dσ qε(·,x)dx,

and finally:

ε2Ṁ c
ε,2 +

r

2
M c
ε,2 = r

ε2

2
+ F2, (24)

where F2 corresponds to the right-hand side of this latter identity and is controlled thanks to (H3)
by:

|F2| ≤ CAm
[
(1 + |Mε,1|p)

(
|M c

ε,2|2 +M c
ε,4

)
+(|Mε,1|+ |Mε,1|p+1)M

|c|
ε,3 +M

|c|
ε,4+p +M c

ε,2M
|c|
ε,2+p

]
. (25)

2.3 Time-evolution for higher-order moments

Finally, we compute a time-evolution equation for M c
ε,2k with k sufficiently large. Below, we shall

apply this computation with k = k0 fixed by (8). Similarly to the case of the second order moment,
we derive:

ε2Ṁ c
ε,2k =

∫
R
(x−Mε,1)2kε2∂tqε(·, x) dx− 2kε2Ṁε,1

∫
R
(x−Mε,1)2k−1qε(·, x) dx

= r

(∫
R
(x−Mε,1)2kT̃ε[qε](x)dx−M c

ε,2k

)
−
∫

R
m(x)(x−Mε,1)2kqε(·, x) dx+ Iε,mM

c
ε,2k

+ 2k(F1 +m′(Mε,1)M c
ε,2)M c

ε,2k−1

≤ r
[∫

R
(x−Mε,1)2kT̃ε[qε](x)dx−M c

ε,2k

]
+m(Mε,1)M c

ε,2k + (Iε,m −m(Mε,1))M c
ε,2k

+ 2k(F1 +m′(Mε,1)M c
ε,2)M c

ε,2k−1.

Here we have used the fact that m(x)(x−Mε,1)2k ≥ 0. Concerning the first term in the bracket
multiplied by r we have actually an algebra based on polynomial expansions. To compute this
term, we note that all odd moments of Γε vanish. By a scaling argument, we have also that the
2l moments of Γε read σlε

2l with a series of constants (σl)l∈N∗ independent of ε > 0 such that
σ1 = 1/2. We now compute∫

(x−Mε,1)2kT̃ε[qε](x)dx =

=

∫
R

∫
R

∫
R

((
x− y + y′

2

)
+

(
y + y′

2
−Mε,1

))2k

Γε

(
x− y + y′

2

)
qε(·,y)qε(·,y′)dydy′dx

=

k∑
l=0

2l∑
j=0

σk−lε
2(k−l) 1

4l

(
2k
2l

)(
2l
j

)∫
R

∫
R
(y −Mε,1)2l−j(y′ −Mε,1)jqε(·,y)qε(·,y′)dydy′

=
2

4k
M c
ε,2k +

k−1∑
l=0

2l∑
j=0

σk−lε
2(k−l) 1

4l

(
2k
2l

)(
2l
j

)
M c
ε,2l−jM

c
ε,j +

2k−2∑
j=2

1

4k

(
2k
j

)
M c
ε,2k−jM

c
ε,j ,

where we use the convention that M c
ε,0 = 1 and M c

ε,1 = 0. Eventually, we obtain:

ε2Ṁ c
ε,2k +

[
r

(
1− 2

4k

)
−m(Mε,1)

]
M c
ε,2k ≤ F2k (26)
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where

F2k ≤ 2k
(
|F1|+ CAm(|Mε,1|+ |Mε,1|p+1)M c

ε,2

)
|M c

ε,2k−1| [Time direvative of Ṁε,1]

+ CAmM
c
ε,2k

(
(1 + |Mε,1|p)M c

ε,2 +M
|c|
ε,2+p

)
[Remainder of Iε,m]

+

k−1∑
l=0

2l∑
j=0

σk−lε
2(k−l) 1

4l

(
2k
2l

)(
2l
j

)
M c
ε,2l−jM

c
ε,j

+

2k−2∑
j=2

1

4k

(
2k
j

)
M c
ε,2k−jM

c
ε,j .

2.4 The proof of Theorem 3

We are now in position to prove Theorem 3. We first recall the function Z̄ε given by (7). Due to
the local strict-convexity assumption on m, we have m′(Z̄ε) ≥ A0|Z̄ε| as long as Zε ∈ (−L,L). In
particular, thanks to Assumption (H4), we have Z̄ε(0) ∈ (−L,L). Hence, we have the following
decay

|Z̄ε(t)| ≤ exp(−A0t)|Z̄ε(0)|.
We note also here that we have the following classical result. Assume that Y ≥ 0 satisfies:

ε2Ẏ + kY ≤ F

with F ∈ L∞(0, T ). Then there holds:

|Y (t)| ≤
‖F‖L∞(0,T )

k
+Y (0)e

−kt
ε2 , ∀ t ∈ [0, T ]. (27)

Combining this property with the estimates obtained previously, we will prove Theorem 3. For
this, given ε > 0 and K0,K1,K2, (to be chosen below) we set:

Tε := sup{t ∈ [0,∞) s.t. (12)–(14) hold on [0, t]}.

Our aim is to find a K0,K1,K2 so that for small ε we have Tε = +∞. We show that such a choice
is possible with the following proposition:

Proposition 4 Assume (H1)–(H4) are in force. We can find K0, K1 and K2 large enough, such
that for δ ∈ (0, 1) and arbitrary small ε there holds:

i) Tε > 0

ii) if Tε ∈ (0,∞), we have

M c
ε,2k0(t) < K2ε

2k0 (28)∣∣M c
ε,2(t)− ε2

∣∣ < K1ε
2
(
ε1−δ + exp(−rt/2ε2)

)
(29)∣∣Mε,1(t)−Z̄ε(t)

∣∣ < K0ε
1−δ. (30)

on [0, Tε].

We notice that the inequalities in (12)–(14) are ≤ while in (28)–(30) they are <. With the above
proposition, we may conclude by a standard contradiction argument that (12)-(13)-(14) hold on
[0,∞) since Mε,1, M c

ε,2 and M c
ε,2k0

are time-continuous.

Proof. Thanks to assumption (H4), item i) only amounts to choosing K0,K1,K2 sufficiently
large w.r.t. initial data. Indeed, by the second part of (H4), we have M c

ε,2k0
(0) ≤ C1ε

2k0 so that
we have (12) on some initial time-interval whenever K2 > C1. Then, by interpolation, we have

|M c
ε,2(0)− ε2| ≤ (C

1
k 0
1 + 1)ε2.
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Since the right-hand side of (13) is larger than K1ε
2 intially, we conclude that (13) holds on some

initial time-interval whenever K1 > (C
1
k 0
1 + 1). Finally, Mε,1(0) − Z̄ε(0) = 0 so that (14) is also

true for t small and K0 arbitrary.

We focus now on the proof of item ii). For the proof, we assume that K0,K1,K2 are constructed
and we explain the restrictions that they must satisfy so that our computations hold true. We
emphasize that we shall choose first K1 depending on data C1, then K2 depending on K1, C1 and
finally K0 depending on K1, L. We restrict ε according to K2,K0 and L. We fix some time Tε > 0
such that (12)–(14) hold true on [0, Tε]. We note first that with (13)–(14) we have directly, when
ε is sufficiently small:

|Mε,1(t)| ≤ L, |M c
ε,2(t)| ≤ 2K1ε

2 on (0, Tε). (31)

Fixing from now on that K2 > 2K1 the control (12)–(13) also entails that

M
|c|
ε,l ≤ K

l−2
2k0−2

2 (2K1)
2k0−l
2k0−2 εl ≤ K2ε

l , ∀ l ∈ {2, . . . , 2k0 − 1}. (32)

We start now with the computation of M c
2 by noting that (24) rewrites:Ṁ c

ε,2 +
r

2ε2
M c
ε,2 =

r

2
+

2

ε2
F2

M c
ε,2(0) = αε,0ε

2,
(33)

where, αε,0 ≤ C1 and

|F2| ≤ CAm
[
(1 + |Mε,1|p)

(
|M c

ε,2|2 +M c
ε,4

)
+ (|Mε,1|+ |Mε,1|p+1)M

|c|
ε,3 +M

|c|
ε,4+p +M c

ε,2M
|c|
ε,2+p

]
.

Plugging the controls (31)–(32) into this identity we obtain that, on (0, Tε), we have:

|F2| ≤ CAm
[
(1 + Lp)

(
K2

2ε
4 +K2ε

4
)

+ (L+ Lp+1)K2ε
3 +K2ε

4+p +K2
2ε

4+p
]

≤ CAm(1 + Lp+1)K2
2ε

3.

By direct integration of (33) we conclude that:

M c
ε,2(t) = αε,0ε

2 exp
[
− r

2ε2
t
]

+

∫ t

0

exp
[ r

2ε2
(σ − t)

] [r
2

+
2

ε2
F2(σ)

]
dσ

= ε2 + ε2(αε,0 − 1) exp
[
− r

2ε2
t
]

+
2

ε2

∫ t

0

exp
[ r

2ε2
(σ − t)

]
F2(σ)dσ.

We also note that the bound above on F2(t) leads to∣∣∣∣ 2

ε2

∫ t

0

exp
[ r

2ε2
(σ − t)

]
F2(σ)dσ

∣∣∣∣ ≤ 4

r
CAm(1 + Lp+1)K2

2ε
3

≤ K1

2
ε3−δ,

when ε is sufficiently small. We obtain finally that, provided ε is sufficiently small

|M c
ε,2(t)− ε2| ≤ ε2(C1 + 1) exp

[
− r

2ε2
t
]

+
K1

2
ε3−δ,

and we have (29) if K1 is chosen sufficiently large with respect to C1.

We can then rewrite (26) thanks to (8) and (31):

ε2Ṁ c
ε,2k0 + ηM c

ε,2k0 ≤ F2k0 , (34)

11



where we recall that:

F2k0 ≤2k0

(
|F1|+ CAm(|Mε,1|+ |Mε,1|p+1)M c

ε,2

)
|M c

ε,2k0−1|

+ CAmM
c
ε,2k0

(
(1 + |Mε,1|p)M c

ε,2 +M
|c|
ε,2+p +M2

ε,1 +Mp+2
ε,1

)
+

k0−1∑
l=0

2l∑
j=0

σk0−lε
2(k0−l) 1

4l

(
2k0

2l

)(
2l
j

)
M c
ε,2l−jM

c
ε,j +

2k0−2∑
j=2

1

4k0

(
2k0

j

)
M c
ε,2k0−jM

c
ε,j ,

with
|F1| ≤ CAm((1 + |Mε,1|p)M |c|ε,3 +M

|c|
ε,3+p).

Introducing again Assumption (H4), (31) and (32) we obtain that:

2k0

(
|F1|+ CAm(|Mε,1|+ |Mε,1|p+1)M c

ε,2

)
|M c

ε,2k0−1|

+ CAmM
c
2k0

(
(1 + |Mε,1|p)M c

ε,2 +M
|c|
ε,2+p

)
≤ CAm(1 + Lp+1)K2

2ε
2k0+1.

Choosing ε sufficiently small, we can then make the left-hand side of this inequality smaller than
αK2ε

2k0 with α arbitrary small. Concerning the last line of F2k0 we use the first interpolation
inequalities in (32) (since this quantity only involves moments of order less than 2k0 − 1) to yield
(we recall that we keep only larger powers of K1,K2 since they are assumed larger than 1):

2k0−2∑
j=2

1

4k0

(
2k0

j

)
M c
ε,2k0−jM

c
ε,j +

k0−1∑
l=0

2l∑
j=0

σk0−lε
2(k0−l) 1

4l

(
2k0

2l

)(
2l
j

)
M c
ε,2l−jM

ε,c
j

≤ Ck0K
2k0
k0−1

1 K
k0−2
k0−1

2 ε2k0

We point out that the constant Ck0 depends on k0 also through the explicit quantities σ1, . . . , σk0 .
Finally, we can choose K2 large with respect to K1 to conclude that:

F2k0 ≤
η

2
K2ε

2k0 on (0, Tε).

Integrating (34) and using Assumption (H4) entails that:

M c
ε,2k(t) ≤ C1ε

2k0 +
K2

2
ε2k0 ,

and we have (28) when K2 is again sufficiently large with respect to C1.

We end up with the computation of Mε,1. We can rewrite (22) as follows

Ṁε,1 +m′(Mε,1) = F̃1(t)

where thanks to (12), (13) and (31):

|F̃1(t)| ≤ |F1|
ε2

+
1

ε2
|m′(Mε,1)| |M c

ε,2 − ε2| ≤ CAm(1 + Lp+1)K1

(
ε1−δ + exp(−rt/2ε2)

)
.

Hence N1 = Mε,1 − Z̄ε satisfies

Ṅ1 +m′′(Z̄ε)N1 = F̃1 − (m′(Mε,1)−m′(Z̄ε)−m′′(Z̄ε)N1), N1(0) = 0.

Moreover, we can write m′(Mε,1) −m′(Z̄ε) = m′′(Zθ)N1 for some Zθ between min(Mε,1, Z̄ε) and
max(Mε,1, Z̄ε) and use again a finite difference theorem to compute m′′(Zθ)−m′′(Z̄ε). This entails
thanks to (14):

|m′(Mε,1)−m′(Z̄ε)−m′′(Z̄ε)N1| ≤ CmK0ε
1−δ|N1|.
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with a constant Cm depending on m
′′′
. Consequently, we have by a standard energy estimate

d

dt

[
|N1|2

2

]
+A0|N1|2 ≤ (F̃1 + CmK0ε

1−|N1|)N1.

Eventually, we obain that, for ε sufficiently small:

|N1(t)|2

2
≤ C

A0

∫ t

0

exp(−A0(t− s))|F̃1(s)|2ds

≤ CA2
m(1 + Lp+1)2K2

1

A0

(∫ t

0

exp(−A0(t− s))ε2(1−δ)ds+

∫ t

0

exp(−rs/ε2)ds

)
≤ CA2

m(1 + Lp+1)2K2
1

A0

(
ε2(1−δ)

A0
+
ε2

r

)
We obtain (14) provided K0 is chosen sufficiently large with respect to K1, A0 and L. This concludes
the proof.

3 Wasserstein estimates; The proof of Theorem 2-(i).

In this section, we assume that qε is a global solution to (4) with sufficiently large bounded moments.
We assume that the conclusions of Theorem 3 hold true and we recall that notations gε, Z̄ε are
defined in the introduction. Again, we use throughout the section the symbol C for a harmless
constant that may vary between lines. We reserve the symbol K for a constant that depend only
on L, K0, K1 and K2. This constant may also vary between lines.

We first remark that gε solves

ε2∂tgε(t, x) = r(T̃ [gε](t, x)− gε(t, x))− (x− Z̄ε(t))m′(Z̄ε(t))gε(t, x). (35)

We will use below that the last term writes:

(x− Z̄ε)m′(Z̄ε) = m(x)−m(Z̄ε)− rm[Z̄ε](x)(x− Z̄ε)2

where:
|rm[Z̄ε](x)| ≤ CAm

(
1 + |Z̄ε|p + |x− Z̄ε|p

)
.

We also define

ḡε(t, x) =
1√
2πε

exp

(
− (x−Mε,1(t))2

2ε2

)
(36)

with Mε,1 given by (5).

We propose now to derive some duality estimates for the difference (qε − gε) by computing:

Iφ(t) =

∫
R
φ(x)(qε(t, x)− gε(t, x))dx,

for arbitrary lipschitz bounded (possiblity smooth) test-function such that φ(0) = 0. Multiplying
(4) and (35) by φ and taking the difference, we get

ε2İφ = rTr − rIφ − Ts, (37)

where

Tr =

∫
R
φ(T̃ε[qε]− T̃ε[gε]),

Ts =

(∫
R
mqεφ−

∫
R
mgεφ

)
−
[(∫

R
mqε

)(∫
R
qεφ

)
−m(Z̄ε)

(∫
R
gεφ

)]
−
∫

R
(x− Z̄ε)2rm[Z̄ε](x)gε(·, x)φ(x)dx

= T (a)
s − T (b)

s +T (c)
s .
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We proceed by controlling now Tr and Ts. Concerning Tr, we write

Tr =

∫
R
φ(T̃ε[qε]− T̃ε[ḡε]) +

∫
R
φ(T̃ε[ḡε]− T̃ε[gε]).

For the first term in Tr we use Tanaka’s estimate [29, Appendix 4.2] and obtain∣∣∣∣∫
R
φ(T̃ε[qε]− T̃ε[ḡε])

∣∣∣∣ ≤ ‖φ′‖L∞W1(T̃ε[qε], T̃ε[ḡε]) ≤ ‖φ′‖L∞W2(T̃ε[qε], T̃ε[ḡε])

≤ ‖φ
′‖L∞√

2
W2(qε, ḡε) ≤

‖φ′‖L∞√
2

(W2(qε, gε) +W2(gε, ḡε)) ,

where:

W2(gε, ḡε) ≤
(∫

R

∫
R
|x1 − x2|2gε(x1)ḡε(x2)dx1dx2

) 1
2

≤ C
(∫

R

∫
R
|(x1 − Z̄ε)− (x2 −Mε,1)|2gε(·,x1)ḡε(·,x2)dx1dx2

) 1
2

+ C|Mε,1 − Z̄ε|

≤ C
(

2

∫
R

∫
R
(|x1 − Z̄ε|2 + |x2 −Mε,1|2)gε(·,x1)ḡε(·,x2)dx1dx2

) 1
2

+ C|Mε,1 − Z̄ε|

≤ Cε+ C|Mε,1 − Z̄ε|.

Furthermore, for any π in the transference plane between qε and gε, we have∫
R

∫
R
|x1 − x2|2dπ(x1, x2)

≤
(∫

R

∫
R
|x1 − x2|dπ(x1, x2)

) 2
3
(∫

R

∫
R
|x1 − x2|4dπ(x1, x2)

) 1
3

≤ C
(∫

R

∫
R
|x1 − x2|dπ(x1, x2)

) 2
3

([∫
R

∫
R
(|x1 −Mε,1|4 + |x2 − Z̄ε|4)dπ(x1, x2)

] 1
3

+|Mε,1 − Z̄ε|
4
3

)
≤ c20

(∫
R

∫
R
|x1 − x2|dπ(x1, x2)

)2

+ C

(
M c
ε,4 + ε4 + |Mε,1 − Z̄ε|4

c20

) 1
2

where c0 can be chosen arbitrarily small. With a classical inf argument, we obtain

W2(qε, gε)
2 ≤ c20W1(qε, gε)

2 + C

(
M c
ε,4 + ε4 + |Mε,1 − Z̄ε|4

c20

) 1
2

.

It follows that

W2(qε, gε) ≤ c0W1(qε, gε) + C

(
M c
ε,4 + ε4 + |Mε,1 − Z̄ε|4

c20

) 1
4

.

and ∣∣∣∣∫ φ(T̃ε[qε]− T̃ε[ḡε])
∣∣∣∣ ≤ ‖φ′‖L∞

(
c0W1(qε, gε) + C

(
ε+ |Mε,1 − Z̄ε|+ (M c

ε,4)
1
4

c
1
2
0

))
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To control the second term in Tr, we can simply use

T̃ε[ḡε] = ḡε, T̃ε[gε] = gε.

We then obtain with a similar decomposition of W1(ḡε, gε) as previously:∣∣∣∣∫
R
φ(T̃ε[ḡε]− T̃ε[gε])

∣∣∣∣ =

∣∣∣∣∫
R
φ(ḡε − gε)

∣∣∣∣ ≤ ‖φ′‖L∞W1(ḡε, gε) ≤ C(ε+ |Mε,1 − Z̄ε|)

and

|Tr| ≤ ‖φ′‖L∞
[
c0W1(qε, gε) + C

(
ε+ |Mε,1 − Z̄ε|+ (M c

ε,4)
1
4

c
1
2
0

)]
.

Introducing the result of Theorem 3 we conclude that:

|Tr| ≤ ‖φ′‖

[
c0W1(qε, gε) +

K

c
1/2
0

ε1−δ

]
(38)

where K is a constant that depend only on L, K0, K1 and K2.

We turn to estimating Ts. We use below without mention the controls induced by Theorem 3.

Concerning T
(c)
s , we apply (H3) to bound m

′′
and we have:

|T (c)
s | ≤CAm

∫
R
(1 + |Z̄ε|p + |x− Z̄ε|p)|x− Z̄ε|2(|φ(Z̄ε)|+ |φ(x)− φ(Z̄ε)|)gε(·,x)dx

≤CAm‖φ′‖L∞
(

(1 + |Z̄ε|p)
∫

R
|x− Z̄ε|3gε(x)dx+ (1 + |Z̄ε|p)|Z̄ε|

∫
R
|x− Z̄ε|2gε(·,x)dx

+|Z̄ε|
∫

R
|x− Z̄ε|p+2gε(·,x)dx+

∫
R
|x− Z̄ε|p+3gε(·,x)dx

)
≤CAm‖φ′‖L∞(1 + |Z̄ε|p+1)ε2.

Eventually, we conclude that:

|T (c)
s | ≤ K‖φ′‖L∞ε2. (39)

Concerning T
(b)
s , we have∣∣∣∣T (b)

s −m(Z̄ε)

∫
R
(qε − gε)φ

∣∣∣∣ ≤ ∣∣∣∣∫
R
(m−m(Z̄ε))qε

∣∣∣∣ ∣∣∣∣∫
R
qεφ

∣∣∣∣
where, applying Taylor expansion of m in Z̄ε :∣∣∣∣∫

R
(m−m(Z̄ε))qε

∣∣∣∣ ≤ ∫ |rm[Z̄ε](x)|(x− Z̄ε)2qε(·,x)dx+ |m′(Z̄ε)||Mε,1 − Z̄ε|

≤ CAm
(∫

R

(
(1 + |Z̄ε|p)|x− Z̄ε|2 + |x− Z̄ε|p+2

)
qε(·,x)dx

)
+K|Mε,1 − Z̄ε|

≤ CAm
(

(1 + |Z̄ε|p)(M c
ε,2 + |Mε,1 − Z̄ε|2) +M

|c|
ε,2+p + |Mε,1 − Z̄ε|2+p

)
+K|Mε,1 − Z̄ε|,

and, with a standard Jensen inequality:∣∣∣∣∫
R
qεφ

∣∣∣∣ ≤ ‖φ′‖L∞ (∫
R
qε(·,x)|x|2dx

) 1
2

≤ ‖φ′‖L∞
∣∣M c

ε,2 +M2
ε,1

∣∣ 12 ≤ K‖φ′‖L∞ .
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This entails : ∣∣∣T (b)
s −m(Z̄ε)Iφ

∣∣∣ ≤ Kε1−δ‖φ′‖L∞ . (40)

Finally we compute the third term, that is

T (a)
s =

∫
R
m(qε − gε)φ =

∫
R
mqεφ−

∫
R
mgεφ.

We use again Taylor expansion∣∣∣∣∫
R
mqεφ−m(Mε,1)

∫
R
qεφ

∣∣∣∣
=

∣∣∣∣∫
R
rm[Mε,1](x)(x−Mε,1)2qε(·,x)φ(x)dx+m′(Mε,1)

∫
R
(x−Mε,1)qε(·,x)φ(x)dx

∣∣∣∣
≤ Kε‖φ′‖L∞ .

Proceeding similarly with gε centered in Z̄ε we end up with∣∣∣∣T (a)
s − (m(Mε,1)−m(Z̄ε))

∫
qεφ−m(Z̄ε)Iφ

∣∣∣∣ ≤ Kε‖φ′‖L∞ . (41)

Combining (39)-(40)-(41), we obtain

|Ts| ≤ Kε1−δ‖φ′‖L∞ .

Eventually, we conclude that

ε2İφ+rIφ = F

where

|F | ≤ ‖φ′‖L∞
[
rc0W1(qε, gε) +

K

c
1/2
0

ε1−δ

]
.

Applying the property (27), we conclude that

|Iφ(t)| ≤ Iφ(0) +
1

r
sup
(0,t)

|F (t)|

≤ ‖φ′‖L∞
(
W1(qε,0, gε,0) + c0 sup

(0,t)

W1(qε(t, ·), gε(t, ·)) +
K

rc
1/2
0

ε1−δ

)
.

Applying a sup argument on φ ∈ C1
b (R) such that ‖φ′‖L∞ ≤ 1 and then on t ∈ [0, T ] (for fixed

T <∞) we obtain that

sup
[0,T ]

W1(qε(t, ·), gε(t, ·)) ≤W1(qε,0, gε,0) + c0 sup
(0,T )

W1(qε(t, ·), gε(t, ·)) +
K

rc
1/2
0

ε1−δ

and thus, since c0 can be chosen arbitrary small, we obtain

sup
[0,T ]

W1(qε(t, ·), gε(t, ·)) ≤ K
(
W1(qε,0, gε,0) + ε1−δ) .

This ends the proof of (i).
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4 Approximation of the population size ρε; the proof of The-
orem 2-(ii)

In this section we provide the proof of Theorem 2-(ii), that is the approximation of the total
population size ρε and the convergence of nε as ε→ 0.

(a) The approximation of ρε. We integrate the first line of (1) with respect to x to obtain

ε2 d

dt
ρε = ρε

(
r −

∫
R
m(y)qε(t, y)dy − κρε

)
. (42)

We use this equation to prove the second statement of Theorem 2 in two steps.
Step 1. We first prove that∫

R
m(y)qε(t, y)dy = m

(
Z(t)

)
+O(ε1−δ). (43)

We use the Taylor expansion (18) for f = m at z = Mε,1 to find∫
R
m(y)qε(t, y)dy =m(Mε,1(t))

∫
R

qε(t, y)dy +m′(Mε,1(t))

∫
R
(y −Mε,1(t))qε(t, y)dy

+

∫
R
(y −Mε,1(t))2rm[Mε,1(t)](y)qε(t, y)dy

=m(Mε,1(t)) +

∫
R
(y −Mε,1(t))2rm[Mε,1(t)](y)qε(t, y)dy.

Combining this equality with (19) we obtain∣∣ ∫
R
m(y)qε(·,y)dy −m(Mε,1)

∣∣ ≤ C ∫
R
(y −Mε,1)2

(
1 + |Mε,1|p + |y −Mε,1|p

)
qε(t, y)dy.

Note from (H4), (7) and (14) that, for ε small enough,

|Mε,1(t)| ≤ L, for all t ∈ R+.

We deduce that∣∣ ∫
R
m(y)qε(t, y)dy −m(Mε,1(t))

∣∣ ≤C(1 + Lp)

∫
R
(y −Mε,1(t))2qε(t, y)dy

+

∫
R
(y −Mε,1(t))2+pqε(t, y)dy.

We next use (13) and (12) to obtain that∣∣ ∫
R
m(y)qε(t, y)dy −m(Mε,1(t))

∣∣ ≤ Cε2,

for ε small enough and up to changing the constant C. In order to prove (43) we next compare
Mε,1(t) with Z(t). To this end we first recall from (14) that

|Mε,1(t)− Zε(t)| ≤ K0ε
1−δ.

Next we subtract (9) from (7) to find that

d

dt

(
Zε(t)− Z(t)

)
= −m′(Zε(t)) +m′(Z(t)) = −m′′(θ(t))(Zε(t)− Z(t)),
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with

θ(t) ∈ [min(Zε(t), Z(t)),max(Zε(t), Z(t))] ⊂ [−L,L].

From this equality together with Assumption (H1) we deduce that

|Zε(t)− Z(t)| ≤ e−A0t|Zε(0)− Z(0)| ≤ Cεe−A0t.

Combining the inequalities above we obtain that

|m(Mε,1(t))−m(Z(t))| = O(ε1−δ),

and hence

sup
[0,T ]

∣∣ ∫
R
m(y)qε(t, y)dy −m(Z(t))

∣∣ = O(ε1−δ).

Step 2. We next prove (11). To this end, we first notice, thanks to (42) and (43), that we have

ε2 d

dt
ρε = ρε

(
r −m(Z)− κρε +O(ε1−δ)

)
.

We then define

Jε :=
1

ρε
.

Replacing this in the equation on ρε we obtain the following linear equation

ε2 d

dt
Jε = κ− Jε

(
r −m(Z) +O(ε1−δ)

)
.

We solve this equation to obtain

Jε(t) = Jε(0)e−
1
ε2

∫ t
0

(
r−m(Z(s))+O(ε1−δ)

)
ds +

κ

ε2

∫ t

0

e−
1
ε2

∫ t
τ

(
r−m(Z(s))+O(ε1−δ)

)
dsdτ. (44)

We next use (H5), (7) and (H2) to obtain that there exists a positive constant a0 such that, for ε
small enough,

r −m(Z(s)) +O(ε1−δ) ≥ a0, for all s ∈ R+.

We deduce that

Jε(0)e−
1
ε2

∫ t
0

(
r−m(Z(s))+O(ε1−δ)

)
ds ≤ 1

ρε(0)
e−

a0t

ε2 .

To control the second term in the r.h.s. of (44) we let t ≥ εβ , with β ∈ (1, 2), and we write

κ

ε2

∫ t

0

e−
1
ε2

∫ t
τ

(
r−m(Z(s))+O(ε1−δ)

)
dsdτ =

κ

ε2

∫ t−εβ

0

e−
1
ε2

∫ t
τ

(
r−m(Z(s))+O(ε1−δ)

)
dsdτ

+
κ

ε2

∫ t

t−εβ
e−

1
ε2

∫ t
τ

(
r−m(Z(s))+O(ε1−δ)

)
dsdτ

=Jε,1 + Jε,2.

We control each of these terms separately. To control the first term we write

Jε,1 =
κ

ε2

∫ t−εβ

0

e−
1
ε2

∫ t
τ

(
r−m(Z(s))+O(ε1−δ)

)
dsdτ ≤ κ

ε2

∫ t−εβ

0

e−
1
ε2
a0(t−τ)dτ

≤ κ

a0

(
e−

a0
ε2−β − e−

a0t

ε2
)
≤ κ

a0
e−

a0
ε2−β .
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To control Jε,2 we use the fact that

|m(Z(s))−m(Z(t))| ≤ Cεβ , for all s ∈ [t− εβ , t].

Up to changing the constant C, we deduce that, since β > 1 :

Jε,2(t) =
κ

ε2

∫ t

t−εβ
e−

1
ε2

∫ t
τ

(
r−m(Z(s))+O(ε1−δ)

)
dsdτ

≤ κ

ε2

∫ t

t−εβ
e−

1
ε2

(
r−m(Z(t))−Cε1−δ

)
(t−τ)dτ

≤ κ

r −m(Z(t))− Cε1−δ
.

We similarly find

Jε,2(t) =
κ

ε2

∫ t

t−εβ
e−

1
ε2

∫ t
τ

(
r−m(Z(s))+O(ε1−δ)

)
dsdτ

≥ κ

ε2

∫ t

t−εβ
e−

1
ε2

(
r−m(Z(t))+Cε1−δ

)
(t−τ)dτ

=
κ

r −m(Z(t)) + Cε1−δ

(
1− e−

r−m(Z(t))+Cε1−δ

ε2−β
)
.

Using again (H5), (7) and (H2) , when ε is chosen small enough, we have

r −m(Z(t)) + Cε1−δ ≥ a0/2,

which implies that

Jε,2(t) ≥ κ

r −m(Z(t)) + Cε1−δ

(
1− e−

a0
2ε2−β

)
,

and hence
|Jε,2(t))− κ

r −m(Z(t))
| = O(ε1−δ).

Combining the inequalities above we obtain that

|Jε(t)−
κ

r −m(Z(t))
| ≤ O(ε1−δ) +

( 1

ρε(0)
+

κ

a0

)
e−

a0
ε2−β , for all t ≥ εβ .

We deduce that, for all t ≥ εβ ,

|ρε(t)−
r −m(Z(t))

κ
| ≤ ρε(t)

(
r −m(Z(t))

κ

)(
O(ε1−δ) +

( 1

ρε(0)
+

κ

a0

)
e−

a0
ε2−β

)
.

We next apply the maximum principle to (42) and use Assumption (H6) to obtain that

ρε(t) ≤ max(ρM , r), for all t ≥ 0.

We also recall from Assumption (H6) that ρε(0) ≥ ρm > 0. We conclude that

∣∣ρε(t)− r −m(Z(t))

κ

∣∣ = O(ε1−δ), for all t ≥ εβ .

(b) The convergence of nε as ε→ 0. From the definition of qε and thanks to the convergence
of ρε which was established in the paragraph above, it is enough to prove that qε converges in
C((0,∞);M1(R)) to ∂(x − Z(t)). We next notice from the definition of gε that it converges in
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C((0,∞);M1(R)) to ∂(x − Z(t)). The idea is then to use the estimate (10) to prove that qε and
gε have the same limit.

Let φ : R→ R be a Lipschitz continuous function. We compute, for all t ∈ R+ and using (10),

∣∣ ∫
R
φ(x)(qε(t, x)− gε(t, x))dx

∣∣ ≤ ‖φ′‖L∞W1(qε, gε) ≤ K‖φ′‖L∞
(
W1(qε,0, gε,0) + ε1−δ) . (45)

We next estimate W1(qε,0, gε,0). To this end, we will use the following triangular inequality

W1(qε,0, gε,0) ≤W1(qε,0, ∂(· − x0)) +W1(gε,0, ∂(· − x0)).

Again from the definition of gε, it is immediate that the second term in the r.h.s. of the inequality
above tends to 0, as ε→ 0. We prove the same property for the first term. We first compute, using
the Cauchy-Schwartz inequality,

W1(qε,0, ∂(· −Mε,1(0))) ≤
∫
|y−Mε,1(0)|qε,0(y)dy ≤

(∫
|y−Mε,1(0)|2qε,0(y)dy

)1/2

=
√
Mε,2(0).

We then use Assumption (H4) to obtain that

W1(qε,0, ∂(· −Mε,1(0)))→ 0, as ε→ 0.

Combining this property with Assumption (H6) we deduce that

W1(qε,0, ∂(· − x0))→ 0, as ε→ 0.

and hence
W1(qε,0, gε,0)→ 0, as ε→ 0.

This concludes the proof thanks to (45).

5 A comparison with a model with an asexual reproduction
term

A closely related model, considering an asexual reproduction and including mutations, is written
ε∂tnε = pMε[nε] + (r −m(x)− κρε(t))nε,
ρε(t) =

∫
R nε(t, y)dy,

nε(0, x) = nε,0(x).

(46)

where

Mε[nε](x) =

∫
Gε(x− y)

(
nε(t, y)− nε(t, x)

)
dy, Gε(x) =

1

ε
G(
x

ε
).

A typical example of Gε is a normal distribution with variance of order ε2, for instance Γε. Here,
since each offspring has a single parent, contrary to model (1) the reproduction is modeled via
linear terms. The parameter r corresponds to the clonal birth rate of individuals of trait x and
m(x) represents a trait-dependent death rate. The term Mε models the mutations which arise with
rate p. The function Gε corresponds to the mutation law. The small parameter ε is introduced to
rescale the mutation size, such that we consider small mutational effects. It is shown in previous
works [25, 1, 17] and under suitable assumptions that, as ε → 0, the phenotypic density nε has a
similar behavior to the one observed in Theorem 2 in the case of model (1). It indeed converges to
a measure n, with

n(t) = ρ(t)∂(x− x(t)).

20



Under suitable assumptions [17, 23], the dynamics of x(t) can also be described via an ordinary
differential equation

d

dt
x(t) = −A(t)m′(x(t)).

This equation can be compared to (9), with the difference that here the coefficient in front of the
gradient of the growth rate, A(t), is time dependent. This dependency with respect to time comes
from the fact that the dominant term of the variance of the phenotypic distribution corresponding
to (46) varies with time, unlike to the model (1) (see (13)). The dynamics of this coefficient A(t)
is rather complex and can be obtained via a Hamilton-Jacobi equation with constraint. The usual
method to study (46) is indeed via an approach based on Hamilton-Jacobi equations, the first step
being to perform a Hopf-Cole transformation

nε(t, x) = exp
(uε(t, x)

ε

)
.

It can be shown [25, 1] that uε converges, as ε → 0, to a continuous function u, which solves the
following Hamilton-Jacobi equation in the viscosity sense

∂tu(t, x) = p

∫
R
G(h)e

∂
∂xu(t,x)hdh+ r −m(x)− κρ(t), (t, x) ∈ R+ × R,

maxx∈R u(t, x) = 0, x ∈ R,

u(0, x) = u0(x),

(47)

where ρ is the limit of ρε as ε → 0. The function u relates to the phenotypic density n via the
following relation

supp n(t, ·) ⊂ {x |u(t, x) = 0}.
Under some global concavity assumptions [17, 23] one can prove that the set above has a single
point x(t) and hence

n(t, x) = ρ(t)∂(x− x(t)).

The coefficient A(t) is then given by the following formula

A(t) = − 1
∂2

∂x2u(t, x(t))
.

One can wonder whether the moment-based approach introduced in this article can allow to obtain
similar results in the case of model (46) providing in this way a direct proof, rather than using
Hamilton-Jacobi equations. We will explain below why the complexity of the dynamics in the
model with asexual reproduction does not allow to apply the direct method presented above.

In order to keep the computations more straightforward and to highlight the main arguments
we will focus on the following particular death rate

m(x) = sx2.

We also assume that G is symmetric, that is

G(x) = G(−x), for all x ∈ R.

We then define qε similarly to Section 1:

qε(t, x) =
nε(t, x)

ρε(t)
.

Replacing this in (46) we obtainε∂tqε = pMε[qε] +

(
−m(x) +

∫
R
m(y)qε(·, y)dy

)
qε,

qε(0, x) =
nε,0(x)
ρε(0) .

(48)
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We also define Mε,i and M c
ε,i similarly to Section 1. We next derive the equations on the first and

the second order moments Mε,1 and M c
ε,2, similarly to Section 2.

To derive an equation on Mε,1, we first compute∫
R
xMε[qε](x)dx =

∫
R

∫
R
x
(
qε(·,x+ εh)− qε(·,x)

)
G(h)dhdx

=

∫
R

∫
R
(x+ εh)qε(·,x+ εh)G(h)dhdx−

∫
R

∫
R
xqε(·,x)G(h)dhdx

− ε
∫

R

∫
R
hqε(·,x+ εh)G(h)dhdx

=− ε
∫

R
hG(h)dh = 0.

Note that here we have used the fact that G is symmetric. We next multiply (48) by x and integrate
with respect to x to obtain

εṀε,1 =−s
∫

R
x3qε(·,x)dx+ s

∫
R
x2qε(·,x)dxMε,1

=− s
∫

R
(x−Mε,1 +Mε,1)3qε(·,x)dx+ s

∫
R
(x−Mε,1 +Mε,1)2qε(·,x)dxMε,1

=− 2sMε,1M
c
ε,2 − sM c

ε,3

=−m′(Mε,1)M c
ε,2 − sM c

ε,3.

Therefore, Mε,1 solves an equation with similar structure to (22), that is

εṀε,1+m′(Mε,1)M c
ε,2 = F1 = −sM c

ε,3,

where the r.h.s. is a priori of upper order term in ε. The equation on Mε,1 is not indeed the one
that leads to difficulty.

We next compute the equation solved by M c
ε,2. To this end, we first compute∫

R
(x−Mε,1)2Mε[qε](x)dx =

∫
R

∫
R
(x−Mε,1)2

(
qε(·,x+ εh)− qε(·,x)

)
G(h)dhdx

=

∫
R

∫
R
x2
(
qε(·,x+ εh)− qε(·,x)

)
G(h)dhdx

=

∫
R

∫
R
(x+ εh− εh)2qε(·,x+ εh)G(h)dhdx−

∫
R

∫
R
x2qε(·,x)G(h)dhdx

=− 2εMε,1

∫
R
hG(h)dh+ ε2

∫
R
h2G(h)dh

=ε2σ,

where σ denotes the variance of the distribution G. We next multiply (48) by (x −Mε,1)2 and
integrate with respect to x to obtain

εṀ c
ε,2 =pσε2 − s

∫
R
(x−Mε,1)2x2qε(·,x)dx+ s

∫
R
x2qε(·,x)dxM c

ε,2

=pσε2 − s
∫

R
(x−Mε,1)2(x−Mε,1 +Mε,1)2qε(·,x)dx

+ s

∫
R
(x−Mε,1 +Mε,1)2qε(·,x)dxM c

ε,2.

We deduce that
εṀ c

ε,2 = pσε2 − sM c
ε,4 − 2sM c

ε,3Mε,1 + s(M c
ε,2)2. (49)
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Here the structure of the equation is different from (24). The dissipative term that allowed us to
close the equation is not present here (i.e. the equation is not written in the form εṀ c

ε,2+CM c
ε,2 = F

with C ∈ (0,∞) ). Moreover, all the terms on the r.h.s. of (49) may potentially be of the same
order and could equally contribute to the dynamics of M c

ε,2 (see [22, 21, 13]). We hence do not
expect to be able to close the equations of the moments at this stage. The dynamics of moments
of order 3 and 4 are indeed driven by the solution to the Hamilton-Jacobi equation (47) [21, 13].

A The Cauchy problem; the proof of Proposition 1

In this section, we focus on the Cauchy theory analyzed on Proposition 1. This issue is tackled
previously in [29], when the trait dependency is only included in the reproduction kernel Tε, or in
[27] on bounded domains. For completeness, we explain here how the arguments may be adapted
to our framework. We shall in particular detail the issues related to the boundedness of m. This
rate is classically assumed quadratic and thus unbounded while this makes the analysis surprisingly
more difficult.

In the whole section we fix ε = 1 since this has no influence on our computations and we drop
all ε in notations. Also, we focus on the case of a smooth mortality rate m satisfying (H0) and
(H3) (the other assumptions have no influence here). The outline of the appendix is as follows.
Firstly, we provide a definition of solution to (1) and analyze its properties. Then, we show that
existence of solutions in case m is bounded reduces to a classical application of Cauchy-Lipschitz
theorem and tackle the existence of solutions in case m is unbounded. We conclude by obtaining
uniqueness of solutions with a sufficiently large number of bounded moments.

A.1 What is a solution to (1) ?

From now on k ∈ (1,∞) is fixed. We denote then wk(x) = (1 + |x|)k and

Xk :=

{
n ∈ L1(R) s.t.

∫
R
wk(x)|n(x)|dx <∞

}
.

This is a Banach space endowed with the norm:

‖n‖Xk :=

∫
R
wk(x)|n(x)|dx.

Inside Xk we denote:

Uk :=

{
n ∈ Xk s.t.

∫
R
n(x)dx 6= 0

}
.

Clearly Uk is an open subset of Xk. We denote also below Cb(O) the set of bounded continuous
functions on O endowed with its classical L∞-norm. We recall the definition of the mapping T :

T [n(t, ·)](x) =

∫
R

∫
R

Γ

(
x− (y + y′)

2

)
n(t, y)

n(t, y′)

ρ(t)
dydy′.

For the following analysis, we define solutions to (1) as follows

Definition 5 Given n0 ∈ Xk ∩ Cb(R) and T0 > 0, we say that n is a solution to (1) on (0, T0) if

• n ∈ Cb([0, T0]× R) ∩ L∞((0, T0);Xk) with n(t, ·) ∈ Uk for all t ∈ (0, T0),

• for all x ∈ R the restriction n(·, x) solves (1) in D′((0, T0)).

We say that n is a global solution if its restriction on [0, T0] is a solution on (0, T0) for arbitrary
T0 > 0.
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We point out that we do not assume a priori that n0 ≥ 0 here. However, we shall restrict in the
second part of the analysis to such initial data. A straightforward interpolation argument entails
also that a solution n satisfies n ∈ C([0, T0];Xk̃) for arbitrary k̃ < k. We also point out that the
introduction of distributions D′((0, T0)) is just for convenience here. Indeed, under the (satisfied)
condition that n ∈ C([0, T0];L1(R)) has non-zero integral, we observe that t 7→ T [n(t, ·)](x) ∈
C([0, T0]) so that equation n(·, x) ∈ C1([0, T0]) and (1) holds in a classical sense.

To analyze the Cauchy problem, we will rely on the following remark

Lemma 6 The mapping T : Uk ∩ Cb(R) → Xk ∩ Cb(R) is positive and locally lipschitz. More
precisely,

i) given (n, ñ) ∈ (Uk ∩ Cb(R))2, there exists a constant K depending increasingly on :

max

(
‖n‖Xk∣∣∫

R n(z)dz
∣∣ , ‖ñ‖Xk∣∣∫

R ñ(z)dz
∣∣
)

such that:

‖T [n]− T [ñ]‖Xk∩Cb(R) ≤ K‖n− ñ‖Xk ,

ii) if n ≥ 0 we have T [n] ≥ 0.

Proof. Property ii) follows from the fact that all the quantities in the integrals are nonnegative.
For property i), we first get:

‖T [n]− T [ñ]‖Xk ≤
∫

R

∫
R

∫
R

Γ

(
x− (y + y′)

2

)
wk(x)

∣∣∣∣n(y)
n(y′)∫

R n(z)dz
− ñ(y)

ñ(y′)∫
R ñ(z)dz

∣∣∣∣dydy′dx.

We next notice that

wk(x) ≤ Ck
(
wk

(
x− (y + y′)

2

)
+ wk (y) + wk(y′)

)
,

with Ck a constant depending on k. Moreover, we have

n(y)
n(y′)∫

R n(z)dz
− ñ(y)

ñ(y′)∫
R ñ(z)dz

=
n(y)∫

R n(z)dz
(n(y′)− ñ(y′)) +

ñ(y′)∫
R ñ(z)dz

(n(y)− ñ(y))

+
n(y)∫

R n(z)dz

ñ(y′)∫
R ñ(z)dz

∫
R
(n(z)− ñ(z))dz

We deduce, since wkΓ ∈ L1(R), that there is a constant Ck,Γ depending further on Γ for which:

‖T [n]− T [ñ]‖Xk ≤Ck,Γ
∫

R

∫
R
(wk (y) + wk(y′))

∣∣∣∣ n(y)∫
R n(z)dz

(n(y′)− ñ(y′))

∣∣∣∣ dydy′

+ Ck,Γ

∫
R

∫
R
(wk (y) + wk(y′))

∣∣∣∣ ñ(y′)∫
R ñ(z)dz

(n(y)− ñ(y))

∣∣∣∣dydy′

+ Ck,Γ

∫
R

∫
R
(wk (y) + wk(y′))

∣∣∣∣ n(y)∫
R n(z)dz

ñ(y′)∫
R ñ(z)dz

∫
R
(n(z)− ñ(z))dz

∣∣∣∣dydy′

≤Ck,Γ

(
‖n‖Xk∣∣∫

R n(z)dz
∣∣ +

‖ñ‖Xk∣∣∫
R ñ(z)dz

∣∣ +
‖n‖Xk∣∣∫

R n(z)dz
∣∣ ‖ñ‖Xk∣∣∫

R ñ(z)dz
∣∣
)
‖n− ñ‖Xk

≤Ck,Γ
‖n‖Xk∣∣∫

R n(z)dz
∣∣ ‖ñ‖Xk∣∣∫

R ñ(z)dz
∣∣‖n− ñ‖Xk .
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We obtain with similar and even simpler computations that there is a constant Ck,Γ for which:

‖T [n]− T [ñ]‖Cb(R) ≤ Ck,Γ
‖n‖Xk∣∣∫

R n(z)dz
∣∣ ‖ñ‖Xk∣∣∫

R ñ(z)dz
∣∣‖n− ñ‖Xk .

This lemma entails that the mapping T extends to a continuous mapping C([0, T0];Xk) ∩
Cb([0, T0]× R))→ C([0, T0];Xk) ∩Cb([0, T0]× R). We point out also that a straight forward adap-
tation of the above proof entails the following pointwise bound for nonnegative n ∈ Uk:

|T [n](x)| ≤ Ck
wk(x)

‖n‖Xk (50)

where Ck is a constant independent of n. In particular, if n is a nonnegative solution to (1) on
(0, T0) with initial data n0 ∈ Uk we have that ∂tn(t, x) ∈ C([0, T0]) for all x ∈ R and combining the
latter inequality with (2) we infer that:

|∂tn(t, x)| ≤ Ck
wk(x)

‖n(t, ·)‖Xk + (Amwp+2(x) + κρ)n(t, x). (51)

Given j < k − (p+ 3), classical parameter integral arguments entail in particular that

Mj(t) :=

∫
R
xjn(t, x)dx ∈ C1([0, T0])

with:

Ṁj(t) =

∫
R
xj∂tn(t, x)dx ∀ t ∈ [0, T0].

We use without mention this regularity property in the main body of the article.

A.2 Existence of solutions

In case m is bounded, the mapping

n 7→
(
m+ κ

∫
R
n

)
n

is clearly locally lipschitz on Uk. Combining this remark with Lemma 6, we obtain via a direct appli-
cation of the Cauchy-Lipschitz theorem that, given n0 ∈ Uk. there exists T0 depending decreasingly
on

‖n0‖Xk
(

1 +
1∫

R n0

)
such that for arbitrary T̃0 < T0 there is a unique solution n to (1) on (0, T̃0). We point out that
the Cauchy-Lipschitz theorem yields also the further regularity n ∈ C1([0, T̃0);Xk). Furthermore,
it entails the existence of a unique non-extendable solution defined on [0, T̃0) with the blow-up
alternative:

• either T̃0 = +∞

• or T̃0 <∞ and

lim sup
t→T̃0

1∫
R n(t, x)dx

+ ‖n(t, ·)‖Xk = +∞
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A.2.1 Quantitative estimates and global existence result

To yield global existence of solution we now restrict to non-negative initial data. We prove a priori
estimates satisfied by solutions to (1). We point out that we derive estimates satisfied by any
solution to (1) according to Definition 5 not necessarily the ones obtained through the Cauchy-
Lipschitz theorem above. Moreover, we derive estimates that are valid for mortality rates m that
possibly diverge at infinity. In the remainder of this subsection, we assume that n0 ∈ Uk, for some
k > 0, is nonnegative. We note that n0 has non-zero integral so that it may not vanish identically
on R. We assume that n is a solution to (1) on (0, T ) according to Definition 5.

Firstly, we show that positivity propagates in the solution:

Lemma 7 We assume that n0(x) ≥ 0 for all x ∈ R. There holds:

n(t, x) ≥ 0, ∀ (t, x) ∈ [0, T ]× R.

Proof. We show that n remains non-negative on a small time interval [0, T0]. The result extends
to [0, T ] with a standard connectedness argument. Indeed, our argument propagates positivity as
long as n(t, ·) does not vanish identically. However, if n(t, ·) ≡ 0 then the solution blows up in t.
We split the proof into three steps.

Step 1. We obtain first a general property for the operator T on L1(R). Namely, given f ∈
L1(R) ∩ Cb(R) with positive integral, we have clearly via standard parameter-integral results that
T [f ] ∈ Cb(R). We prove that:

‖(T [f ])−‖L∞(R) ≤
4‖f‖L1(R)∫

R f(x)dx
‖(f)−‖L∞(R), (52)

where (·)− denotes the negative part of continuous functions. Indeed, if we denote:

D− := {x ∈ R s.t. f(x) < 0} D+ := {x ∈ R s.t. f(x) ≥ 0}

we remark that f(y)f(y′) ≥ 0 whenever (y, y′) ∈ D− ×D− ∪D+ ×D+. Therefore, we have:

(T [f ])−(x) ≤ −
∫
D−×D+

Γ

(
x− y + y′

2

)
f(y)f(y′)∫

R f(z)dz
dydy′ + sym.

≤ 1∫
R f(z)dz

(∫
D−×D+

Γ

(
x− y + y′

2

)
|f(y)||f(y′)|dydy + sym.

)

≤ 1∫
R f(z)dz

(∫
D−×R

Γ

(
x− y + y′

2

)
‖(f)−‖L∞(R)|f(y′)|dydy + sym.

)

We conclude then by recalling that:∫
R

Γ

(
x− y + y′

2

)
dy = 2.

Step 2. We consider now n0 and its associated solution n. Thanks to the remark after Definition
5, we note that n ∈ C([0, T ];L1(R)) with n(0, ·) = n0. In particular, we can construct a small time
T0 such that:

‖n(t, ·)‖L1(R) ≤ 2‖n0‖L1(R) 0 <

∫
R n0(z)dz

2
≤
∫

R
n(t, z)dz ∀ t ∈ [0, T0]. (53)
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We choose Λ0 > 32r. Since n0 ≥ 0 we note that we have in particular:

Λ0 > 32r
‖n0‖L1(R)∫
R n0(z)dz

.

We construct then:
ñ(t, x) = n(t, x) exp (−Λ0t) ∀ t ∈ [0, T ].

Like n, we have that ñ ∈ Cb([0, T ]×R)∩C([0, T ];L1(R)) and that ñ(·, x) ∈ C1([0, T ]) for all x ∈ R.
In particular, for arbitrary x ∈ R, there holds:

∂tñ(t, x) = (∂tn(t, x)− Λ0n(t, x)) exp(−Λ0t).

Replacing ∂tn and arguing that T [·] is 1-homogeneous, we obtain that:

∂tñ(t, x) = rT [ñ(t, ·)](x)− (m(x) + κρ(t) + Λ0)ñ(t, x) on [0, T ]. (54)

Step 3. We assume now that n becomes strictly negative on [0, T0] or equivalently that ñ takes
strictly negative values on [0, T0]. Since ñ ∈ Cb([0, T0]× R), we have:

max
[0,T0]×R

(ñ)−(t, x) = δ > 0,

and we can find (t0, x0) ∈ (0, T0) × R so that ñ(t0, x0) ≤ −δ/2. Since ñ(·, x0) ∈ C1([0, T0]) satifies
ñ(0, x0) = n0(x0) ≥ 0 we can then construct a time t− ∈ (0, T0) such that ñ(t, x0) ≥ ñ(t−, x0) =
−δ/2 for all t ≤ t−. In praticular, there holds :

∂tñ(t−, x0) ≤ 0.

Replacing with (54) and recalling that ñ(t−, x0) = −δ/2 we infer that:

r(T [ñ])−(t−, x0) ≥ (m+ κρ+ Λ0)
δ

2
≥ Λ0

2
δ > 16rδ.

However, we can apply (52) to f = ñ(t−, ·) and we obtain:

r(T [ñ])−(t−, x0) ≤
4r‖ñ(t−, ·)‖L1(R)∫

R ñ(t−, z)dz
‖(ñ)−(t−, ·)‖L∞(R)

≤
4r‖n(t−, ·)‖L1(R)∫

R n(t−, z)dz
‖(ñ)−‖L∞((0,T0)×R)

≤ 16r
‖n0‖L1(R)∫
R n0(z)dz

δ = 16rδ.

Since rδ > 0 we obtain a contradiction. Hence n may not take strictly negative values on [0, T0].

With this positivity result at-hand we show now quantitative bounds satisfied by the solution.

Lemma 8 We have:

• the pointwise bounds:

n(t, x) ≥ n0(t, x) exp

[
−
(
m(x) + κmax

(∫
R
n0(z)dz,

r

κ

))
t

]
, (55)

n(t, x) ≤ n0(x) + r‖Γ‖L∞(R) max

(∫
R
n0(z)dz,

r

κ

)
t, (56)
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• the averaged bounds: ∫
R
n(t, x) ≤ max

(∫
R
n0(z)dz,

r

κ

)
, (57)

‖n(t, ·)‖Xk ≤ ‖n0‖Xk exp(Ckt), (58)

where Ck is a constant depending on the kernel Γ, r and k only.

Proof. We recall that n is a solution of

∂tn = rT [n]− (m+ κρ(t))n.

In this lemma we assume that n is non-negative. For the bound (57), we first take the average in
the equation,

∂t

∫
R
n(t, x)dx = r

∫
R
T [n](x)dx−

∫
R
m(x)n(t, x)dx− κ

(∫
R
n(t, x)dx

)2

.

Integrating in time between 0 and t gives∫
R
n(t, x)dx−

∫
R
n0(x)dx ≤ r

∫
R
n(t, x)dx−

∫
R
m(x)n(t, x)dx− κ

(∫
R
n(t, x)dx

)2

,

so that ∫
R
(1 +m(x))n(t, x)dx−

∫
R
n0(x)dx ≤ r

∫
R
n(t, x)dx− κ

(∫
R
n(t, x)dx

)2

.

Either
∫

R n(t, x)dx ≤
∫

R n0(x)dx or
∫

R(1 +m(x))n(t, x)dx ≥
∫

R n(t, x)dx ≥
∫

R n0(x)dx ≥ 0 so that∫
R n(t, x)dx ≤ r

κ
which gives (57). For the bound (55), we use ii) of Lemma 6 so that T [n] ≥ 0 and

using (57)

∂tn ≥ −(m+ κρ(t))n ≥ −
(
m+ κmax

(∫
R
n0(x)dx,

r

κ

))
n.

We deduce

∂t

(
n exp

((
m+ κmax

(∫
R
n0(x)dx,

r

κ

))
t

))
≥ 0

so

n(t, x) ≥ n0(x) exp

(
−
(
m+ κmax

(∫
R
n0(x)dx,

r

κ

))
t

)
.

For the bound (56), using that n ≥ 0 and (57) we get

∂tn ≤ rT [n] ≤ r‖Γ‖L∞(R)ρ(t) ≤ r‖Γ‖L∞(R) max

(∫
R
n0(x)dx,

r

κ

)
which gives (56). For the bound (58), for a constant Ck to be fixed, we compute

∂t (exp(−Ckt)‖n(t, ·)‖Xk) =

∫
R
wk(x) exp(−Ckt)∂tn(t, x)dx− Ck exp(−Ckt)‖n(t, ·)‖Xk

≤ exp(−Ckt)r
∫

R
wk(x)T [n](t, x)dx− Ck exp(−Ckt)‖n(t, ·)‖Xk

We bound thanks to the change of variable X = x− y + y′

2
and the inequality 1 ≤ wk(X+

y + y′

2
) ≤

wk(X) + wk(y) + wk(y′),∫
R
wk(x)T [n](t, x)dx ≤

∫
R

∫
R

∫
R
wk(X +

y + y′

2
)Γ (X)n(t, y)

n(t, y′)

ρ(t)
dydy′dX

≤ 3‖wkΓ‖L1(R)‖n(t, ·)‖Xk .
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We then deduce, choosing Ck := 3r‖wkΓ‖L1(R),

∂t (exp(−Ckt)‖n(t, ·)‖Xk) ≤ 3r‖wkΓ‖∞‖n(t, ·)‖Xk exp(−Ckt)− Ck‖n(t, ·)‖Xk exp(−Ckt)
≤ 0,

which gives the result.

We point out that the pointwise bound (55) turns into a bound from below for the integral of
n(t, ·). Indeed, in case n0 ∈ Uk ∩ Cb(R) is nonnegative, there exists a compact interval I such that∫

I

n0(x)dx > 0.

We have then:∫
R
n(t, x)dx ≥

∫
I

n(t, x)dx ≥ exp

[
−
(
‖m‖L∞(I) + κmax

(∫
R
n0(x)dx,

r

κ

))
t

] ∫
I

n0(x)dx > 0.

In case m is globally bounded, we have then that the second item of the blow-up alternative never
occurs for a nonnegative initial data in Uk so that solutions are global.

A.2.2 Existence result for unbounded m.

We proceed with extending the existence result to a possibly unbounded m, we apply a compactness
argument. From now on, the initial data n0 ∈ Uk ∩ Cb(R) is fixed. Firstly, we truncate m and
apply the previous construction yielding a sequence of approximate global solutions (np)p∈N. We
can then use the a priori bounds constructed in the latter lemma. These bounds enable to extract
a subsequence converging in L∞((0, T0) × R) − w∗ (whatever T0 > 0) but is insufficient to obtain
that the limit is continuous and satisfies (1). For this purpose we provide the following a priori
estimate:

Lemma 9 Let R and T0 positive and assume that n is a solution to (1) on (0, T0). Then, we have
for any t ∈ [0, T0] :

sup
(x,x̃)∈[−R,R]2

|n(t, x)− n(t, x̃)| ≤ sup
(x,x̃)∈[−R,R]2

|n0(x)− n0(x̃)|+ C0|x− x̃|
(
1 + ‖m‖C1([−R,R])

)
,

where C0 depends only on initial data, T0, r and κ.

Proof. Let us define δ(t, x, x̃) = n(t, x)− n(t, x̃) so that

∂tδ = r(T [n](t, x)− T [n](t, x̃))− (m(x)−m(x̃))n(t, x)− (m(x̃) + κρ)δ.

By Duhamel formula we get

δ(t, x, x̃) = δ(0, x, x̃) exp

(
−m(x̃)t−

∫ t

0

κρ(s)ds

)
+

∫ t

0

(r(T [n](s, x)− T [n](s, x̃))− (m(x)−m(x̃))n(s, x̃)) exp

(
−m(x̃)(t− s)−

∫ t

s

κρ(τ)dτ

)
ds.

We then deduce for (x, x̃) ∈ [−R,R]2 that,

|δ(t, x, x̃)| ≤ |δ(0, x, x̃)|+
∫ t

0

r|T [n](s, x)− T [n](s, x̃)|ds+ |x− x̃|‖m‖C1([−R,R])‖n‖L∞t.

Using that x→ exp(−x2) is Lipschitz on R, we get |T [n](s, x)− T [n](s, x̃)| ≤ C|x− x̃|ρ(s) and we
deduce the result with (56) and (57).
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We emphasize that the above a priori estimate holds only on bounded intervals of R and is
independent of the behavior of m at infinity. We can then apply this estimate to the approximate
solutions (np) yielding a local uniform bound. Since we have also an a priori estimate (51) on (∂tnp)
we infer that the sequence of approximate solutions (np) is also compact in C([0, T0] × [−R,R])
for arbitrary positive T0, R. Eventually, we combine the subsequent local strong convergence of a
subsequence of approximate solutions with the uniform bounds in L∞((0, T0);Xk) to yield that the
limit lies in L∞(0, T0;Xk) also and that this very subsequence converges also in C([0, T0];Xk̃) for

arbitrary k̃ < k. In particular we have convergence in Cloc([0,∞), L1(R)) and we can pass to the
limit in the equations satisfied by approximate solutions. This entails that the limit is a solution
to (1).

A.3 Uniqueness of solutions

To end up this section, we prove that, given n0 ∈ Uk ∩Cb(R), the solution we constructed above in
case m is not necessarily bounded is the unique solution in the sense of Definition 5. We restrict
to the case k > 3.

For this, we denote n the solution constructed above and ñ a possible other solution with the
same initial data n0 ∈ Uk ∩ Cb(R). We note that both solutions satisfy the conclusions of Lemma
8. We pick then k0 ∈ (3, k) and define

∆0(t) =

∫
R
|n(t, x)− ñ(t, x)|2wk0(x)dx.

Since n and ñ are bounded and continuous with values in Xk̃ whatever k̃ ∈ (k0, k) we infer that
∆0 ∈ C([0,∞)) and vanishes initially. The key remark in the proof is then the following Gronwall
inequality:

Lemma 10 Given T0 > 0 there exists a constant C0 that depends only on initial data n0, k0, T0,
r, κ, m and Γ for which:

∆0(τ)−∆0(σ) ≤ C0

∫ σ

τ

∆0(s)ds.

Since ∆0 is continuous, we conclude by applying the Gronwall lemma that ∆0 vanishes identi-
cally on [0, T0] and then globally. We end up this appendix by a proof of Lemma 10.

Proof. Let δ(t, x) := n(t, x)−ñ(t, x) and define ∆R
0 (t) =

∫ R

−R
|n(t, x)−ñ(t, x)|2wk0(x)dx. Noticing

that δ satisfies

∂tδ(t, x) = r(T [n]− T [ñ])(t, x)− (m+ κρ(t))δ(t, x)− κ(ρ(t)− ρ̃(t))ñ(t, x),

we multiply this equation by δwk0 and integrate on [σ, τ ]× [−R,R] and get

1

2
(∆R

0 (τ)−∆R
0 (σ)) +

∫ τ

σ

∫ R

−R
(m+ κρ(s))δ2(s, x)wk0(x)dxds = I1 + I2

where

I1 = −κ
∫ τ

σ

∫ R

−R
(ρ(s)− ρ̃(s))ñ(s, x)δ(s, x)wk0(x)dxds

and

I2 = r

∫ τ

σ

∫ R

−R
(T [n]− T [ñ])(s, x)δ(s, x)wk0(x)dxds.

Using that
∫ τ
σ

∫ R
−R(m+ κρ(s))δ2(s, x)wk0(x)dxds ≥ 0 we deduce

∆R
0 (τ)−∆R

0 (σ) ≤ 2(I1 + I2). (59)
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For I1, we bound |ρ− ρ̃| using a Cauchy-Schwarz inequality and the fact that 1
wk0
∈ L1(R),

|ρ(s)− ρ̃(s)| ≤
∫

R
|n(s, x)− ñ(s, x)|

√
wk0(x)√
wk0(x)

dx

≤
(∫

R
|n(s, x)− ñ(s, x)|2wk0(x)dx

)1/2(∫
R

1

wk0(x)
dx

)1/2

≤ ∆0(s)1/2

(∫
R

1

wk0(x)
dx

)1/2

≤ Ck0∆0(s)1/2,

and we also get thanks to Cauchy-Schwarz inequality and using the bounds (56), (58),∫ R

−R
ñ(s, x)δ(s, x)wk0(x)dx ≤

(∫
R
ñ(s, x)2wk0(x)dx

)1/2(∫
R
δ(s, x)2wk0(x)dx

)1/2

≤ ‖n(s, ·)‖1/2L∞(R)‖n(s, ·)‖1/2Xk
∆

1/2
0 (s)

≤ Ck0,n0,Γ,r,κ∆0(s)1/2,

so that

|I1| ≤ Ck0,n0,Γ,r,κ

∫ τ

σ

∆0(s)ds. (60)

For I2, we first have by a standard Cauchy-Schwarz inequality:

I2 ≤ r
∫ τ

σ

(∫
R
|T [n]− T [ñ]|2wk0

) 1
2

∆
1
2
0 .

However, introducing ` ∈ (1, k0−1) to be fixed later on, recalling Lemma 6 with (50) and remarking
that ‖ · ‖X` ≤ ‖ · ‖Xk , we infer that:∫

R
|T [n]− T [ñ]|2wk0 ≤ ‖w`(T [n]− T [ñ])‖Cb(R)‖T [n]− T [ñ]‖Xk0−`

≤ K

(
‖n(s, ·)‖Xk∣∣∫
R n(s, z)dz

∣∣ ‖ñ(s, ·)‖Xk∣∣∫
R ñ(s, z)dz

∣∣
)

(‖n‖Xk + ‖ñ‖Xk) ‖n− ñ‖Xk0−` .

Then, by Lemma 8 there is a constant C0 depending only on initial data n0, r, κ, Γ, m and T0 so
that:

sup
s∈(0,T0)

K

(
‖n(s, ·)‖Xk∣∣∫
R n(s, z)dz

∣∣ ‖ñ(s, ·)‖Xk∣∣∫
R ñ(s, z)dz

∣∣
)

(‖n‖Xk + ‖ñ‖Xk) ≤ C0,

using that there exists a bounded interval I such that
∫

R n0(z)dz > 0 so that m is bounded and∫
R
n(s, z)dz ≥

∫
I

n(s, z)dz >

∫
I

n0(z) exp

[
−
(
m(z) + κmax

(∫
R
n0(x)dx,

r

κ

))
T0

]
dz

> C0

∫
R
n0(z)dz.

Then a Cauchy-Schwarz inequality entails that, for arbitrary µ > 0 there is Cµ such that:

‖n− ñ‖Xk0−` ≤ Cµ
(∫

R
|n− ñ|2w2(k0−`)+(1+µ)

) 1
2
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Since k0 > 3 we can choose ` and µ so that 2(k0 − `) + (1 + µ) = k0 and we obtain finally that:

I2 ≤ C0

∫ τ

σ

∆0(s)ds. (61)

with a constant C0 depending on the chosen `, ε, initial data and T. We conclude combining (59),
(60), (61) and sending R to +∞.
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