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a b s t r a c t

We present CVIK, a Matlab-based toolbox for assisting the process of cluster analysis applications. This
toolbox aims to implement 28 cluster validity indices (CVIs) for measuring clustering quality available
to data scientists, researchers, and practitioners. CVIK facilitates implementing the entire pipeline of
automatic clustering in two approaches: (i) evaluating candidate clustering solutions from classical
algorithms, in which the number of clusters increases gradually, and (ii) assessing potential solutions
in evolutionary clustering algorithms using single- and multi-objective optimization methods. This
toolbox also implements distinct proximity measures to estimate data similarity, and the CVIs are
capable of processing both feature data and relational data. The source code and examples can be
found in this GitHub repository: https://github.com/adanjoga/cvik-toolbox.

© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

Code metadata

Current code version v1.0
Permanent link to code/repository used of this code version https://github.com/ElsevierSoftwareX/SOFTX-D-21-00241
Legal Code License GPLv3
Code versioning system used git
Software code languages, tools, and services used Matlab and C++
Compilation requirements, operating environments & dependencies Linux, macOS, Microsoft Windows
If available Link to developer documentation/manual https://github.com/adanjoga/cvik-toolbox
Support email for questions adan.jose@cinvestav.mx, wgomez@cinvestav.mx

1. Motivation and significance

Cluster analysis is an unsupervised learning task for discover-
ng underlying groups in unlabeled data using similarity
easures. A distance metric usually determines the similarity
etween data points to form clusters with greater homogeneity
han their counterparts [1]. A crucial free hyperparameter in a
lustering algorithm is the number of groups to be discovered.
or instance, k-means requires a k-value of groups [2], whereas
ierarchical clustering needs a dendrogram cut-off level to form

∗ Corresponding author.
E-mail addresses: adan.jose@cinvestav.mx (Adán José-García),

gomez@cinvestav.mx (Wilfrido Gómez-Flores).

clusters [3]. In practice, a data analyst or rule of thumb usually
defines the number of groups a priori; however, these heuristic
approaches are unsuitable in real-world scenarios with chal-
lenging conditions, typically found in high-dimensional data and
complex cluster shapes.

To cope with the uncertainty about the number of groups,
automatic clustering methods involve a search procedure to de-
termine a suitable clustering. A common approach is to use a
clustering algorithm to generate several candidate partitions by
varying the number of groups within a search range (e.g., the
k-value in k-means). The quality of every clustering is then calcu-
lated using a cluster validity index (CVI). This way, the final clus-
tering and its number of groups are obtained from the solution

reaching the best CVI value [4].
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Table 1
Toolkits proposed in the literature that implements CVIs.
Author Year Toolkit name # CVIs Language Ref.

Brock et al. 2021 clValid 3 R [9,10]
Walesiak and Dudek 2021 clusterSim 8 R [11]
Robles-Berumen et al. 2020 LEAC 10 C++ [12]
Qaddoura et al. 2020 EvoCluster 5 Python [13]
Z. Cebeci 2020 fcvalid 18 R [14]
L. Nieweglowski 2020 clv 8 R [15]
E. Dimitriadou 2020 cclust 14 R [16]
C. Baker 2019 validclust 8 Python [17]
B. Desgraupes 2018 clusterCrit 28 R [18]
Charrad et al. 2015 NbClust 30 R [19]
Matlab 2013b 2013 evalclusters 4 Matlab [20]
Wang et al. 2009 CVAP 14 Matlab [21]
Balasko et al. 2005 FuzzClust 7 Matlab [22]

This search procedure uses a CVI as an external quality mea-
ure since it evaluates the candidate solutions outside the clus-
ering algorithm [5]. Nonetheless, a CVI is naturally an objective
unction that has been incorporated as an internal quality mea-
ure within automatic clustering methods based on metaheuris-
ics such as genetic algorithm (GA), differential evolution (DE),
nd particle swarm optimization (PSO) [6].
Since a CVI is a relevant component in any clustering algo-

ithm, many CVIs have been proposed in the literature, measuring
he relationship between cluster attributes such as cohesion, sep-
ration, connectedness, and symmetry [7]. However, notice that
he great variety of existing CVIs leads to the problem of select-
ng one that performs adequately according to the underlying
tructure of the input data. In this regard, the ‘‘no free lunch’’
NFL) theorem states that if any search algorithm performs ex-
eptionally well on one set of objective functions, it must perform
orrespondingly poorly on all other objective functions [8]. Hence,
rom the viewpoint of cluster analysis, the NFL theorem implies
onsidering a pool of CVIs to obtain the most suitable one that
its a specific clustering problem.

This fact has motivated the proposal of different cluster anal-
sis toolkits in the literature that implement CVIs for measur-
ng clustering quality in different applications. As a result, the
esearch community has introduced and updated eight cluster
nalysis toolkits in the last three years, summarized in Table 1,
uggesting the current interest in providing frameworks for de-
eloping clustering applications.
Notably, almost all the toolkits were developed in the R lan-

uage, followed by Matlab, Python, and C++. In the case of
atlab, version 2013b introduced the function ‘evalclusters’
ith four CVIs, as a part of the Statistics and Machine Learning
oolbox [20]. In addition, the Matlab-based toolboxes CVAP [21]
nd FuzzClust [22] include 14 and seven CVIs, respectively; both
ere released more than ten years ago and still need to be
pdated to incorporate newer CVIs and distance metrics recently
roposed in the literature. Furthermore, it is noticeable that other
oolkits developed in different programming languages are more
omplete than current Matlab-based toolboxes.
Additionally, the current CVIs implemented in these toolkits

nly accept feature data for measuring cluster attributes. Such
eature data can be represented by an N × D matrix, where N is
the number of observations and D is the number of features. How-
ever, there are applications where the original feature space is
unavailable, and only relational data is given in an N × N matrix
hat specifies pairwise similarities (or dissimilarities) between
bservations. In this case, users should modify CVIs to cope with
elational data [23].

On the other hand, cluster analysis toolkits usually address au-
omatic clustering in two ways: (1) by evaluating candidate clus-
ering solutions from classical algorithms, like k-means, where

the number of clusters variates iteratively, and (2) by evaluating
potential solutions in evolutionary clustering algorithms using
single- and multi-objective optimization approaches. Neverthe-
less, both automatic clustering methods have yet to be imple-
mented in a single toolkit.

This paper introduces a Matlab-based toolbox named CVIK
that incorporates the most considerable quantity of CVIs im-
plemented in this programming language to evaluate clustering
quality. Furthermore, CVIK assists in the process of
implementing automatic clustering applications through the fol-
lowing contributions:

• It implements 28 CVIs that can use six different proximity
measures, including the Laplacian distance, point-symmetry
distance, and maximum edge distance, which are not con-
sidered in other Matlab-based toolkits.

• It increases the versatility of CVIs by accepting both feature
and relational data.

• It includes automatic evolutionary clustering algorithms
from the literature based on single- and multi-objective
optimization, using CVIs as objective functions.

• It incorporates a framework of automatic clustering based
on k-means, k-medoids, and hierarchical clustering, where
CVIs evaluate candidate partitions as the number of groups
gradually increases.

Hence, the CVIK toolbox may be helpful for the research commu-
nity and practitioners interested in the practical applications of
automatic cluster analysis.

2. Software description

The source code of the CVIK toolbox has been released under
the GPLv3 license, and its technical documentation and exam-
ples are available in this GitHub repository: https://github.com/
adanjoga/cvik-toolbox. The next subsections present how the
CVIK toolbox software is integrated for the automatic clustering
task. Besides, the CVIK toolbox’s architecture and functionalities
are described in detail.

2.1. Software integration

Fig. 1 illustrates the integration of the proposed CVIK toolbox
into the automatic clustering pipeline for determining the most
suitable clustering partition and its corresponding number of
clusters. The task of automatic data clustering based on CVIs
can be performed in two manners. First, following an automatic
a posteriori clustering approach using traditional clustering al-
gorithms, where the CVI is used as an external function that
evaluates the quality of different candidate clustering solutions
(see Fig. 1a). Second, an automatic clustering approach based on
metaheuristic methods, where a CVI is integrated as a fitness
function (see Fig. 1b). Thus, CVIK contains several elements that
can be varied into the different components of both automatic
clustering approaches presented in Fig. 1.

2.2. Software architecture

The CVIK toolbox is developed in Matlab R2021a. In addition
to the implemented CVIs, the toolbox includes other important
elements for the automatic data clustering task, such as different
proximity measures and external validity indices. Fig. 2 shows the
organization of the CVIK toolbox, which is based on four main

modules:
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Fig. 1. Integration of the CVIK Toolbox into the clustering task pipeline to determine the number of clusters automatically. In (a), CVIK’s indices are used as external
validation functions for evaluating candidate partitions from traditional clustering algorithms. In (b), CVIK’s indices are internal clustering criteria (objective functions)
in automatic clustering methods based on metaheuristics.

Fig. 2. Organization of the CVIK toolbox and its list of functions.

• Cluster validity indices. It contains 28 CVIs from the state-
of-the-art. These indices are categorized according to how
they operate on the input space: centroid-based indices,
which calculate cluster prototypes, and position-based in-
dices, which use the entire data points. Detailed information
about the mathematical definition of all the CVIs can be
found in the user’s guide.

• Proximity measures. It contains ten proximity functions
optimized by vectorization to make matrices and vectors
operations efficiently. The CVIs module depends on these
proximity functions to measure cluster quality.

• Clustering performance indices. It includes 11 external
indices to validate the performance of the clustering algo-
rithms when the actual cluster labels are known a priori.
These indices are based on two approaches: information
theory, in which mutual information measures the depen-
dence between two partitions considered random variables,
and pairwise similarity, in which the agreement between
pairs of labels is measured.

• Clustering algorithms. It implements four clustering algo-
rithms for the demonstration of the proposed toolbox. These
methods are optimization-based algorithms for address-
ing automatic data clustering considering two approaches:
gradually increasing the number of groups in the k-means
3
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(or k-medoids) algorithm and performing single- and multi-
objective optimization using population-based metaheuris-
tics.

.3. Software functionalities

In addition to the functions listed in Fig. 2, the CVIK toolbox
rovides three basic interfaces for usability purposes:

• cviconfig. This interface inputs the CVI name and returns
the corresponding CVI function handle and a flag indicating
if the index should be maximized or minimized. This infor-
mation is crucial for selecting the best clustering solution for
the chosen CVI.

• evalcvi. This interface takes the CVI name and the collec-
tion of clustering solutions and returns an evaluation object
indicating the optimal number of clusters in terms of the
provided index.

• proxconfig. This interface receives one of the available
proximity measures and returns the corresponding function
handle to compute the distance between observations.

. Illustrative examples

The following subsections provide four illustrative examples
sing the CVIK toolbox to determine the number of clusters in
ifferent clustering scenarios automatically. The aim is to show
he feasibility and versatility of the CVIK toolbox in different types
f automatic clustering problems when using distinct unlabeled
nput datasets.

For didactic purposes, the first three examples use toy 2D
atasets for easily visualizing the effects of automatic clustering
y CVIK. We chose the well-known Iris dataset [24] in the first
xample about employing CVIs as external quality measures. The
econd example about using CVIs as objective functions utilizes
ynthetic datasets widely used in the clustering literature [7].
ikewise, the third experiment uses a synthetic dataset with
on-linearly separable groups to show how a CVI based on the
aximum edge distance can reveal clusters with arbitrary shapes.
inally, the fourth example is focused on unsupervised image
egmentation based on clustering textures [25], considering a
ultidimensional feature space generated by decomposing the

nput image with a bank of Gabor filters. All these datasets are
ncluded in CVIK to run the examples presented herein.

.1. CVIs as external quality measures

Usually, the CVIs are used as external quality measures to
etermine the best clustering solution and the optimal number of
lusters from several partitions [5]. In this approach, a clustering
lgorithm is run over the input dataset by gradually increasing
he number of groups such that a collection of M candidate
artitions {C1, C2, . . . , CM} is generated. Then, a CVI is computed
or all the resulting partitions, and the one obtaining the best CVI
alue (maximum or minimum) is selected as the final cluster-
ng [7]. Notice that the ‘‘external’’ characteristic is because the
VI is used outside of the clustering algorithm. In practice, the
ollection of clusterings can be generated by using the k-means
or k-medoids algorithms, or a hierarchical clustering technique
such as single, average, or complete linkage methods. Fig. 1a
shows this automatic clustering approach when using a CVI as
an external quality measure.

Fig. 3 illustrates the use of the Calinski–Harabasz (CH) in-
dex [26] to determine the best solution from a collection of
clusterings generated by two well-known clustering algorithms
on the Iris dataset. Fig. 3(a) presents the performance of the CH

index over a clustering collection generated by k-means when
varying the number of groups in the range K ∈ [2, 10]. It is
noted that the CH index obtains its maximum value for K = 3,
and the corresponding clustering solution has an Adjusted Rand
index (ARI) [27] value of 0.72. Furthermore, Fig. 3(b) presents
the CH index performance for the average-linkage hierarchical
method. In this case, the algorithm generates a hierarchy of
nested clusterings (called dendrogram); thus, a clustering collec-
tion is generated by varying the cut-off point in the hierarchy.
Again, the CH index attains its maximum value for K = 3, and
the clustering performance of the corresponding solution is ARI =
0.76.

3.2. CVIs as objective functions

Next, we present how to use the CVIs as objective functions
in optimization-based clustering algorithms. Because CVIs are
naturally objective functions that can be maximized or mini-
mized, they have been integrated into evolutionary clustering
approaches to address the automatic clustering problem so that
the CVIs guide the search procedure towards promising clustering
solutions iteratively [6]. There are considered two cases: single-
and multi-objective optimization. Fig. 1b illustrates this auto-
matic clustering approach when considering a CVI as an internal
quality measure (i.e., objective function).

Fig. 4 illustrates some CVIs’ behavior used as objective func-
tions in two evolutionary clustering algorithms based on dif-
ferential evolution (DE), which automatically vary the number
of clusters during the search procedure. Fig. 4(a) presents the
performance of the ACDE algorithm [28], which maximizes the
CH index on a two-dimensional synthetic dataset. As observed,
the algorithm reached convergence after 100 iterations, and the
quality of the best partition solution with five clusters is ARI=0.95.
Moreover, Fig. 4(b) presents the clustering solution obtained with
the multi-objective algorithm MODEC [6] on a synthetic dataset
with groups of different densities. First, the optimization pro-
cedure simultaneously minimizes the Xie–Beni (XB) [29] and
PBM [30] indices. Then, from the Pareto front approximation
(PFA), the normal boundary intersection method selects the best
solution located at the knee of the curve [31]. Such as knee point
has the largest distance from PFA to the line connecting the
extreme points.

3.3. CVIs for arbitrary-shaped clusters

The proximity measure plays an essential role in a CVI as it
quantifies the similarity (or dissimilarity) between data points
that help discover the underlying cluster structure. For instance,
the Euclidean distance is more suitable for spherically-shaped
clusters, the maximum edge distance (MED) excels at identifying
irregular-shaped components [32], and the Cosine distance is
more suitable when orientation between patterns is more rel-
evant than their magnitude [33]. In this regard, the following
example shows how using an appropriate distance in a CVI leads
to revealing arbitrary-shaped clusters. This automatic clustering
approach when using a CVI as an external quality measure is
illustrated in Fig. 1a.

Fig. 5 illustrates the performance of the Silhouette (SIL) in-
dex [34] using the MED distance on a synthetic dataset having
two arbitrary-shaped clusters. First, from the original feature
data, a dissimilarity matrix using the MED distance is created to
obtain relational data. Next, a clustering collection is generated
using the k-medoids algorithm by varying the number of groups
iteratively. Finally, the best solution is selected using the SIL index
based on the MED distance. It is noticeable that this approach
successfully reveals the two non-linearly separable clusters in the
4
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c
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Fig. 3. Examples of the Calinski–Harabasz (CH) index used as an external quality measure for finding the optimal number of clusters in the Iris dataset using
(a) the k-means algorithm and (b) the average-linkage hierarchical method. In (a), the unlabeled dataset, the CH value as a function of the number of clusters,

= {2, . . . , 10}, and the best clustering solution are illustrated. Likewise, (b) shows the dendrogram, the CH value as a function of the number of clusters, and the
best clustering solution.

Fig. 4. Examples of some CVIs as objective functions in automatic data clustering problems when using two different optimization techniques (a) the single-objective
ACDE algorithm and (b) the multi-objective MODEC approach. In (a), it is illustrated the unlabeled dataset, the convergence plot when maximizing the CH index,
and the best clustering solution. In (b) is represented the unlabeled dataset, the Pareto front approximation obtained when minimizing the XB and PBM indices, and
the best clustering solution obtained by the normal boundary intersection method.

input data. Hence, this example demonstrates the versatility of
CVIK for clustering arbitrary-shaped clusters as the CVI operates
on the dissimilarity matrix (relational data) instead of the original
feature data.

3.4. Application to image segmentation

Image segmentation is the task of dividing an image into its
onstituent parts. Commonly, semantic segmentation methods
re used for pixel-wise classification in known classes. However,

semantic segmentation approaches require training datasets in
which objects of different classes are manually labeled by hu-
mans, which can be labor-intensive and costly. Hence, if obtaining
an annotated dataset for training is challenging, unsupervised
segmentation is an alternative to extract the objects of interest
by clustering similar local features such as color, intensities, and
textures [35].

Here, we illustrate an example reproducing a well-known
method proposed in the literature by Jain and Farrokhnia [25],
in which the image segmentation task is addressed as a texture
5
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Fig. 5. Example of the SIL index based on MED distance for finding the natural partitioning and the number of clusters in data with arbitrary-shaped clusters. The
collection of clustering solutions is generated using the k-medoids algorithm in the range K ∈ [1, 10], and the best solution in terms of the SIL index for K = 2 is
hown.

lustering problem. Texture can be defined as the local-spatial
ariation of pixel intensities at scales smaller than the scales of
nterest [36]. Such intensity variations produce texture patterns
hat visually differentiate objects in the image; hence, it is neces-
ary to numerically depict them before applying a segmentation
ethod.
The segmentation method decomposes the input image by
bank of Gabor filters to enhance local texture characteristics.
iltering is implemented in the frequency domain by varying the
otation and bandwidth of the filters to enhance textures with a
pecific orientation and scale. Therefore, each filter in the bank
reates a feature map that describes a particular texture. Besides,
djacency information (i.e., x- and y-coordinates) is concatenated
o feature maps to avoid losing spatial information. Next, this
eature space is clustered by the k-means algorithm, where each
ixel is assigned to a group according to texture similarity with
ts neighbors.

In this illustrative example, this segmentation method is em-
edded into the pipeline of automatic clustering by using the
cheme shown in Fig. 1a to determine the suitable number of
roups, i.e., disjoint texture regions in the image. The Clus-
ering Algorithm module of CVIK includes the function called
aborsegment for texture segmentation.
Fig. 6 shows some examples of image segmentation based

n Gabor filters and k-means algorithm, where the CH index
valuates potential partitions to determine the optimal number
f disjoint regions.

. Impact

As surveyed in Section 1, currently, there exist several toolk-
ts that implement CVIs for clustering applications. However,
VIK is the first Matlab-based toolbox that integrates 28 CVIs
nto algorithms for automatic data clustering by considering two
pproaches: 1) a linear search that gradually increases the num-
er of clusters in algorithms like k-means until finding the best
artition and 2) an evolutionary search based on differential evo-
ution where the CVIs are used as fitness functions in single- and
ulti-objective optimization schemes. Automatic data clustering

s useful in applications where the number of groups is unknown
eforehand, for instance, image segmentation, where no standard
eference segmentation is available, or data mining applications
or multivariate data, where it is challenging to infer the proper
umber of clusters.
Moreover, CVIK implements CVIs that consider data density

nd connectivity in addition to the common intra-group cohesion
nd inter-group separation criteria. For instance, the DBCV [37],
SDD [38], and LCCV [39] indices are included.
CVIK also includes distinct proximity measures capable of

andling feature and relational data. This property is useful for

dealing with spherical-shaped and arbitrary-shaped clusters since
the proximity between data points can be measured accordingly
to the underlying data structure, opening the way for using CVIK
in a wide range of data distributions.

5. Conclusions

This article introduced CVIK, a Matlab-based cluster validity
index toolbox for automatic data clustering applications. Many
CVIs have been proposed in the literature to determine the ap-
propriate number of clusters and the corresponding underlying
partitioning. In this regard, CVIK includes 28 state-of-the-art CVIs
for addressing this common clustering task, and the toolbox can
serve as a guideline for selecting the most suitable CVI for differ-
ent clustering applications. Furthermore, CVIK is easily extensible
and configurable and allows for experimental studies in different
data clustering scenarios, as described in Section 3. Besides, CVIK
is supplemented by a user technical manual that includes a de-
tailed overview of the software architecture and the implemented
clustering techniques.

The proposed toolbox is limited to numerical input data. In
this sense, if the automatic clustering problem consists of hetero-
geneous data (i.e., numerical, binary, symbolic attributes), these
data must first be preprocessed to obtain a numerical dataset and
then use the CVIK toolbox. Future work will consider the inclu-
sion of CVIs capable of dealing intrinsically with heterogeneous
datasets. In addition, it would be desirable to develop a graphical
interface so that the end user can use this toolbox in a simpler
way.
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Fig. 6. Exemplification of the CVIK toolbox for image segmentation based on Gabor filters and k-means algorithm. Here the CH index is used as an external quality
easure for finding the optimal number of segmented regions.
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