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Humans are experts in recognition tasks such as recognizing the emotion 

shown in a face. A central question in psychology is what sensory information humans 
use to achieve these feats. For instance, researchers might wonder which part of a 
face allows recognition of the emotions of conspecifics or what type of prosody 
characterizes trustworthy speech. These are the kind of questions about recognition 
that cognitive scientists have addressed for hundreds of years. 

Dozens of methods have been invented to investigate visual or auditory 
recognition. Most often, scientists start by hypothesizing about specific features that 
are relevant. Then, they generate stimuli with this reduced set of varying features and 
test how these stimuli influence participants’ recognition. Although efficient, this 
reductionist and hypothesis-driven approach limits the generalizability of conclusions 
because only a small number of features or factors can be tested. Along with many 
other researchers, I have extensively used this approach to investigate perception and 
cognition. However, I have always been frustrated by these limitations.  

During my first post-doctoral position, I discovered that Frédéric Gosselin and 
Philippe Schyns had invented a method that circumvents these flaws. In their method, 
only a small randomly chosen part of the stimulus is made visible to the participant in 
the recognition task. They demonstrated the method in an emotion recognition task. 
They occluded the entire face except for small circular areas that they called ‘bubbles’. 
In each trial, the positions of the bubbles were randomly shuffled. By running many 
trials and then correlating the correct and incorrect recognition responses with the 
positions of the bubbles, they revealed the parts of the faces that are most informative 
for correct recognition. For instance, they revealed that the information that drives the 
recognition of happiness is localized around the mouth. Contrary to most experiments, 
the bubbles technique does not require any hypotheses about the location of the 
relevant visual information. 

This method was an immediate game changer in the study of both human and 
animal vision — even with pigeons. Variations of the method that use other ways of 
randomly perturbating the stimuli have been developed and are now known as reverse 
correlation (‘revcor’). Reverse correlation refers to the systems identification field that 
offers a formal mathematical context to these methods. 

In the auditory domain, this same method has been successfully applied to 
speech. As for images, bubbles can be used to randomly reveal otherwise-occluded 
acoustic information of auditory stimuli. In practice, the random perturbations are 
applied to signal processing representations such as the sound’s spectrograms or 
speech synthesis models. For instance, it has been used to reveal the spectral features 
that characterize a ‘smiling’ voice. I had the opportunity to investigate the acoustic 
features that drive the identification of musical instrument timbre with this method. 
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This versatile data-driven approach has had a striking impact on the vision and 
hearing sciences and has profoundly shaped my personal research. I am now applying 
this method to the field of explainable artificial intelligence. Artificial agents such as 
deep neural networks have raised numerous ethical questions regarding their inherent 
biases and the level of trust that one can place in them to replace human expertise. 
Because deep neural networks are considered to be models of human cognitive and 
neural processes, probing them with techniques such as bubbles and reverse 
correlation — which were initially designed for probing human performance — should 
help to quantify their similarity to humans. 
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