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1. Introduction
The Arctic region is characterized by its fast-changing sea ice conditions. Over the past decades, the Arctic 
sea ice has transitioned toward a state with a much reduced extent, thinner thickness and faster drift (Meier & 
Stroeve, 2022; Meredith et al., 2022). As a consequence, the Arctic sea ice is also becoming more vulnerable to 
extreme synoptic events in the atmosphere or the ocean. For instance, an episode of strong winds in the Beaufort 
Sea in winter 2013 was found to have driven an intense, large scale breakup event (Rheinlænder et al., 2022). 
On the ocean side, there is a general recognition that the presence of eddies can modulate the sea ice conditions. 
In the Marginal Ice Zone (MIZ), the examination of images from aerial surveys (J. Johannessen et al., 1987) or 
satellites (Kozlov et al., 2019) clearly reveals that sea ice is carrying the signature of ocean turbulence (eddies, 
filaments…). Based on data gathered during the MIZEX campaigns in the 1980's, J. Johannessen et al. (1987) 
and O. M. Johannessen et al. (1987) were able to describe for the first time the observed properties of both some 
subsurface eddies and their signature in the sea ice conditions. Using recent observations in the same region, 
von Appen et al. (2018) show how the presence of a submesoscale filament extending down to 250 m depth can 
modify the sea ice drift and as such strongly modulate the shape of the MIZ. More recently, studies often based 
on idealized process models have resulted in a process-based understanding of these signatures. Manucharyan 

Abstract In the Arctic Basin, the ocean dynamics at mesoscale and submesoscale under sea ice are poorly 
quantified and understood. Here, we analyze comprehensive data sets from Ice Tethered Profilers and moorings 
from the Beaufort Gyre Observing System spanning the period 2004–2019 in order to characterize the space 
and time variations of the (sub)mesoscale flow. In seasonally ice-covered regions, the dynamics in the surface 
layer is largely determined by the presence of sea ice, with an increased eddy kinetic energy and numerous 
eddies in summer. Beyond these regions, the influence of the sea ice conditions on the first order dynamics is 
less clear. A wavenumber spectra analysis of observations at the surface and at depth under the sea ice pack 
reveals that a large variety of regimes can be found, independently of the time and space variations of the sea 
ice conditions. Focusing on a census of individual eddies, and their potential signature in sea ice, we found 
that around 500 eddies can be detected in the subsurface layer over 2004–2019, including both submesoscale 
(radius between 3 and 10 km) and mesoscale (up to 80 km) structures. Based on simple scaling calculations, we 
quantify the dynamical or thermodynamical signature that these eddies may imprint at the surface. While they 
do not induce any significant heat flux and subsequent sea ice melt, subsurface eddies can induce a dynamic 
height anomaly of the order of a few centimetres, resulting into a surface vorticity anomaly strong enough to 
impact sea ice locally.

Plain Language Summary The presence of sea ice in the Arctic is thought to play a role for the 
determination of the ocean circulation, in particular for the small scale energetic eddies. Here, we revisit 
16 years of temperature, salinity and velocity observations from moorings and autonomous profilers drifting 
with sea ice to characterize the spatio-temporal variations of the turbulent flow. On the one hand, there is a 
clear separation between the ice covered and the ice free regions: at first order the presence of sea ice damps 
the turbulence and dissipates surface eddies. Yet, under the sea ice pack, we find a large variety of turbulent 
regimes, that does not appear to be directly determined by the sea ice conditions. On the other hand, eddies 
propagating at depth under sea ice can potentially impact the sea ice, by exerting a stress strong enough to 
modify the sea ice drift and vorticity locally.
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and Thompson (2017) revealed how sea ice tends to be trapped in cyclonic eddies via mechanical stirring, where 
enhanced vertical heat flux leads to intensified sea ice melt (Gupta et al., 2020). Horvat et al. (2016) and Gupta 
and Thompson  (2022) further showed that ocean eddies are affecting the thermodynamic growth/melt of sea 
ice, modulating the floe size distribution as well. Based on simple scaling arguments applied to observations, 
Cassianides et al. (2021) suggested that, locally, eddy could be the primary driver of sea ice drift and vorticity. 
It remains, however, to determine the potential importance of these processes for the evolution of sea ice at the 
scale of the Arctic Basin.

One reason of our limited understanding of the eddy imprint on sea ice is arguably that our knowledge of the 
Arctic dynamics at small scales is itself limited. The Arctic Basin is characterized by a very small Rossby radius 
of deformation (Rd), around 10 km in the interior and 1–2 km on the shelves (Nurser & Bacon, 2014). Given 
our focus on the interior of the basin, we refer in the following to mesoscale for the range of scales Rd–10Rd 
(10–100 km), and submesoscale for the range smaller than 10 km, adopting the nomenclature of Callies and 
Ferrari (2013) and Klein et al. (2008). We note however that Rd does exhibit both temporal and spatial variations 
(resulting largely from the variations in stratification) that we do not consider in our analysis. Given the diffi-
culty to simulate the Arctic at such a small Rossby radius, there are only a handful of models able to provide us 
with a description of the Arctic dynamics at (sub)mesoscale. Two noticeable exceptions are the descriptions of 
the spatio-temporal variations in Eddy Kinetic Energy (EKE) from high resolution models recently proposed 
by Regan et al. (2020) and Wang et al. (2020), which are largely consistent with the estimates of EKE obtained 
locally from mooring observations (von Appen et al., 2022). Turning our attention to observational studies, the 
picture is a bit different. Small coherent eddies have been randomly sampled by in situ observations under sea 
ice since the 1970's (Manley & Hunkins, 1985; Newton et al., 1974), and, given their small length scales (a few 
kilometers), these features were referred to as Submesoscale Coherent Vortices (SCV, D’Asaro, 1988). The recent 
development of autonomous observing systems adapted to ice-covered regions such as Ice Tethered Profiler (ITP, 
Toole et al., 2011) has led to more extensive eddy censuses over the period 2005–2015 (Zhao et al., 2014, 2016). 
These censuses have revealed that the Arctic halocline is populated with numerous small eddies (diameters of 
1–15 km), the vast majority of which are anticyclones. Observations of the most recent period (after 2015) have 
not been used yet for that purpose. In addition to the description of individual SCV, in situ observations have also 
been used to examine the horizontal variability in potential energy under sea ice, based on wavenumber spectra 
performed along individual transects (Marcinko et al., 2015; Timmermans et al., 2012), and it was suggested 
that the presence of sea ice could damp the level of potential and kinetic energy at submesoscale (Mensa & 
Timmermans, 2017; Timmermans et al., 2012).

Despite their patchiness, observations and results from eddy-resolving models have also revealed that the small 
scale dynamics differs largely between layers in the Arctic, likely because of the presence of sea ice. In the 
surface layer, eddies are generated by a large variety of processes such as mixed layer instabilities at surface 
fronts (e.g., Brannigan et al., 2017) or intense brine rejection in leads and polynyas (Horvat et al., 2016; Woodgate 
et al., 2000). However, if they remain in the surface layer, these eddies are quickly dissipated by sea ice-induced 
friction, especially in winter when sea ice is the thickest and sustains larger internal stress (Ou & Gordon, 1986). 
Moreover, sea ice-induced friction also tends to make the surface layer baroclinically stable, thus reducing the 
generation of eddies (Manley & Hunkins,  1985; Meneghello et  al.,  2021). Deeper in the water column, the 
picture is different. There, eddies formed through baroclinic instabilities (Meneghello et al., 2021) or shed from 
the coastal and boundary currents (e.g., Pickart & Stossmeister, 2008; Spall, 2013) likely propagate freely inde-
pendently from the presence of sea ice (Ou & Gordon, 1986). It remains unknown, however, if these subsurface 
eddies could imprint any signature on sea ice through dynamical or thermodynamical processes.

Here, we aim at characterizing the (sub)mesoscale variability in the different layers of the Arctic Ocean, exploit-
ing fully the 16-years long ITP data set completed with moorings from the Beaufort Gyre Observing System 
(BGOS). We seek observational-based evidences and a better understanding of the interplay between the Arctic 
dynamics at small scales and sea ice. The remainder of this paper is organized as follows. The various observa-
tional datasets used in our analysis are presented in Section 2. We then quantify the time and space variations 
of the energy at the (sub)mesoscale in the surface layer (Section 3) and in the subsurface layer (Section 4) and 
put  them in regard with the variations in sea ice conditions. We then perform a census of the coherent struc-
tures, and examine their potential interactions with sea ice (Section 5). Discussions and conclusion are given in 
Section 6.
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2. Data
As part of the Beaufort Gyre Observing System (BGOS, https://www2.whoi.edu/site/beaufortgyre; 
Proshutinsky et al., 2009), up to four moorings have been deployed and maintained in the Canadian Basin 
since August 2003 (A, B, C, D, see Figure 1b). At the time of the analysis, data were available until Septem-
ber 2018. An upward-looking Acoustic Doppler Current Profiler (ADCP) is mounted on the top of each 
mooring (except for mooring C), providing vertical profiles of horizontal ocean currents in the upper ∼30 m. 
Note that the ADCP was installed on mooring D in 2005, and in 2010 for moorings A and B. Profiles are 
returned every hour, from which we compute daily means, in order to filter the higher frequency fluctua-
tions (likely induced by tides or inertial motions). We use the processed data interpolated on a 2-m fixed 
vertical grid. In addition to the ADCP at the top, each mooring is equipped with a McLane Moored Profiler 
(MMP), which provides one-way vertical profiles of temperature, salinity and horizontal velocity between 
50 and ∼2,000 m, separated in time by intervals of 6 and 48 hr, alternately. Again, we use the processed 
data provided with a 2-m vertical resolution. Finally, sea ice draft on top of each mooring is measured by 
an Upward Looking Sonar (ULS). The final product is daily and has an associated uncertainty of 5–10 cm 
(Krishfield & Proshutinsky, 2006).

In addition to the mooring observations, we also make use of observations collected by ITP, that are available 
through the ITP Program (http://www.whoi.edu/itp/, Toole et al., 2011). An ITP is similar to an Argo float, albeit 
drifting with the sea ice floe on which it is installed rather than ocean currents. An ITP is composed of a surface 
buoy sitting on top of a sea ice floe, which supports a wire rope extending through sea ice and into the ocean, 
with a weight at the end to keep the wire vertical. The profiler climbs up and down along the wire and samples 
temperature, salinity, and pressure from ∼7 m down to 750 m, with a nominal 1 Hz sampling rate (corresponding 
roughly to a vertical resolution of 0.25 m). Each ITP returns between 2 and 6 vertical profiles per day. In addition, 
some ITPs are equipped with a velocity sensor and return horizontal velocity (ITP-V; Cole et al., 2015). Between 
2004 and 2019, 121 ITPs have been deployed over the Arctic Basin, providing ∼136,000 profiles (Figure 1a), 
while 13 ITP-V provided 40,791 profiles including velocity (Figure 1b). In the present analysis, we use data from 
103 ITPs that were fully processed (Level 3) and provided on a 1-m vertical resolution grid. The data from the 
additional ITPs are only processed to Level 2 and are provided on a 2-m vertical resolution grid. Throughout our 
analysis, we have checked that our results are not biased by the level of processing of our data set. In particular, 
we only use data processed at Level 3 in the spectra analysis presented in Sections 3 and 4.

Data from the Thermosalinograph (TSG) mounted on the R/V POLARSTERN gathered during the PS101 expe-
dition in the Nordic Seas in October 2016 are also examined (Boetius & Rohardt, 2017). The transect used here is 
roughly a straight line in the Norwegian Sea (Figure 1c). Temperature and salinity were measured at 11 m depth 
with a 10-min sampling interval.

Last, we make use of the sea ice concentration data set distributed by the EUMETSAT Ocean and Sea Ice Satel-
lite Application Facility (OSISAF, product OSI-401-b). The product is distributed as daily fields since 2016 on a 
regular grid with a horizontal resolution of 10 km (Tonboe et al., 2017).

Figure 1. Maps showing the trajectories of (a) the ITP, (b) ITP-V and (c) the transect corresponding to the PS101 expedition, all colored by the year when data were 
collected. The mooring positions in the Canadian Basin are indicated with letters on (b).
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Throughout the study, we use the Gibbs SeaWater (GSW) Oceanographic Toolbox of TEOS-10 adapted for 
Python (http://www.teos-10.org/) to compute density and potential density from conservative temperature and 
absolute salinity, the freezing point temperature as well as dynamical height and geostrophic velocity from in situ 
profiles of temperature and salinity.

3. (Sub)mesoscale Dynamics in the Surface Layer
We start by providing a description of the ocean dynamics at mesoscale and submesoscale in the surface layer of 
the Arctic Ocean, for the seasonal and perennial ice zone separately, and explore their time and space variations, 
which are examined in conjunction with the variations in sea ice conditions.

3.1. The Seasonal Ice Zone

We first compute the temporal variability of the kinetic energy (KE) in the seasonal ice zone of the Canadian 
Basin, using the BGOS moorings located in this region. Using the ADCPs mounted on moorings A, B and D, the 
KE time series averaged over the top 30 m (Figure 2b) is estimated as in Cassianides et al. (2021):

𝐾𝐾𝐾𝐾 = ∫
(

1

2

(

𝑢𝑢
2
𝑜𝑜 + 𝑣𝑣

2
𝑜𝑜

)

𝑑𝑑𝑑𝑑

)

∕ℎ (1)

with uo and vo the two components of the horizontal ocean velocity and h the layer thickness (30  m here). 
Figure 2a also shows the evolution of the sea ice draft estimated from the ULS. There is a clear anti-correlation 
between sea ice draft and surface KE at all moorings. Sea ice draft evolves seasonally, with a maximum found 
in March–April around 2 m, and a minimum occurring in September that reaches 0 in some years but not all. 
KE is exhibiting a common behavior at all moorings: there is a very low background value all year long of about 
1.5×10 −4m 2 s −2, corresponding to the very weak mean currents found in the center of the Beaufort Gyre where 
the moorings are located (Regan et  al.,  2019), contrasting with large peaks (reaching around 1×10 −2m 2  s −2) 
visible during summer. These events, associated with high KE sustained over a few days, are the signature of the 
passage of eddies in the surface layer (Cassianides et al., 2021). The most energetic events occur during summer 
2012, 2015, 2016 and 2017, with values reaching up to 3.5×10 −2 m 2 s −2. This also corresponds to periods when 
the sea ice draft is zero. In contrast, during summer 2013 and 2014, when sea ice draft remains nearly 1 m thick at 
the end of the melting season, peaks in KE are weaker and less numerous. Lower levels of KE are logically found 
in winter, when the presence of thick sea ice insulates the surface from atmospheric forcing, dissipates existing 
eddies through sea ice friction (Ou & Gordon, 1986) and tends to make the ocean surface layer baroclinically 
stable (Meneghello et al., 2021). Overall, at first order, the time and space variations in KE in the seasonal ice 
zone, and in particular its seasonal cycle, are driven by the variability of the sea ice cover.

3.2. The Perennial Ice Zone

Mooring observations in years when the moorings remain under sea ice all year long suggest that the energy 
remains small under the sea ice pack. Unfortunately, the nature of the moored instruments that record time vari-
ability at a given location (for which a theoretical framework is lacking to interpret the variations in potential 
energy; e.g., Ferrari & Wunsch, 2010), as well as the lack of hydrographic observations in the surface layer, 
render the BGOS mooring observations unsuitable to investigate further how the energy is shared across scales in 
the ice-covered Arctic. Instead, we use ITP observations of potential density under sea ice to estimate horizontal 
wavenumber (k) spectra of the potential density variance. Note that computing these spectra are equivalent to 
examining the variability in potential energy. Similar analysis has been performed previously by for example, 
Timmermans et al. (2012) in order to examine the small scale processes important for the restratification of the 
surface layer, albeit only considering observations from a single ITP over 5 months.

Here we select data at 10 m from 27 ITPs spread across the Arctic. We select transects made in winter (November, 
December, January and February) and summer (June, July, August and September), in order to investigate the 
potential influence of seasonality. The two seasons are thus roughly corresponding to the sea ice freezing and 
melting seasons, respectively, meaning that the buoyancy forcing at the ocean surface has a different sign between 
the two seasons. Different definitions for the seasons were tested but do not affect our results qualitatively. 
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Regarding the sampling period of each instrument, a given ITP can provide data for one season only, or for 
both seasons. Some ITPs even cover two winters or two summers. Generally, ITPs drift faster 𝐴𝐴

((0.1 𝑚𝑚𝑚𝑚
−1
))

 
than the evolution of the Arctic mesoscale features, that are mostly advected by the weak background flow 

𝐴𝐴
((0.03 𝑚𝑚𝑚𝑚

−1
))

 on average at the mooring position, although this estimate may not be fully representative of the 
full basin where the ITPs are drifting). It means that the spectra analysis should allow us to examine the dynamics 
at mesoscale (length scales between Rd and 100 km), following the methodology developed by Timmermans 
et al. (2012) and applied to a subset of our observational data set. We acknowledge, however, that the difference 
in speed is not an order of magnitude, meaning that the ITPs sample not only the spatial variability of the eddy 

Figure 2. Time series of (a) sea ice draft and kinetic energy in (b) the surface layer (0–30 m depth), (c) the halocline layer (50–300 m depth) and (d) the Atlantic Water 
layer (300–1,000 m depth) estimated for the BGOS moorings A (red), B (cyan) and D (black). The time series shown in (a) and (b) have a daily resolution, while the 
ones in (c) and (d) have an alternating time resolution of 6 and 48 hr.
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field but also the temporal variability to some extent. For length scales smaller than Rd, we also anticipate that 
internal waves may significantly contribute to the variations in density, aliasing the signal and making it difficult 
to distinguish from these driven by the presence of submesoscale structures. Since all ITPs do not drift at the 
same speed and perform different number of profiles per day, the distance they travel (and thus the spatial reso-
lution) between two consecutive profiles differ between them. Indeed, the distribution of the distance between 
two consecutive profiles shows that more than 70% of the values are below 3 km. The density profiles are thus 
interpolated on a regular 3-km grid. Note that our results are not sensitive to the choice of a finer grid (1 or 2 km). 
We apply a Hanning window to each density field to reduce side-band leakage effects due to the signal truncation 
(Thomson & Emery, 2014), and then a Fourier transform to get a spectrum. At this stage, each spectrum has a 
different length as each ITP travels a different distance during a season. In order to average the spectra, we create 
a common grid for each season and at each depth, limited by the shortest distance traveled (216 km for ITP 9). 
For each mean spectrum, we also compute the confidence interval at 95% with a chi-square distribution, taking 
into account that each individual spectrum has two degrees of freedom (the real part and the imaginary part). 
Finally, we estimate the best-fit slope in loglog space for the mesoscale range, between Rd and 10Rd (considering 
a constant Rd of 10 km).

The average across all the available spectra is shown on Figure 3a, along with all the individual spectra (shown 
as thin and transparent lines). The spectra are colored per season, in order to detect any potential seasonality. 
The best-fit slopes estimated between Rd and 10Rd for the seasonal means are −2.3 ± 0.03 and −3.0 ± 0.02 for 
summer and winter, respectively, and the level of energy is overall slightly higher at mesoscale in summer than 
in winter. We can compare them to the theoretical slopes k −5/3 expected for the surface quasi-geostrophic dynam-
ics (Blumen, 1978; Callies & Ferrari, 2013), commonly found at the surface where submesocale features are 
generated from fronts, mixed layer instabilities and stirring from mesoscale structures (e.g., Callies et al., 2016; 
McWilliams, 2016). In the interior of the ocean, where turbulence arises from baroclinic instabilities fueled by 
potential vorticity anomalies, a quasi-geostrophic regime is most commonly found (Charney,  1971), charac-
terized by a density spectrum with a slope steeper than k −3 (Charney, 1971; Klein et al., 2008). Here, despite 
looking at the surface, the mean spectra are steeper than one would expect from the surface quasi-geostrophic 
dynamics, suggesting a low energy at mesoscales, more consistent with a quasi-geostrophic turbulence scaling. 
The steep winter slope, in particular, is similar to the scaling found by Timmermans et  al.  (2012) estimated 
from data of a single ITP drifting in the Canadian Basin in winter 2009–2010, who further speculated that the 
steeper slope could be the result of the shear from ice-ocean stress suppressing submesoscale instabilities. We 
note that the frequency spectra are usually less steep than the wavenumber spectra (Arbic et al., 2012; Ferrari & 
Wunsch, 2010), so that the non synoptic sampling of the eddy field by the ITP would tend to make spectra less 
steep, not steeper than theoretical wavenumber spectra.

The seasonality of the spectra scaling is also striking, as it is at odds with what was observed in the open ocean, 
for example, in the western North Atlantic, where the submesoscale flows are much stronger in winter than in 
summer (Callies et al., 2015). Building on the hypothesis put forward by Timmermans et al. (2012), the seasonal-
ity found in the mean spectra could be driven by the sea ice conditions, with thick and less mobile winter sea ice 
conditions being more efficient at damping surface instabilities than summer conditions. To test this hypothesis, 
we extract two pairs of individual spectra (shown in the background on Figure 3a), and examine the sea ice condi-
tions corresponding to these spectra (Figure 4). We first look at the case of two ITPs drifting in the same region 
north of Fram Strait in summers 2008 and 2013 (Figures 4a and 4b). The sea ice conditions are similar in both 
cases, with a mean concentration around 94%, a mean drift close to 0.1 m s −1, meaning that any potential differ-
ence between the spectra is not arising from different sea ice drift that directly determine the sampling frequency. 
Despite this, the spectra estimated from the two ITPs are very different, with slopes of −2.1 in one case and −3 
in the other. In both cases, we have checked that the ITPs are not crossing a coherent vortex. Similarly, we also 
compare the spectra estimated from two ITPs drifting in the Canadian Basin (north of the Canadian Arctic Archi-
pelago) in winters 2005–2006 and 2007–2008 (Figures 4c and 4d). Again, despite similar conditions along the 
two trajectories (with more than 97% concentration and a drift oscillating around 0.1 m s −1), the two spectra are 
very different, with slopes of −2.4 and −3.2. These results suggest that the distribution of surface energy among 
scales is not solely determined by the sea ice conditions, the location nor the season considered. We acknowledge, 
however, that given the large spread between individual spectra shown in Figure 3a, examining only 4 individual 
spectra might not allow us to draw robust conclusions and to fully rule out the impact of the variations in sea ice 
conditions on the surface energy distribution. This is even more true as ITPs are, by design, only sampling a small 
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Figure 3. Wavenumber spectra of potential density variance (σ 2 in kg 2 m −6) at (a) 10 m from ITP, (b) 11 m from the PS101 expedition, (c) 100 m from ITP and (d) 
550 m from ITP. ITP trajectories are shown on Figure 5d. Spectra are shown in red for summer (defined as June–September) and blue for winter (November–February). 
The thick lines represent the average for each season and spectrum from each individual transect are shown in transparency. The light shadings around the mean spectra 
indicate the 95% confidence intervals. The mesoscale range is indicated as Rd–10Rd, with Rd = 10 km. The slopes of the seasonal mean spectra estimated in this range 
are indicated in colors. References with slopes of −5/3 (black dotted line) and −3 (black dashed line) are also indicated.
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Figure 4. Wavenumber spectra of the potential density variance (σ 2 in kg 2 m −6) at 10m depth estimated from (a) ITP 19 in summer 2008 in the Eurasian basin; (b) 
ITP 61 in summer 2013 in the Eurasian basin; (c) ITP 3 in winter 2005–2006 in the Canadian basin and (d) ITP 18 in winter 2007–2008 in the Canadian basin. The 
light shadings indicate the 95% confidence intervals. The mesoscale range is indicated as Rd–10Rd, with Rd = 10 km. The slopes of the spectra estimated in this range 
are indicated in magenta. The time series of the sea ice concentration (in blue, estimated from OSISAF and interpolated along the ITP trajectory) and the sea ice drift 
(in red, estimated based on the consecutive position recorded by the ITP) along the considered ITP trajectory. The ITP trajectory are indicated on the top maps for the 
Eurasian (left) and Canadian Basin (right).
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range of the sea ice conditions (corresponding to thick and concentrated sea ice conditions), and so the data set 
used here is not capturing the full extent of the seasonality in sea ice conditions.

To exemplify a possible impact of sea ice on the surface dynamics, we further compare all our spectra corre-
sponding to sea ice conditions found in the pack (Figure 3a) to the spectrum obtained from the data of the PS101 
cruise, that took place in the ice-free Norwegian Sea in October 2016 (Figure 3b). We select a section of about 
638 km performed over 18–20 October 2016 and interpolate the density field at 11 m depth on a 3-km resolution 
grid before performing the analysis, consistently with the processing of the ITPs (although we acknowledge that 

Figure 5. Wavenumber spectra of the potential density variance (σ 2 in kg 2 m −6) at 10m from ITP for summer (red, June–September) and winter (blue, November–
February), for different regions of the Arctic Basin, as indicated by the gray circles on the map (d). Individual spectra from each ITP are plotted in transparency and the 
thick lines represent the mean for each season. The light shadings indicate the 95% confidence intervals. The mesoscale range is indicated as Rd–10Rd, with Rd = 10 km. 
The slopes of the spectra estimated in this range are indicated in colors. The trajectories of ITP are indicated on the map and colored by season.
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the transect was performed much faster than the drift of any ITP). Overall, the level of energy along this tran-
sect is similar to the level found under sea ice. The slope of the spectrum scales as k −2.2, similar to what can be 
found under sea ice, at least in summer. This seems, once again, to be in contradiction with the hypothesis that 
the presence of sea ice damps the development of small-scale dynamics in the surface layer. Yet, as emphasized 
just previously, the representativeness of a single spectrum might be very limited. Indeed, Timmermans and 
Winsor (2013) used glider data in the ice-free Chukchi Plateau and found a k −3 scaling, while Mensa et al. (2018) 
found a spectrum scaling as k −2 when performing a similar analysis on TSG data gathered in summer 2016 in the 
ice-free Beaufort Sea, similar to what we estimate for the data from PS101 cruise. In addition to the limitations 
arising from the interpretation of individual spectra, the contrasted values might also hint at some geographical 
differences that could arise from the different stratification or mixed layer conditions found in the different 
parts of the Arctic (Peralta-Ferriz & Woodgate, 2015). Indeed, when considering different surface stratification, 
Callies and Ferrari (2013) (their figure 4) found that the theoretical slope of the density spectra can differ widely 
from the canonical k −5/3 scaling.

To evaluate if the spread in the spectra could indeed arise from geographical differences, we group the different 
spectra per region (Figure 5). The choice of the three regions was made as the best compromise to obtain the 
best coverage and to allow us to examine seasonality within these regions when possible. Starting by looking at 
the spectra obtained from the ITPs drifting in the Canadian Basin, we find a similar behavior to what was found 
for the Arctic average (Figure 3a), with similar slopes and a steeper spectrum in winter (−2.9 ± 0.02) than in 
summer (−2.1 ± 0.01). Yet, this apparent seasonality, with more energy at smaller scales in summer is in stark 
contrast with what is found in the Makarov Basin. There, the slopes of the seasonally averaged spectra are very 
close (with a scaling of k −2.6 and k −2.9 in winter and summer, respectively), in line with the slope predicted from 
quasi-geostrophic theory. In this region, the sea ice conditions are most likely exhibiting little seasonality, while 
in the Canadian Basin, ITPs drift closer to the sea ice edge and might thus sample oceanic conditions forced at the 
surface by more diverse sea ice conditions depending on the season. When considering the Eurasian Basin, the 
ITP coverage is too sparse to obtain estimates for different seasons in all regions. Instead, we consider all the data 
available in the eastern side of the basin in winter, and obtain a very steep mean spectrum (with a slope scaling as 
−3.5 ± 0.04, and an absolute value of the σ 2 variance weaker than in other regions), suggesting that in this region, 
the energy at mesoscale is very low. North of Fram Strait, when clustering all the spectra available for summer, 
the slope of the spectrum scales as −2.8 ± 0.05, suggesting this time more energy at mesoscale but a weaker 
submesoscale dynamics. Again, as in the three regions, the ITP trajectories are not identical amongst seasons (and 
very distinct in the Eurasian Basin), we emphasize again here that part of the differences in our seasonal estimates 
may arise from regional differences of the ocean conditions.

Overall, we could not detect regions, seasons or environmental conditions with clear and contrasted dynamical 
regimes. There are some hints of some sort of seasonality, suggesting that some submesoscale turbulence might 
develop in the surface of some regions during summer, when sea ice is less of a barrier between the ocean and the 
atmosphere and when the sea ice stress at the surface weakens. This seasonality contrasts with the typical open 
ocean dynamics, where submesoscale turbulence tends to intensify in winter (Callies et al., 2015; Thompson 
et  al.,  2016), but also with what was found in the Antarctic MIZ, where the submesoscale flows were also 
observed to intensify in winter (Biddle & Swart, 2020). Yet, one might note that this intensification was suggested 
to be a response to the development of sea ice leads, which, in the Arctic, might occur more predominantly in 
summer. Further, using observations from gliders in the Antarctic MIZ, Giddy et al. (2021) reveal that submesos-
cale turbulence can be triggered at small scale surface fronts resulting from summer sea ice melt, a mechanism 
that might also be at play in the Arctic. Under the sea ice pack, most spectra indicate a lack of energy at submesos-
cales, in line with the results of Mensa and Timmermans (2017) and Shrestha and Manucharyan (2022) based 
on an idealized process model at very high resolution. Maybe more importantly, our analysis highlights the risk 
of drawing conclusions from a small data set, such as one ITP, as has been done in previous studies. Indeed, it is 
clear from the spread between all our spectra (Figure 3a) that one can find a spectrum with basically any slope, 
regardless of the region or the sea ice conditions (Figures 4 and 5).

4. (Sub)mesoscale Dynamics in the Subsurface Layer
We now turn our attention to the turbulence in the interior of the Arctic Basin. Observations have revealed 
the existence of a subsurface intensification in KE, with no significant seasonal variations (e.g., Manley & 
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Hunkins,  1985). This subsurface maximum is the signature of eddies formed by baroclinic instabilities and 
shielded from sea ice friction by a peak of stratification at the base of the surface layer (Meneghello et al., 2021). 
This suggests that, at depth, the impact of the presence of sea ice on the levels of turbulence might be very limited. 
This section aims at testing this hypothesis based on the analysis of available observations.

4.1. The Seasonal Ice Zone

Here we start again by estimating the variability of KE in the seasonal ice zone of the Canadian Basin, based 
on the observations from the MMP mounted on 3 of the BGOS moorings. KE is estimated in the halocline 
(50–300 m, Figure 2c) and in the Atlantic Water layer (300–1,000 m, Figure 2d) based on Equation 1. Note that 
MMP does not sample continuously above 50 m, so there is a gap with our surface layer defined as the top 30 m.

The background KE found at depth at the 3 moorings is similar in magnitude to the background KE quanti-
fied for the surface layer in Section 3 (Figure 2b), with values of about 5.7 × 10 −4 m 2 s −2 in the halocline and 
1.7 × 10 −4 m 2 s −2 in the Atlantic Water layer. Similar to the behavior found in the surface layer, KE at depth is 
also largely dominated by energetic pulse-like events, reaching as high as 2.5 × 10 −2 m 2 s −2 and 7 ×  10 −3m 2 s −2 
in the halocline and the Atlantic Water layers, respectively, with a larger number of pulses found in the halo-
cline layer. Yet, in stark contrast to the surface layer, KE in the subsurface layer varies independently from the 
variability in the sea ice draft (Figure 2a), and thus does not exhibit any seasonality, in line with the finding of 
Meneghello et al. (2021). We note, however, that the lack of seasonal cycle in KE at depth could depend on the 
region considered, even beyond the seasonal ice zone. Indeed, based on results from a regional Arctic model at 
∼1 km resolution, Wang et al. (2020) suggest that KE in the interior exhibits a seasonal cycle over the Eurasian 
and Alaskan continental slopes, but not in the Beaufort Sea (in line with our mooring observations). Further, 
von Appen et al. (2022) reveal that in large parts of the Arctic, seasonal and interannual variability of the current 
might contribute significantly more to the mean KE than EKE. Thus, there might be some spatial and temporal 
variability unrelated to the sea ice conditions, that we explore in the following section.

4.2. The Perennial Ice Zone

We now return to ITP observations that sample potential density under the sea ice pack. Following the method 
previously presented, we use data from 27 ITPs to estimate wavenumber spectra of potential density variance 
(averaged again per season) at 100  m (in the halocline; Figure  3c) and 550  m (in the Atlantic Water layer; 
Figure 3d).

First, the comparison of the mean spectra at different depths reveals that the variance in potential density (and thus 
potential energy) decreases with depth, with spectra at 550 m being roughly three and two orders of magnitude 
weaker than at 10 and 100 m, respectively. Second, similarly to the surface layer the energy is, on average, slightly 
stronger in summer than in winter. When computing the best fit slope, we find that the two mean seasonal spectra 
exhibit similar slopes at 100 m (close to −2.4), while at 550 m, the slope is flatter in summer (−1.9 ± 0.04) than 
in winter (−2.6 ± 0.02), similar to the behavior found at the surface. Third, when looking at individual spectra, 
it is however clear that, similarly to the surface layer, one can find in the interior a large variety of spectra, with 
slopes varying between −1 and −4.2. Here again, we could not find any significant clustering of the spectra when 
splitting up the spectra per region, season or sea ice conditions (not shown).

The spread amongst our spectra estimated in the halocline could explain the discrepancy with the results of 
Marcinko et  al.  (2015) and Timmermans et  al.  (2012). Indeed, based on a few transects across the Arctic, 
they both found spectra that are scaling very well with a k −3 slope, in line with what is expected for interior 
quasi-geostrophic turbulence over the mesoscale range. The picture we draw from our more extensive data set is 
more complex, and further analysis of the dynamics at play in the interior will be required in order to fully eluci-
date the mechanisms driving the energy distribution across scales. Our results, however, highlight that the sea ice 
conditions and their spatio-temporal variations appear to be only one of possible relevant mechanisms determin-
ing the variability of the small scale dynamics in the halocline, as also suggested by Marcinko et al. (2015). The 
small seasonality found in the Atlantic Water layer remains puzzling. In this layer, the thermohaline properties 
(and thus density) are lacking any seasonality in most of the basin away from the entrance of the Atlantic Water 
layer at Fram Strait (Lique & Steele, 2013). It is thus very surprising to find a seasonality in the slope of the 
spectra averaged across the basin (Figure 3d).
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5. Local Eddy-Sea Ice Interactions
In Sections 3 and 4, we have provided a detailed description of the small scale dynamics in the different regions of 
the Arctic. We found that, while, in the surface layer, the presence of sea ice seems to dampen strongly the mesos-
cale flow, this is not the case at depth where the levels of energy at mesoscale are not affected by the presence of 
sea ice. Both at the surface and at depth, coherent eddies are largely dominating the variability in KE (Cassianides 
et al., 2021; Zhao et al., 2018), and as such, the interactions between these features and sea ice could potentially 
be important for understanding the interplay between ocean and sea ice. The goal of this section is thus to perform 
an eddy census in order to investigate the local interactions between eddies and sea ice.

5.1. Eddy Census

We first use the full ITP, ITP-V and BGOS mooring datasets to perform an eddy census over the period 2004–2019, 
expanding significantly the latest census performed by Zhao et al. (2016) (up to 2015). Our eddy detection is largely 
done by visual inspection. It is primarily based on the method of Zhao et al. (2014), although, here, an eddy is char-
acterized by both (a) an isopycnal displacement and (b) a temperature or a potential vorticity (PV) anomaly instead 
of solely an anomaly of temperature as in Zhao et al. (2014). This allows us to detect eddies that are not associated 
with temperature anomaly in their core. PV is estimated as 𝐴𝐴

𝑓𝑓0

𝜌𝜌

(

𝜕𝜕𝜌𝜌

𝜕𝜕𝜕𝜕

)

 with ρ the potential density and f0 the Coriolis 
parameter, taken as the value at the North Pole (f0 = 1.45 × 10 −4 s −1). Anticyclonic and cyclonic eddies are asso-
ciated with a convex-shape and concave-shape isopycnal displacement, respectively, and the depth of the feature is 
taken as the depth of the maximum temperature or PV anomaly. When considering observations from ITP or ITP-V, 
we only detect an eddy when the instrument crosses the structure with a rather straight trajectory, as the anomaly in 
density could be the signature of a front or a meander otherwise. We then compare the characteristics of consecutive 
eddies sampled within a few days and remove any eddy sampled twice. We also require that a given eddy has a 
signature in a minimum of four consecutive profiles for both ITP and moorings. For ITP and their typical ∼2–3 km 
distance between profiles, and given the typical Rd of ∼10 km in the Arctic, it means that our detection should be 
able to capture both mesoscale and submesoscale eddies. When using mooring data, we assume that eddies are 
advected by a background flow of ∼0.03 m s −1, corresponding to the mean weak background flow measured by 
the mooring in the halocline layer. Given the temporal sampling, four consecutive profiles across an eddy diameter 
thus correspond roughly to 12 km, meaning again that both mesoscale and submesoscale eddies can be sampled.

As our detection method is based on the analysis of temperature and salinity data, it cannot be applied to the 
top 50 m of the moorings (where temperature and salinity measurements are lacking). Based on ITP and ITP-V 
profiles, the shallowest eddies detected are centered at ∼20 m. Above this depth, it often corresponds to the mixed 
layer where PV anomalies are too small to be detected.

Once an eddy is detected, we further estimate its radius when horizontal velocity data are available (i.e., for 
eddies detected from the mooring and ITP-V data sets). The eddy radius Reddy is defined as half the distance 
between the two maximum azimuthal velocities U found on each side of the eddy, that we approximate to the 
maximum speed. This approximation relies on the assumption that the eddy center has passed through the moor-
ing location, or that the ITP-V has drifted across the eddy center.

As a result, 505 eddies are detected (Figure 6), 103 from the moorings (Figure 6c), and 402 from the ITPs (51 in 
the Eurasian Basin and 351 in the Canadian Basin; Figure 6d). Among the 505 eddies, 14 are cyclones and 491 
anticyclones.

The vast majority of the eddies have their core in the halocline, although some can be quite shallow (with a core 
between 20 and 50 m; Figure 7), corresponding to situations when the mixed layer is shallow as well. Among the 
detected features, we found 333 ones with an anomalously cold core, and only 45 with an anomalously warm core 
or no significant temperature anomaly (113 eddies). For the 14 cyclones, we do not detect any temperature anomaly. 
The properties of the water trapped in the eddy core can provide useful information on their region of formation (e.g., 
Pnyushkov et al., 2018). Figure 7 reveals that the core temperatures largely cluster close to the freezing point line, 
while the core salinities span a large range of values (S ∼28–35 psu for the Canadian Basin and S ∼32–35 psu for the 
Eurasian Basin). Temperatures close to the freezing point are suggesting that eddies were formed either at the surface 
under sea ice and then advected deeper to the halocline where they are mostly detected, or at depth in the Canadian 
Basin within the layer encompassing Winter Pacific Water, characterized by salinity of ∼32–33 psu and tempera-
tures close to the freezing point (Shimada et al., 2005). It means that eddies with core salinity fresher than 32 psu are 
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most likely formed at the surface. On average, the surface waters are fresher in the Canadian Basin (S ∼28–35 psu) 
than in the Eurasian Basin (S ∼32–35 psu), except for regions on the shelves close to river mouths, where salinity can 
be as low as 20 psu (Supply et al., 2020). As, in general, the cores of the eddies found on the Canadian side are mostly 
fresher than in the Eurasian side, it suggests that eddies are detected largely in the region where they were formed.

We also detect a significant number of eddies with no significant temperature anomaly in their core. Note that this 
type of eddy was not considered in the census made by Zhao et al. (2014) and Zhao et al. (2016), explaining partly the 
higher number of eddies captured by our analysis. These eddies are likely formed at depth in the interior of the Cana-
dian Basin through baroclinic instabilities (Meneghello et al., 2021) and remain afterward  in the same region, likely 
contributing to the equilibration of the Beaufort Gyre (Doddridge et al., 2019). It is thus useful to obtain a detailed 
description of their properties. From their census, Zhao et al. (2016) noted that  the number of halocline eddies has 
doubled from 2005 to 2012 to 2013–2014, an increase that they attributed to the intensification of the Beaufort Gyre 
that occurred over the same period (Regan et al., 2020), rather than the increase in the number of profiles. Similarly, 
we find a large interannual variability in the number of eddies detected by our method, that is the largest for the eddies 
encountered by ITPs in the Canadian Basin (Figures 6c and 6d). The number of eddies detected in the Canadian Basin 

Figure 6. Spatial distribution of (a) the number of profiles and (b) position of the core of all the eddy detected by ITP(-V), per 0.5° × 0.5° bins from all ITP(-V). Time 
series of (c) the number of profiles (solid line and right y-axis) and eddies detected (dashed line and left y-axis) from the moorings data set; and (d) the number of 
profiles (solid lines and right y-axis) and eddies detected (dashed lines and left y-axis) in the Canadian (red) and Eurasian (blue) basins from the ITP(-V) data set.
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by ITP reaches its maximum in 2014, but this year also corresponds to a peak in the number of profiles in the region, 
where the sampling by ITP is the densest (Figure 6d). Overall, the large spatio-temporal variations in data coverage 
make it very hard to determine if changes in the number of detected eddies are resulting from changes in data cover-
age (Figure 6a) or changes of the number of eddies existing in the Arctic. Yet, Figure 6d suggests a strong correlation 
between the number of profiles in the Canadian Basin and the number of eddies detected in the region. Moreover, 
as we could not find an increase in the number of eddies without temperature anomaly, nor in the number of eddies 
captured by the moorings in the interior of the gyre (Figures 2 and 6), our results question the finding that the vari-
ations in the number of eddies in the Canadian Basin would be related with the intensification of the gyre. Instead, 
it is likely that the gyre spin up had resulted in an increase of the mean KE rather than the EKE (Regan et al., 2020).

We further comment on two interesting characteristics of our census. First, we could not find any significant season-
ality in the number of eddies nor in their properties. This is not surprising as eddies are long-living features (from 
months to years; e.g., D’Asaro, 1988; Manley & Hunkins, 1985), which is likely buffering any potential seasonality 
in their generation. Yet, the lack of seasonality in the number of eddies at depth contrasts again with the seasonality in 
KE found at the surface in the seasonal ice zone (Figure 2b), reinforcing the idea that eddies at depth can evolve freely 
without being dissipated by the seasonally varying sea ice friction (Ou & Gordon, 1986). Second, we note that our 
eddy field is mostly anticyclonic, with the detection of 14 cyclones and 491 anticyclones, in line with the findings of 
previous observational and modeling studies focusing on the halocline (Manley & Hunkins, 1985; Wang et al., 2020; 
Zhao et al., 2016). This however contrasts with the analysis of Pnyushkov et al. (2018) who found an equal number of 
cyclones and anticyclones passing by a mooring in the Laptev Sea, and the results of Kozlov et al. (2019) who found 
that, at the surface of the Arctic ice-free regions, cyclones are twice as numerous as anticyclones. This asymmetry 
in the number of cyclones and anticyclones may arise from a known deficiency of any detection method based on 
isopycnal displacement (Giulivi & Gordon, 2006) or a possible shorter life of cyclones compared to anticyclones 
(Carton et al., 2014), but it might also be related to some Arctic-specific physical mechanisms that tend to promote 
the generation and propagation of subsurface anticyclones at ice-covered surface fronts (Brannigan et al., 2017).

In order to gain some insights on the eddy dynamics, we further estimate some useful quantities when velocity meas-
urements are available (Figure 8). Following D’Asaro (1988) and Manley and Hunkins (1985), eddy vorticity ζ can be 
scaled in cylindrical coordinates as 𝐴𝐴

2𝑈𝑈

𝑅𝑅𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 . We assign a negative sign (respectively positive) to an anticyclone (respec-

tively a cyclone). Finally, we estimate the Rossby number Ro as 𝐴𝐴
𝑈𝑈

𝑓𝑓0𝑅𝑅𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 . Eddies with Ro smaller than one are largely 

in geostrophic balance, while eddies characterized by Ro ∼ 1 are often associated with submesoscale turbulence.

Figure 7. Temperature-salinity diagram of the properties found in the eddy cores in (a) the Canadian Basin and (b) the 
Eurasian Basin. Each dot corresponds to an eddy, and is colored by the depth of the core. The stars indicate eddies detected at 
the moorings and circles with a green contour indicate the cyclones. Isopycnals are in gray. The thick black line indicates the 
freezing point line.
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Looking at the distribution of the eddy radius, there is a striking difference between the ITP-V data set on one side 
and mooring data set on the other side (Figure 8a). While eddies detected from mooring observations have a large 
variety of radius, spanning from 3 to 80 km (with a peak in the distribution around 10 km), ITP-V only captures 
small eddies, with radius between 3 and 10 km. Most of the eddies detected by ITP-V are smaller than the deforma-
tion radius Rd, and correspond to the SCV first identified in the central Beaufort Sea by D’Asaro (1988), although we 
note that the same structures were labeled as ’mesoscale eddies' by Zhao et al. (2014). The difference found in radius 
logically translates into differences in vorticity and Rossby number (Figure 8b). While moorings allow the detection 
of eddies with normalized vorticity ranging from −0.1 to −1 (and Ro between 0.05 and 0.5), SCV sampled by ITP-V 
tend to be characterized by larger normalized vorticity and Rossby number. The differences in scales and properties 
of the structures captured by our two datasets appear to be robust, as the number of sampled eddies is significant. 
Yet, it remains puzzling as both observing systems are sampling the same region (Figure 1b). Based on the analysis 
of mooring observations in the Eurasian side equipped with similar MMP and a similar sampling strategy (with 
profiles spaced by 6 and 48 hr, alternatively), Pnyushkov et al. (2018) found eddies with similar Rossby Number 
(Ro < 0.1), suggesting that larger and weaker eddies are preferentially observed by moored instruments of this kind, 
which may not be suitable to capture smaller scale features. Indeed, one needs to remember that ITP and mooring 
are returning observations of fundamentally different nature: while mooring provide time-varying observations at a 
fixed point (i.e., an eddy crosses the position of the mooring), an ITP drifts with sea ice faster than the ocean current 
(i.e., the ITP drift across an eddy). We hypothesize that this may be the reason for the discrepancy between the 
structures observed, although further analysis of for example, model fields that can be alternatively sub-sampled in 
time and space to mimic the instruments sampling would be required to fully elucidate this mismatch.

5.2. Potential Surface Signature in Sea Ice of the Subsurface Eddies

As mentioned in Section 1, previous studies have revealed that eddies and filaments can imprint their signature 
on sea ice through thermodynamical (Gupta et al., 2020; Horvat et al., 2016; Manucharyan & Thompson, 2017) 
and dynamical (Cassianides et al., 2021; Kozlov et al., 2020; Manucharyan et al., 2022; von Appen et al., 2018) 
processes. Yet, these analyses have three main limitations: (a) there are often based on results from idealized 
process models, (b) they only consider the potential signature of surface eddies and (c) they are limited to a few 
case study. Here, we aim to quantify the potential impact on sea ice of our numerous observed subsurface eddies.

First, the passage of a subsurface eddy at a given location could modulate the sea ice growth and melt rate (Gupta 
et al., 2020), by disturbing the stratification and modulating the local vertical heat flux (e.g., Lique et al., 2014). 
To quantify this impact, we use the ITP(-V) data set to estimate the mixed layer heat content as:

𝑄𝑄𝑀𝑀𝑀𝑀 = 𝜌𝜌0𝐶𝐶𝑝𝑝 ∫ (𝑇𝑇𝑀𝑀𝑀𝑀 − 𝑇𝑇𝑓𝑓 )𝑑𝑑𝑑 (2)

Figure 8. Probability density function of (a) radius, (b) vorticity (normalized by f0) and Rossby number for the eddies 
captured by the moorings (blue) and the ITP-V (green). Rd is indicated in (a) as a vertical line.
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with ρ0 a reference density (1,027 kg m −3), Cp the ocean specific heat capacity (3,985 J kg −1 K −1), (TML − Tf) 
the difference between the mixed layer temperature TML and the freezing point temperature in the mixed layer 
Tf and dh the thickness of the mixed layer. The mixed layer depth is estimated based on a threshold criterion of 
0.1 kg m −3 (Peralta-Ferriz & Woodgate, 2015), compared against the first available measurements closest to 
the surface. In order to estimate the anomaly in mixed layer heat content associated with the passage of an eddy 
(ΔQML), we assume that the average of QML at the two eddy edges represents the background QML, to which we 
subtract the value of QML at the eddy center. Here we consider the edge as the average between the closest two 
profiles on each side of the eddy in which we do not detect a PV or temperature anomaly. ΔHML, corresponding 
to the anomaly in mixed layer depth associated with the passage of an eddy, is estimated with the same method. 
The anomaly in mixed layer heat content can be directly converted into an equivalent change in sea ice thickness 
(Davis et al., 2016):

Δ𝐻𝐻𝑖𝑖𝑖𝑖𝑖𝑖 =

(

Δ𝑄𝑄𝑀𝑀𝑀𝑀

𝜌𝜌𝑖𝑖𝑖𝑖𝑖𝑖𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖

)

 (3)

where ρice is sea ice density (900 kg m −3) and Lice the latent heat of fusion of sea ice (3 × 10 5 J kg −1). ΔHice can 
be interpreted as the sea ice thickness that would have been melted or formed in response to the mixed layer heat 
anomaly induced by the passage of an eddy below the mixed layer.

The distributions of ΔHML, ΔQML and ΔHice are shown on Figures 9a and 9b. Regardless of the type of eddy 
considered, the anomaly in mixed layer depth is in most cases a shoaling by a few tens of centimeters (with a mean 
distribution centered around 0.7 m; Figure 9a). ΔQML is small and distributed around zero, with values spreading 
over both positive and negative small variations of ±2 × 10 7J m −2 (Figure 9b). It is surprising that even in the case 
of an eddy with a warm core (in red), there is no important change in the mixed layer heat content. The small vari-
ations in ΔQML induce a small change in sea ice thickness, with a peak in the distribution at 0. In the vast majority 
of our observed eddies, the potential induced melt remains small compared to the total bottom melt observed in 
the ice pack over a typical melting season, estimated to be ∼50 cm by Perovich and Richter-Menge (2015). The 
small impact on sea ice thickness might be due to the fact that the core of the majority of the eddies is close to the 
freezing point temperature, but also to the strong stratification at the base of the mixed layer that might prevent 
the transfer of heat upward, isolating sea ice from the thermodynamical impact of eddies. Although associated 
with errors, these calculations are the only way we could estimate of the thermodynamical impact of the eddy on 
sea ice. Indeed, some Ice Mass Balance (IMB) buoys were deployed on top of some ITP-V, providing direct in 
situ observation of sea ice thickness, but we could not find any data available when an eddy was detected. A few 
eddies stand out from our distribution, with value of ΔHice reaching as high as 5 cm (Figure 9b). We speculate 
that in specific conditions of stratification or eddy properties, the passage of eddies may contribute to the large 
spatial variations in sea ice bottom melt reported by Perovich and Richter-Menge (2015).

Second, subsurface eddies could impact sea ice dynamically. It is well known that subsurface eddies can have a 
signature in sea surface height (SSH; e.g., Chelton et al., 2011), as exemplified by the cases of meddies that have 
been associated to a local anomaly of 5–15 cm by Bashmachnikov and Carton (2012). If significant, SSH anom-
alies (and associated geostrophic velocities and vorticity) resulting from the propagation of subsurface eddies in 
the Arctic could represent a significant forcing for the sea ice momentum balance, and thus modulate the sea ice 
drift (Zhang et al., 1999) and vorticity (Cassianides et al., 2021). To quantify this potential impact, we compute 
the dynamic height (DH) at the surface following the relation:

𝐷𝐷𝐷𝐷 = ∫
𝑝𝑝2

𝑝𝑝1

𝑑𝑑𝑝𝑝

𝜌𝜌
 (4)

with p the pressure, p1 the pressure at the level of no motion chosen at 250 m depth (as most of the ITP-V do not 
have data below 250 m depth), and p2 the pressure at the first available data point closest to the surface. Although 
being the best choice possible given the availability of our data, we do acknowledge that the currents at 250 m 
in the Canadian Basin, where most of the ITP-V are drifting, are most likely non zero, and so our estimate of 
DH (and the quantities derived from it) may be somewhat biased. The sensitivity of our results to this choice is 
discussed below. Note also that the calculation could not be performed for eddy detected in the mooring data, as 
temperature and salinity data are not provided between above 50 m depth, preventing us from estimating dynamic 
height.
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For each eddy, we compute the gradient in DH at the surface between the eddy center and the eddy edge 
𝐴𝐴

(

Δ𝐷𝐷𝐷𝐷 = 𝐷𝐷𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 −
1

2
Σ𝐷𝐷𝐷𝐷𝑐𝑐𝑒𝑒𝑒𝑒𝑐𝑐

)

 , and we compute the surface geostrophic velocity Vg associated to this 
gradient  as:

𝑉𝑉𝑔𝑔 =
Δ𝐷𝐷𝐷𝐷

𝑓𝑓0𝑅𝑅𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 (5)

The associated surface vorticity anomaly is further estimated as 𝐴𝐴 𝐴𝐴 =
2𝑉𝑉𝑔𝑔

𝑅𝑅𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 . Given the need for an estimate of Reddy 

and measurements in the surface layer, the calculation is only done for the eddies detected by the ITP-V.

Figures 9c and 9d shows the probability distribution of ΔDH, and the vorticity anomaly resulting from it. The 
distribution of ΔDH ranges from −6 × 10 −2m 2 s −2 to 5 × 10 −2m 2 s −2, with an mean at −0.4 × 10 −2m 2 s −2. At 
first sight, it is surprising that the distribution of ΔDH is skewed to the left and negative values, despite the 
fact that most of the detected eddies are anticyclonic. In the case of anticyclonic meddies propagating at depth 
west of Gibraltar for instance, it was found that a positive sea level anomaly could be observed along their track 
(Bashmachnikov & Carton, 2012). Here, this is not the case and we find that many subsurface anticyclones are 

Figure 9. Probability density function of (a) the anomaly in mixed layer depth ΔHML, (b) the mixed layer heat content anomaly ΔQML, and the sea ice thickness 
anomaly ΔHice, associated to the passage of a cold core eddy (blue), warm core eddy (red) or an eddy without any temperature anomaly (green), captured by ITP(-V). 
Probability density function of (c) the surface Dynamic Height anomaly ΔDH and (d) the surface vorticity anomaly (normalized by f0) inferred from ΔDH, for eddies 
captured by ITP-V.
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associated with a negative anomaly in DH. In order to illustrate this behavior, we examine the case of one ITP-V 
(ITP-V 70) drifting in the Beaufort Gyre in 2013 (Figure 10). Between December 7 and December 24, the ITP 
crosses 4 anticyclones centered in the halocline, clearly identified by their cold temperature anomalies and the 
associated isopycnal displacement (Figure 10b). In the case of 3 out of these 4 eddies, the associated signature is a 
decrease in DH at the center of the eddy (Figure 10a). The eddy detected on December 18 appears to be a dipole, 
and is in contrast associated with a positive ΔDH of 2 × 10 −1m 2 s −2. The sign of the surface signature, reverse to 
what we would have anticipated, is puzzling and we do not have a clear dynamical explanation for it. In order to 
check that it is not due to our choice of level of no motion, we have performed a few tests by estimating DH for 
a handful of eddies detected in ITP, and considering alternately 250 and 700 m as a reference level (not shown). 
Although the mean value of DH is indeed affected by the calculation method, with differences reaching around 
15%, ΔDH remains of the same sign for the two reference levels for all cases. Further, we note that previous stud-
ies have highlighted similar counter-intuitive behaviors, when looking at the anomaly in sea surface temperature 
associated with the passage of eddies. While it is widely accepted that anticyclones (respectively cyclones) are 
associated with a cold (warm) core anomaly, an inverse signature in sea surface temperature has been found for 
some eddies in the Mediterranean Sea or the Tasman Sea (e.g., Everett et al., 2012; Hamad et al., 2006). Further 

Figure 10. (a) Dynamic Height estimated at the surface and (b) temperature profiles for ITP-V 70 drifting in the Canadian 
Basin in winter 2013. The black lines on (b) correspond to isopycnal. The black stars indicate the position of the eddies.
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investigations would be required to fully understand the dynamical processes that determine the sign and inten-
sity of the surface signature of the Arctic subsurface eddies, that likely involve some compensation of density 
anomalies within the water column. Overall, the large spread in the distribution of ΔDH further translates into a 
large range of values for the anomaly in surface normalized vorticity 𝐴𝐴

𝜖𝜖

𝑓𝑓0

 , with values ranging from −1 to 1 and a 
maximum at −0.05. These amplitudes are similar to the surface signature of meddies detected in the open ocean 
by Bashmachnikov and Carton (2012). This signal is an order of magnitude larger than the vorticity associated 
with a surface eddy in the MIZ of the Canadian Basin, that was found to induce a vorticity signature in sea ice 
(Cassianides et al., 2021). It thus suggests that the dynamical impact on sea ice of the subsurface eddies detected 
can be locally significant, and could possibly be detectable in satellite images from which the sea ice drift and 
vorticity can be retrieved.

6. Discussion and Conclusion
The dynamics of the Arctic Ocean at mesoscale and submesoscale remains poorly understood, despite their poten-
tial role for determining the sea ice conditions and their evolution. In this study, we present a detailed pan-Arctic 
characterization of the (sub)mesoscale variability over 16 years, making use of the large available datasets of in 
situ observations as extensively as possible. Based on a spectral analysis of the spatial potential density variance 
(which is equivalent to potential energy) sampled by ITP, we document a large variety of regimes that can be 
found under the sea ice pack. Indeed, both at the surface and at depth, one can find wavenumber spectra with 
slopes varying between −4 and −1 (Figure 3), regardless of the season, location or local sea ice condi tions. Our 
results contrast with previous studies, based on a very limited sub-sample of our data set, that have suggested that 
the presence of sea ice would tend to damp the development of submesoscale instability, so that the dynamics 
would largely follow a quasi-geostrophic scaling even at the surface (Timmermans et al., 2012). Instead, our 
results showcase the complexity and heterogeneity of the dynamical regimes that appear to co-exist under the 
Arctic sea ice. In contrast, in the seasonal ice zone, the small scale dynamics seems to be easier to understand. 
On the one hand, at the surface, the time variations in KE are strongly anticorrelated with the sea ice thickness 
on a seasonal timescale, with KE that can reach as high as 10 −2m 2 s −2 in summer. On the other hand, at depth, 
the levels of energy remain unaffected by the variability in sea ice conditions. This is likely because the subsur-
face layer is largely isolated from the surface by the strong peak of stratification at the base of the surface layer 
(Meneghello et al., 2021).

Although we have tried our best to extract as much information as possible from the large observational data sets, 
it remains difficult to assemble a fully coherent picture of the small scale dynamics at the pan-Arctic scale. For 
instance, because ITPs are designed to sample the water column under thick sea ice, we are not able to perform 
the same diagnostics on potential energy in the regions that are seasonally ice-free. In the future, it would be 
interesting to examine data from surface and subsurface Lagrangian drifters sampling density continuously. Such 
analyses have been performed by Mensa et  al.  (2018) and Timmermans and Winsor  (2013), but are thus far 
limited to very small datasets so that their representativeness might be questionable.

Nevertheless, the description of the pan-Arctic distribution of turbulence provided here suggests that, in the 
sea ice pack, the variability in sea ice conditions is not the primary driver for the variations in kinetic and 
potential energy. What about the other way around? Previous studies have exemplified that surface meso- and 
submeso-scale eddies can imprint a signature on sea ice, through both dynamical and thermodynamical processes 
(e.g., Gupta & Thompson, 2022; Manucharyan & Thompson, 2017). Yet, by performing a census of all eddies 
found in the Arctic over the period 2004–2019, we find that most eddies are found at depth, within the halocline 
layer. This raises the question of the potential impact of these subsurface eddies on sea ice, that we quantify based 
on simple qualitative diagnostics applied to each eddy individually. Figure 11 summarizes the different processes 
at play, in the case of an anticyclone (which represents 97% of our census). We find that the passage of a subsur-
face eddy is not associated with any significant change of the mixed layer depth nor its heat content, and thus does 
not induce any significant sea ice melt. This contrasts with the case of warm surface eddies that were observed to 
contribute locally to enhanced sea ice melt in the Chukchi Sea (Watanabe et al., 2014). We also estimate that most 
of the detected subsurface anticyclones modify the vertical stratification, and thus induce a significant anomaly 
in dynamical height at the surface (equivalent to a few centimeters in SSH). So far, available products of SSH for 
the Arctic (based on satellite altimetry retrieved in sea ice leads; e.g., Armitage et al., 2016) have a too coarse 
resolution both in time and space to allow for a direct detection of these anomalies as is routinely done in the 
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open ocean (e.g., Faghmous et al., 2015). Instead, a detection of these subsurface eddies could potentially be done 
via the detection of sea ice vorticity retrieved for instance from SAR images (e.g., Cassianides et al., 2021), as 
the anomaly in vorticity at the ocean surface associated with the dynamical height anomaly appears to be strong 
enough to potentially induce an anomaly in sea ice vorticity. Further work will be required to determine the exact 
nature of such a signature in sea ice, that would likely depend on both the eddy characteristics (e.g., size, depth…) 
and the local sea ice conditions (thickness, presence of leads..). More generally, the importance of theses local 
signatures for the evolution of the sea ice conditions at the pan-Arctic scale remains to be determined.

Data Availability Statement
The BGOS mooring data were collected and made available by the Beaufort Gyre Exploration Program based 
at the Woods Hole Oceanographic Institution in collaboration with researchers from Fisheries and Oceans 
Canada at the Institute of Ocean Sciences. ITP data were collected and made available by the ITP Program 
(Krishfield & Proshutinsky,  2006; Toole et  al.,  2011) based at the Woods Hole Oceanographic Institution. 
The datasets are publicly available in post-processed form at https://www.whoi.edu/beaufortgyre and http://
www.whoi.edu/itp. Data from the Thermosalinograph (TSG) are available at https://doi.pangaea.de/10.1594/
PANGAEA.873145. The sea ice concentration from OSISAF, product OSI-401-b (Tonboe et  al.,  2017), is 
available at https://osi-saf.eumetsat.int/products/osi-401-b.
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